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Abstract

An influx of technology has changed the traditional, top-down approach to electric power systems,

into an interconnected electrical and informations network with large generators, intermittent re-

newables, storage, and demand response. The transmission network has seen its fair share of

innovation, as new hardware is introduced for both monitoring and control purposes. For exam-

ple, distributed line rating units (DLRs) are used to determine a more accurate thermal rating for

transmission lines. Flexible AC Transmission Systems (FACTS) devices are capable of adjusting

the reactance of lines using power electronics switching. Even newer technologies, like distributed

series reactances (DSRs) are offering similar adjustment capabilities at lower cost. How can these

devices be coordinated to run the electric power system more efficiently and reliably?

This thesis proposes a framework for modeling power systems using a graph representation.

This localizes each individual component’s behavior and only interconnects the system through the

power and voltages of the components, over a network graph that obeys Kirchhoff’s laws. Using

this framework, a number of new formulations for the power flow problem are introduced.

The first formulation poses the conventional power flow problem, in terms of nodal voltage

magnitude and phase angle, as a complex-value domain problem in terms of complex-valued nodal

voltages, for systems with only a slack bus and PQ buses.

Secondly, the complex-value domain power flow problem has been reposed in terms of the branch

voltages, or voltage difference across the lines of the network. By combining this with the S-E graph

model, a π model of transmission lines, a set of power flow equations was formulated in terms of

the power transferred through each line, and the voltage across each line.

However, the branch-based formulation of power flow is more difficult to solve using the conven-
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iii

tional numerical methods, especially Jacobi method. Therefore, a new optimization-based formu-

lation of power flow is developed, in terms of branch variables. This thesis shows how distributed

power flow calculation, performed by smart wires and buses, can be performed through only com-

munication with neighbors. This new formulation is also instrumental in deriving methods for

ensuring feasible power delivery.

If there is no power flow solution, there is no equilibrium value for the voltages of the network,

and will lead to voltage collapse. To ensure that power is successfully delivered across the network,

the components of the network must adjust so that there is a valid power flow solution. This thesis

proposes two methods of ensuring feasible power delivery; targeted load shedding, and adjustment

of line reactances.

By using Lagrangian relaxation to solve the new optimization-based power flow problem, the

set of possible solutions is expanded beyond just the possibly power flow solutions of the network. If

there is no valid power flow solution, then the optimization problem can still converge to a solution.

The Lagrange multipliers, which correspond to physical constraints, such as nodal power balance,

therefore becomes a measure of power mismatch at each bus. Using the numerical results of the

Lagrange multipliers, adjustments to load can be made, allowing targeted load shedding.

Another method of reaching a feasible power flow solution is by adjusting the parameters of

the lines connecting the generators and loads. It may be less desirable to shed load, which would

disconnect customers from power, than to use devices such as DSRs and FACTS devices to change

the reactance of lines. By using the mathematical closed form power flow solution of a two-bus

power system, the conditions for feasible power delivery across one line can be derived. Extending

this to the multi-bus network allows each line to determine whether it should adjust, to reach a

valid power flow solution.

Finally, proof of concept simulations show the distributed calculation of power flow, targeted

load adjustment and line reactance adjustment on 3 bus, 14 bus, and 45 bus systems. An object-

oriented programming platform is used to simulate power systems in an actual distributed environ-

ment, with separate Matlab processes communicating between one another. The distributed power

flow algorithm has been implemented for the 3 and 14 bus networks on this platform.
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Chapter 1

Introduction

1.1 Introduction

Since the development of alternating current (AC) power transmission, electric power systems have

consisted of large generators connected to electrical loads by a system of high voltage transmission

lines. This has led power grid operation to a top-down approach, where the generators are control-

lable, and the transmission system and loads are considered given. However, there is an influx of

technology, both on the transmission and load side, which is changing this paradigm. Renewable,

intermittent sources of energy, such as wind and solar, are not centralized generators with large

inertia, but are typically collections of smaller plants distributed across the power system. Demand

response and storage technologies are increasing the amount of control available on loads. Flexible

AC Transmission Systems, or FACTS, devices provide the ability to control the impedances of

transmission lines, allowing for control of the power flowing through the lines. Accompanying the

physical hardware are improvements to communications and computation infrastructure, giving the

devices the ability to interact with system operators and each other. These communication and

computational abilities lead to efforts to make the electric power systems of the future ”smart”, by

not only having newer technologies but also better operation.

The term smart grid has been frequently used to describe the electric power system of the future.

Frequently, the term smart refers to the new devices which can collect data from, communicate
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between, and even control various parts of the electric energy system. Devices such as smart

meters, phasor measurement units (PMUs), dynamic line rating units (DLRs) are being introduced

to monitor the various aspects of the power grid. FACTS devices, and similar devices such as

distributed series reactances (DSRs), allow a certain amount of line flow control over wires that

was not available in the past. These technologies, while powerful alone, may become instrumental

in improving the way the system is operated, if properly coordinated.

The design of the intelligences of smart devices must be based on the purpose of the application

and mathematical models used. To run an electric power system efficiently and reliably, the system

must be monitored and controlled. This occurs on different time scales, such as the fast time scale,

encompassing dynamic and transient effects over seconds or fractions of a second, steady-state

effects that happen over minutes, or scheduling and market events that happen over intervals of tens

of minutes, hours, or even longer. Mathematical models of the power system must be chosen such

that the inputs, constraints, and variables are properly described, under the correct assumptions

given the time scale. Then, numerical methods are applied to calculate the desired outputs, given

the mathematical model. If the numerical method can be decomposed into algorithms that can

be executed by the various distributed smart devices, then the intelligence of each device can be

designed and assigned.

At operating centers, power flow equations have been solved as systems of simultaneous equa-

tions, and KVL equations are usually implicit through the use of bus voltage variables (voltage

with respect to ground). KCL and constituent relationship equations are usually combined into

bus power balance equations. These systems of equations can be solved through numerical methods

such as Newton-Raphson method [1], [2]. This requires that the computing platform have access

to all relevant information of every component in a system.

In areas such as optimal network resource allocation, and in particular, optimal power flow,

methods have been introduced that allow distributed or decentralized calculation. Work by Steven

Low, such as [3], [4] feature convex relaxation of the optimal power flow problem, and conditions

under which this relaxation is exact are determined. Under these conditions, a guaranteed optimal

solution exists, but this is only the case for radial networks, such as typical electrical distribution
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networks. [5] further adds to this work by relating the convex relaxation solutions to the network

topology, allowing for convex relaxation methods to be used in meshed networks.

There have been power flow calculation algorithms, such as Dist Flow branch equations [6],

that define a line’s power balance in terms of the port variables of the line before it, allowing a

distributed, but sequential, calculation of power flow on radial networks. This makes it primarily

useful on distribution networks, which are frequently radial. Dist Flow can also be used for load

balancing on distribution networks.

Aside from distributed power flow, there is the question of encountering nonconvergence in

power flow algorithms, especially Newton-(Raphson) method. Does that mean there is no solution,

or that the numerical method simply cannot reach one? In systems with impedance loads, there

is a maximum amount of power that can be transferred through the wires to the loads [7]. This

means there are physical reasons for there not being power flow solutions, even if generation can

meet demand. Is there a systematic way to address these problems while calculating power flow?

1.1.1 Problem Statement

How do we design autonomous intelligence for smart power system devices (such as smart wires),

such that they monitor steady-state behavior of the system, and adjust themselves to ensure feasible

power delivery?

Before the intelligence of an individual component is designed, a framework is needed to model

both the component and its interaction with the rest of the system. The goal of this work is

to provide a framework through which power systems models can be built to address system-

wide monitoring and control problems, while integrating various distributed components. This

framework uses a graph representation of the power system to model individual devices and their

interactions, and the structure of the graph is preserved when numerical algorithms are applied.

By combining the graph representation of a power system, with the physical laws that describe

power flow, mathematical models of power flow can be formulated.

This thesis first proposes a method of coordinating distributed, smart devices to monitor elec-

tric power systems by calculating their steady-state power flow solutions, either autonomously or
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complementary to the monitoring done by system operators. The intelligence and communica-

tions required by each component comes directly from decomposing the mathematical model of

power flow such that an algorithm can be applied using only local and exchanged information from

neighbors at each component.

This thesis also proposes conditions for feasible power delivery based on these mathematical

models. There are conditions derived from lack of power flow convergence, and conditions associated

with the constituent relationships of each individual line. These condition allow adjustments of load

and line reactance (provided the hardware is capable) to be made such that a power flow solution

exists.

1.1.2 Thesis Contributions

The specific contributions of this thesis are as follows:

Branch-based Graph-representation of Electric Power Systems

While the use of graph-representations of power systems is not new [2], using a directed graph

of branches that represent power flow is essential to formulating the optimization-based power

flow formulation developed in this thesis. This thesis uses the S-E graph [8] model of lossy power

delivery through lines. It expresses flow-voltage relations in terms of voltage differences across these

lines, instead of in terms of more conventional nodal voltages. Because of this, the graph is called

branch-based, or flow branch-based; the branch-based voltages are used explicitly in the calculation

of power flow. Similar branch-based formulations used in the past assume negligible power loss and

a radial network structure [6]. A general lossy, complex valued power flow problem is formulated

using branch-based formulation for the first time.

The advantage of this formulation is two-fold; first, this formulation lends itself to distributed

calculation by the lines, or branches, of the network, if they are embedded with smart, compu-

tational capabilities. The second is that this formulation also allows a line by line accessment of

whether power delivery across the line is feasible. We conclude that when the delivery problem is

the main question, this approach is generally a more appropriate one.
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Formulation of Power Flow Problem as an Optimization Problem

The power flow problem is typically a simultaneous equations problem, derived from Kirchhoff’s

laws and the constituent relationships of each line of the network. In this thesis, we formulate it

as an optimization problem, where the objective function seeks to minimize the difference between

what the power flow through lines would be as a result of Kirchhoff’s laws, or network constraints,

and the power flow through lines as a function of voltage. In AC and nonlinear decoupled power

flow, this results in a new nonlinear objective function with linear constraints [9], [10], [11], [12].

A distributed method for solving optimization problem for flow networks [13] was the inspiration

for formulating the power flow as an optimization problem in terms of branch-based flows and volt-

ages. This optimization-based formulation is the driving force in both the distributed calculation

algorithm as well as the method on ensuring feasible power delivery.

Ensuring Feasible Power Delivery

This thesis also tackles the problem of feasible power delivery as a result of power flow equations,

a distinct problem from combatting congestion resulting from transmission lines’ thermal limits.

Given generation, load, and a network connecting them through lines with given impedances, can

the power be successfully delivered?

A 2 bus example of AC power flow [2] has a closed form power flow solution, and the limit to

power flow can be found. In the multi-bus case, it is impossible to write the closed form, so solution

existence is not easily inferred.

This thesis proposes two methods of addressing this problem. The first is based on applying our

newly posed branch-based optimization-based formulation, which is a more relaxed problem than

calculating power flow as simultaneous equations. By using Lagrangian relaxation, the Lagrangian

multipliers resulting from Kirchhoff’s laws represent power mismatches at buses. Therefore, if the

optimization problem converges to non-zero Lagrange multipliers, the result is not a valid power

flow solution, but the mismatches relay information about how the network can be adjusted to lead

to a valid power flow solution.

The second method is to check the power and voltage variables of each line as the power system
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is iteratively solved. A 2 bus example is used to develop a feasible power delivery condition, which

is checked by each line using local variables. If reactance control is possible, as a result of hardware

installed on the lines, then this information can be used to adjust reactances such that feasible

power flow conditions are met.

Both methods can be implemented in a distributed, or centralized manner, because the optimization-

based power flow formulation can be implemented either using a centralized algorithm, such as

Newtons method, or with the proposed distributed algorithm [14].

Setting the Basis for Smart Electric Power Delivery

Finally, we close by pointing out the theoretical and algorithmic contributions in this thesis form

the basis for utilizing hardware capable of direct line flow control by adjusting parameters of once

passive transmission and distribution wires. As new architectures of smaller electric power systems

emerge, methods will be needed to identify the most critical roadblocks to electrical ddelivery

of power for given generation sources and given points of power consumption. Being able to

understand the ultimate limits to delivery and to install hardware for relaxing these limits in a

somewhat component-by-component way is likely to become essential for possible plug-and-play

specifications of solutions needed. This thesis provides the first steps in the direction of such

modular thinking applied to electric power delivery.



Chapter 2

State-of-the-Art

2.1 Industry State-of-the-Art

2.1.1 Current System Operation

The operators of the generation and transmission system use a number of tools to access and adjust

the electric power system. These computer aided tools are typically used by system operators in

Energy Management Systems (EMS). The monitoring and control system is called the Supervisory

Control And Data Acquisition (SCADA) system. The SCADA network operates as a state estima-

tion system that makes measurements of various portions of the transmission grid, typically every

2 seconds. It then uses these redundant measurements to infer the state of the network, and to

detect bad data or topology changes. This set of data is typically not accurate, and does not satisfy

power flow equations [15].

The EMS also performs a task called contingency screening. Using the data collected from

the system, the EMS does a series of (N-1) reliability tests every 5 minutes. (N-1) refers to

every combination of one equipment failure in the entire system. For each of these possibilities, an

approximate, so-called DC, power flow is run to determine if any line flows will violate a transmission

line hardware limit, such as the thermal limit. Optimal power flow (OPF) is typically used to adjust

generation to not violate thermal hardware limits.

In addition, EMS performs a number of simulations, while incrementally increasing the load

7



CHAPTER 2. STATE-OF-THE-ART 8

Figure 2.1: A map of New York state, showing the power delivery path from Niagara to New York

City.
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Figure 2.2: A typical P-V curve, showing the maximum possible power transfer.

and generation of the system, in order to determine the maximum power transfer limit between

parts of major interest in the system [16], [17]. For example, in the New York electric power grid,

the delivery of hydro power from Niagara to New York City would be of major interest. Figure 2.1

shows the path through which the power would be delivered, from Niagara (indicated by the circle)

to New York City (indicated by the hexagon). In such a procedure, AC power flow is calculated

for the system under normal operating conditions. Then, the load and generation is increased

incrementally and AC power flow is calculated again. This is repeated until AC power flow ceases

to converge, and it is determined that this is the maximum power transfer that the system operators

want to consider feasible, because if AC power flow cannot be calculated, it cannot be guaranteed

that a solution exists, and, consequently, that the power can be physically delivered.

This procedure results in so-called P-V curves, which, under certain assumptions(such as con-

stant load power factor), define limits to electrically deliverable power between two points inthe

power grid. Figure 2.2 shows a typical P-V curve, and indicates the maximum power transfer limit.

Moreover, the P-V curves are obtained for the most limiting (N-1) equipment outages and are used
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Figure 2.3: A thyristor controlled series compensator, a type of FACTS device, made by Siemens.

to effectively determine a proxy limit to the transmission line interconnecting the two points. Due

to paramter uncertainty concerns, this proxy line flow limit is reduced even further, by up to 13

Power flow is calculated to corroborate the state estimation system, by checking if the topology

and line flows make sense. Power flow calculation consists of determining the bus voltages and line

flows which result from a given set of generation, loads, line impedances and system topology. This is

mathematically posed as conservation of power flow at each bus, expressed in terms of voltages based

on the constituent relationships of the lines connected to each bus. These power flow equations are

typically real and reactive power balance equations at buses, using the voltage magnitude and phase

angle as variables (reactive power balance is omitted for PV buses). Approximations can be made,

such that real power is strongly coupled with phase angle, and reactive power is strongly coupled

with voltage magnitude, resulting in decoupled power flow equations. Decoupled, real power flow

equations can be further approximated through linearization, resulting in so-called DC power flow.

This term should not be confused with the DC circuits problem. It has evolved historically in the

electric power industry, and, as such, it is routinely used to imply a linearlized, decoupled, real

power flow problem.
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Figure 2.4: A distributed series reactance (DSR) device, from Smart Wires Inc.

2.1.2 Smart Wire Devices

FACTS devices, such as Thyristor Controlled Series Compensators (TCSCs), are capable of adjust-

ing the reactance of a transmission line by controlling inductors and capacitors with fast power-

electronics switching [18]. Currently, the potential benefits lie in the economic dispatch area.

For example, FACTS devices can address congestion problems by redirecting power down other

paths [19]. This is also applicable to technologies by SmartWires Inc., known as ”D-FACTS”, or

distributed-FACTS devices, which have similar functions but are distributed and typically less ex-

pensive than traditional FACTS devices [20], [21], [22]. The recommended use of these devices are

to better utilize system resources, such as dispatch of generation resources, to supply the demand at

lowest cost. Shown in Figure 2.3 is a typical TCSC, a FACTS controller installed to control trans-

mission line reactance in a BTS [23]. Also, shown in Figure 2.4 is a recently developed poor-man’s

version of FACTS for lower voltage levels, an example of D-FACTS .

Relevant to this thesis is the observation that these harware technologies are becoming mature.

However, quantifiable methods for finding the most effective locations and for finding the most

effective adjustment logic are at their rudimentary stages. They are by-and-large based on extensive
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scenario analysis, which uses similar approaches to the ones described for generating P-V curves.

Missing is a method for mapping the transfer limit found by the P-V curve onto the best line whose

reactance needs to be adjusted to increase the feasible transfer. This problem is very combinatorial

and non-unique when tackled in a top-down approach using centralized power flow calculation. This

problem is one of the major motivating factors for the bottom-up distributed approach proposed

in this thesis.

2.2 Theoretical State-of-the-Art

2.2.1 Power Flow Calculation

Traditionally, the electric power system has been controlled through a top down approach, by a

centralized decision maker. The system operator collects information from the state estimator,

which takes redundant measurements from points in the network and relays them back to the

centralized hub. The system operator must then use the collected data and known parameters and

topology of the network to determine the status of the electric power system. This information is

also used to determine if the assumed topology makes sense, or if a specific sensor is returning bad

data. By keeping an eye on the status of the grid, the operator tries to make sure that there will

be no problems in delivering energy generated to its intended consumers.

The conventional method of calculating power flow is the Newton-(Raphson) method [1], [2],

which iteratively calculates the solution to nonlinear simultaneous equations by inverting the Ja-

cobian matrix of the equations. Typically, Jacobians are sparse because the elements reflect the

interconnections of the network. However, inversion removes the structure, so Newton method

requires global information to execute.

Distributed calculation is much easier to perform over a radial network, or a tree graph. [6] is

an algorithm that sequentially goes through a radial network to calculate the power flow, and is

therefore typically useful on distribution, rather than transmission, networks of the power system.

The radial structure allows for optimal power flow (OPF) problems to be posed such that they can

be convexified [3], [4], [24]. However, it was recently found that OPF can also be convexified for

meshed networks [5], if the rank of the solution to the relaxed problem is 1. Applying convex OPF
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Figure 2.5: A power system with a constant impedance load.

to meshed networks depends on using the branch-based voltages, defined as bus voltage differences

across the branches.

2.2.2 Feasible Power Delivery

To ensure power delivery from generation to consumers, there are a couple of conditions which

must be satisfied. For any network of impedances interconnected given sources and loads, there is

a theoretical limit on the amount of power that can be sent from the sources that will reach the

loads. General maximum power transfer results for circuits in which loads are modeled as constant

impedance loads exist and can found in [7]. Figure 2.5 shows a two bus power system where the load

is a constant impedance. According to [7], the maximum power transfer occurs when Ẑline = Ẑ∗load,

where ∗ denotes the complex conjugate.

Unfortunately, for typical BTS line parameters, the system cannot operate close to the maximum

power transfer limit because of typical high voltage resulting at the receiving end [2], [25]. This

voltage occurs because the maximum power transfer condition, Ẑline = Ẑ∗load, requires load to be

compensated by shunt capacitance so that it compensates for reactive power losses occuring in

typically inductanive transmission lines.

In addition, there are hardware limits, such as the thermal limit of transmission lines. This
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refers to an operating limit on the power transfer, or current that can flow through a transmission

line before it physically fails, such as from overheating.

Currently, the system operators do contingency screening, looking for critical cases where the

power flow solution of a network might not exist if one component were to fail. They also use the idea

of voltage stability, which calculates test cases where the generation and load are slowly increased.

This is to determine at which power transfer level the power flow solution does not converge, and

gives a conservative limit on the maximum power transfer. Without a power flow solution, the

voltage does not have a stable equilibrium point [26], [27]. When reaching that boundary, such

as if load were increased, it is possible to see a slow but then rapid decline in voltage magnitude,

corresponding to reaching the edge of the stable voltage region.

Theoretical works, such as in [7], try to pose the problem of maximum power transfer mathe-

matically. However, the model used considers a power system with complex voltage sources, and

impedance loads. In conventional power systems, most generators are modeled as PV, or constant

real power and voltage magnitude, and loads are modeled as PQ, or constant real and reactive

power. [2] introduces a two bus case with PQ load, and gives a range for power transfer within

which the voltage magnitude is real (and therefore the solution exists).

Current theoretical state of the art, however, does not give an obvious way to adjust line based

smart devices, such as FACTS devices to ensure a feasible power flow solution. The closest is to

pose OPF without allowing generation to be dispatched, and considering them as given. This is

because the power flow equations have traditionally been posed in terms of nodal variables, more

specifically the voltage phase angle at each node.

We propose that a new approach be used, that considers the power flow equations in terms of

branch variables, such as the phase angle difference across each line. We also propose a way to solve

the power flow equations as an optimization problem instead of solving the conventional formulation

of algebraic equations. The structure of the optimization problem lends itself to decomposition,

allowing for a distributed iterative approach that treats both buses and lines in the network as

agents. This allows the line agents to analyze the power flow and voltage of a line, and determine

if the maximum power transfer limit would be violated on a line by line basis, thus allowing line
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based controllers, such as FACTS devices, to be adjusted. This would complement the ability to

check line thermal hardware limits.



Chapter 3

Modeling Power Networks Using

Graphical Representation

3.1 Graph Representation of Power Networks

3.1.1 Power Components as Branches and Nodes

An electric power system consists of generators and loads, interconnected by a series of wires. All

of these components can be represented as branches in a directed graph. The buses of the electric

power system, the points of interconnection between generators, loads and wires, are the nodes of

the directed graph. The direction of each branch serves as reference for power flow direction and

voltage orientation, with the positive voltage terminal on the sending end of each branch.

Consider a 3 bus power system, depicted in Figure 3.1. The system consists of one generator,

two loads, and three transmission lines, or wires. Figure 3.1, like most power systems diagrams,

assumes that the generators and loads are connected to ground, and therefore does not explicitly

show this. The graphical representation of the network, including the ground, or neutral line, is

shown in Figure 3.2. The generator and loads are shown as dotted lines, as branches from each

respective bus to ground. In the graphical representation, buses are now abstract connection points,

and can be considered as nodes of the graph.

If the full graph representation has N + 1 nodes, and L branches, then N branches are required

16
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Figure 3.1: A 3 bus system interconnected with 3 lines.

Figure 3.2: The 3 bus system represented as a graph. Nodal branches are shown as dotted lines.
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to span the graph. If the (N + 1)th node is ground, then the generators and loads form a set of

N branches that span the graph. This normal tree, or spanning tree, is referred to as the nodal

branches, which connects each node of the graph to the ground node. The rest of the branches of

the graph correspond to the wires from the physical power system; they interconnect all the nodes

without traversing the ground node. In the physical world, power delivery is achieved through

these wires, while ground serves as an electron sink or source. The branches delivering power will

be referred to as flow branches.

A directed graph is used, so an incidence matrix can store the interconnection data of the

network. The incidence matrix is an N × L matrix Aa = [ai,k], where

ai,k =



1 if node k incident at i, arrow away from i

−1 if node k incident at i, arrow into i

0 if node k not incident at i.

Because each branch necessarily connects two distinct nodes, each column contains exactly one

1 and one −1 term, the rest being zeros. Therefore, a row of Aa could be removed without losing

irretrievable information. This reduced matrix, ATa , is used to describe Kirchhoff’s current law

(KCL) and voltage law (KVL) of the network. For the graph shown in Figure 3.2,

Aa =



1 0 −1 1 0 0

−1 1 0 0 1 0

0 −1 1 0 0 1

0 0 0 −1 −1 −1


.

The rows correspond to nodes 1, 2, 3, and ground, from top to bottom. The columns correspond

to the branches of line 1, 2, 3, and then the nodal branches from nodes 1, 2, and 3, from left to

right. Areda is Aa with the ground node, or bottom row, removed.

KCL can be expressed as
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Areda ib = 0, (3.1.1)

where ib are the currents through all the branches of the graph. Equation (3.1.1) states that all

currents at each node sum to zero. If the branches are subdivided into flow and nodal branches,

KCL becomes

Areda ib =
[
Af An

]if
in

 = 0, (3.1.2)

where the matrix Af is the portion of the incidence matrix related to flow branches, and An is

the portion related to nodal branches. Because nodal branches correspond one-to-one with graph

nodes, An = I, because nodal branches point towards ground. In the 3 bus example,

Af =


1 0 −1

−1 1 0

0 −1 1


.

Similarly, KVL becomes

(Areda )T en = eb, (3.1.3)

where en are the voltages across the nodal branches, and eb are the currents through all branches.

Equation (3.1.3) states that all voltages in loops sum to zero. The one-to-one relationship between

nodes and nodal branches means that Equation (3.1.3) can be reduced to

ATf en = ef , (3.1.4)

where ef are the voltages across flow branches. The removed rows, Anen = en, are redundant

since An = I.
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Figure 3.3: The pi model, S-E graph of a wire with transmission losses.

3.1.2 Directed Graph for Power Flows

In the study of electric power systems, the flow of power, instead of current, is used to calculate

the steady-state power flow of the network [2]. This is because electricity consumption of loads

is typically specified as constant power. The branches of the directed graph do not account for

power losses without modeling the system slightly differently than with currents; either each wire

is represented as two, opposite directional branches, or a S-E graph representation of the wire is

used [8].

The S-E graph is a pi model of a physical wire, where the transmitted power flows across the

wire while the half of total power loss leaves the wire from either end. Figure 3.3 shows an S-E

graph of a wire connecting nodes i and k. The flows and voltages are complex, using phasors to

represent the variables of an AC power system. The flows from either end of the wire, Ŝi,k and Ŝk,i,

are the same as in the dual branch model. However, the π branches consist of Ŝf and ŜL, the flow

and loss components of the wire. Ŝf is what is actually transmitted from i to k, and ŜL is divided

between two branches that flow to ground. êi and êk are the nodal voltages of nodes i and k.

The S-E graph is used for the remainder of the thesis because the transmitted and lost power

are clearly defined and mapped to branches. The dual branch model is equivalent, and the losses

and flow can be calculated as a result of Ŝi,k and Ŝk,i. The complex power loss is

ŜL = Ŝi,k + Ŝk,i, (3.1.5)

and the transmitted power is
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Figure 3.4: S-E graph of the 3 bus system.

Ŝf = Ŝi,k −
1

2
ŜL = −Ŝi,k +

1

2
ŜL. (3.1.6)

The 3 bus system with S-E graph representation of wires is shown in Figure 3.4. The transmitted

power branches occupy the same positions as the original flow branches, but the loss branches are

additional nodal branches added to the graph. The incidence matrix would therefore be

Areda =
[
Af Al An

]
, (3.1.7)

where

Al =


1 0 0 0 0 1

0 1 0 1 0 0

0 0 1 0 1 0


.

The first three columns of AL correspond to the loss branches of the sending ends of wires

1, 2, and 3, and the last three columns correspond to the loss branches of the receiving ends.

Because each pair of loss branches accounts for half the power loss, they are always equal in power.

Therefore, power flow conservation, the power analog of KCL, can be written as
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AŜ =
[
Af Al

]

Ŝf

1
2 ŜL

1
2 ŜL

 =
[
Af AL

] Ŝf
1
2 ŜL

 = −AnŜn, (3.1.8)

where

AL =


1 0 1

1 1 0

0 1 1


.

The AL incidence sub-matrix treats the losses, ŜL as one set of losses, instead of pairs of

branches. This allows less branch variables to be used in computation, but perserves power flow

conservation at each node. AL is constructed simply by adding the first set of columns of Al with

the second half, creating a matrix with half as many columns. At each node, the power of flow and

loss branches balance the power from nodal branches. Because An = I, each node has the power

from one nodal branch. These branch powers, Ŝn, can be thought of as the power to or from the

load or generator at that node.

Because the voltages across loss branches are nodal voltages, they do not contribute linearly

independent equations to KVL. Therefore, the KVL equations remain as in Equation (3.1.4).

3.1.3 Non-nodal Spanning Trees

Even though the set of nodal branches form a spanning tree, it is not the only possible normal tree

of a graph. Kirchhoff’s theorem states that number of spanning trees in a graph is the determinant

of the reduced graph Laplacian. The Laplacian is the negative node-to-node adjacency matrix

whose diagonal terms are the positive number of degrees that each node has [28]. The Laplacian is

reduced by a specific node, by removing the corresponding row and column. The reduced Laplacian,

La, is also calculable using Areda , as

La = Areda (Areda )T . (3.1.9)
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Figure 3.5: The 3 bus system with a spanning tree indicated in solid line, and the extra branch

indicated in dotted line.

While it is possible to have a number of spanning trees that include both nodal and flow

branches, it is important to focus on formulating spanning trees from just the set of flow branches.

This is because KVL must be explicitly defined when using flow branch voltages as variables, unless

the wires of the electric power system form a radial network.

Without considering ground node, the minimum number of lines needed to connect N nodes

is N − 1. In an electric power system with L wires, N − 1 wires form a spanning tree, and the

L−N + 1 remaining wires form loops in the graph. Figure 3.5 shows the 3 bus example with lines

1 and 2 indicated with solid lines, and line 3 indicated in a dotted line. There are three buses, or

nodes, and only two wires are required to connect all the nodes. There are three possible spanning

trees, (1,2), (1,3), (2,3), and (1,2) is the spanning tree depicted in Figure 3.5. Spanning trees

can be constructed using depth and breadth first search, as well as more sophisticated algorithms,

designed to increase parallelism [29], [30]. For small examples, a spanning tree can be determined

via inspection.

Consider the case where flow branches are renumbered such that

ef =

 etree
emesh

 , (3.1.10)

where etree are voltages across flow branches that form a preselected spanning tree, and emesh
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consists of voltages across remaining flow branches, which must form meshes.

Equation (3.1.4) gives the relationship between voltage differences across nodal branches and

flow branches. Matrix Areda can be subdivided such that

 ATf,tree
ATf,mesh

 en =

 etree
emesh

 . (3.1.11)

In power flow calculation, one bus is a reference bus, maintaining a voltage at 1∠0 p.u. There-

fore, there are N − 1 nodal branch voltages to be solved. Because there are N − 1 branches that

form a spanning tree, a linear relationship between en and etree can be established,

en = (ATf,tree)
−1etree, (3.1.12)

and this can be substituted into Equation (3.1.11), to obtain

emesh = ATf,mesh(ATf,tree)
−1etree, (3.1.13)

which defines the relationship between voltages of non-spanning tree branches and spanning tree

branches. Equation (3.1.13) specifically states that each voltage of a non-spanning tree branch is

a sum of spanning tree branches (with appropriate orientations). Equation (3.1.13) can be further

rearranged to

[
ATf,mesh(ATf,tree)

−1 −I
] etree

emesh

 = Akvlef = 0, (3.1.14)

which is KVL expressed in terms of flow branch voltages, ef . Af,tree is a (N − 1) × (N − 1)

matrix, Af,mesh is a (L−N + 1)× (N − 1) matrix, and Akvl is a (L−N + 1)× L matrix.

3.2 Nodal Power Flow Equations

3.2.1 Power Flow Equations

The steady-state power flow through an electric power system is determined by Kirchhoff’s laws

and constituent relationships of the wires. The generation and loads are given as constant power,
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making nodal branch flows a given number. The AC power flow examples of this work will not

include PV buses, which constraints the voltage magnitude and real power, instead of the complex

power of a nodal branch.

Power conservation at nodes, stated in Equation (3.1.8) is

AŜ =
[
Af AL

] Ŝf
1
2 ŜL

 = −Ŝn, (3.2.1)

and voltage conservation in loops, stated in Equation (3.1.14), is

[
ATf,mesh(ATf,tree)

−1 −I
] etree

emesh

 = Akvlef = 0. (3.2.2)

Equations (3.2.1) and (3.2.2) describe how the flows and voltages of each branch interact with

the rest of those in the network. Constituent relationships describe the relationship between the

flow and voltage of a specific branch [2]. This is based on the physical properties of the wire, such

as Ohm’s law. In the general AC transmission case, the power sent from node i toward k is

Ŝi,k = Êi(Êi − Êk)∗Ŷ ∗i,k, (3.2.3)

where Ŷ ∗i,k is the admittance from i to k, and Êi and Êk are the nodal voltages of nodes i and k,

respectively. The reference bus voltage is given, typically as 1∠0. Ê is used to indicate the complex

nodal voltages, instead of en, the generalized voltage notation. Using the S-E graph model of wires,

ŜL:i,k = |Êi − Êk|2Ŷ ∗i,k, (3.2.4)

and

Ŝf :i,k =
1

2
(Êi + Êk)(Êi − Êk)∗Ŷ ∗i,k, (3.2.5)

are derived from Equation (3.1.5), (3.1.6) and (3.2.3). Because there is power loss when trans-

mitting power, there are two sets of constituent relationships per wire. The constituent relation-

ships, Equations (3.2.4), (3.2.5), and Kirchhoff’s laws, Equations (3.2.1), (3.2.2), form the power
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flow equations that must be solved to find a feasible operating point for a given electric power

system.

3.2.2 Conventional Formulation of Power Flow

Conventional formulation of power flow equations combines the constituent relationship equations

with flow conservation equations. By using nodal voltages, the KVL equations need not be explicitly

stated, because the nodal voltages always form a spanning tree [1], [2]. Equations (3.2.1) and (3.2.3)

are combined to obtain

diag(Ê)Afdiag(Y ∗)ATf Ê
∗ = −Ŝn, (3.2.6)

where Y is the vector of admittances of each wire, and diag(v) is an operation that creates a

diagonal matrix, where the elements of vector v are the diagonals of the matrix. diag(M), when

applied to matrix M , creates a diagonal matrix using the diagonal of M . This results in power flow

equations, expressed in terms of complex voltages, for systems without PV generators.

The conventional formulation breaks the complex variables into real and imaginary parts, and

solves for the voltage in polar form, in terms of voltage angle and magnitude. For node i, the real

and reactive power balance equations are

Pi =
∑

k∈{i,k}

Gi,k(E
2
i − EiEk cos(δi − δk))−Bi,kEiEk sin(δi − δk), (3.2.7)

and

Qi =
∑

k∈{i,k}

−Bi,k(E2
i − EiEk cos(δi − δk))−Gi,kEiEk sin(δi − δk), (3.2.8)

respectively. E without hat notation indicates the magnitude of Ê and δ indicates the angle

of Ê. Pi and Qi are the nodal power flows from the nodal branch to node i. They are the real

and imaginary parts of Ŝn. G and B are the real and imaginary parts of Y , the conductance and

susceptance of the wires, respectively.
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For the purposes of this work, the polar form voltage equations will not be used except in

decoupled approximations of power flow equations. This is because in branch formulation, if V̂i,k =

Êi − Êk, then Vi,k∠φi,k = Ei∠δi − Ek∠δk, but is not true that Vi,k = Ei − Ek or φi,k = δi − δk.

KVL does not make sense for the AC power flow equation unless expressed in complex voltage.

3.3 Branch-based Power Flow Equations

The purpose of formulating power flow in terms of flow branch voltages, rather than nodal branch

voltages, is to determine which physical wire or portion of the electric power system needs to be

adjusted based on feasibility of power delivery. This is based on the 2 bus example of AC power flow,

where the closed form solution of the voltage can be derived [2]. When the constituent relationships

of wires are nonlinear, it is possible to have no solutions to the set of power flow equations based

on given loads, generation and wire impedances [14].

3.3.1 Branch-based AC Power Flow in Complex Variables

The power flow equations, defined in Equation (3.2.6), can be reformulated using complex branch

voltages, V̂ , which are analogous to ef , the voltages across flow branches on the general graph.

Therefore, KVL would apply,

ATf Ê = V̂ . (3.3.1)

so that V̂ can be substituted for Ê in the AC power flow equations, Equation (3.2.6). This

results in the set of equations

diag(Ê)Afdiag(Y ∗)diag(V̂ ∗) = −Ŝn, (3.3.2)

which leaves a nodal voltage vector, Ê. If a set of spanning tree branches are selected such that

V̂ =
[
V̂ T
tree V̂ T

mesh

]T
, then Equation (3.1.12) can be applied,

Ê = (ATf,tree)
−1V̂tree, (3.3.3)
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and Equation (3.3.2) is

diag((ATf,tree)
−1V̂tree)Afdiag(Y ∗)diag(V̂ ∗) = −Ŝn, (3.3.4)

which only specifies power flow in terms of voltages across flow branches of the spanning tree.

However, the number of voltages in Ê is N −1, and the number of voltages in V̂ is L. Equation

(3.3.4) only contains N − 1 equations, but L variables. The other L−N + 1 equations come from

explicitly expressing KVL,

AkvlV̂ = 0. (3.3.5)

3.3.2 New Optimization-based Formulation of AC Power Flow

In pursuit of distributed algorithms for power flow calculation, an optimization-based formulation

was developed [9], [10], [11], [12], based on work in optimization for graphs whose branches represent

resource flow [13]. The basic concept is to pose power flow as minimizing the difference between

the power flows and losses of the branches, and the powers as a function of the flow branch voltage

resulting from constituent relationships. These objectives are subject to Kirchhoff’s nodal flow

conservation and loop voltage conservation.

The constituent relationships of the AC case, Equations (3.2.4) and (3.2.5), are summed to form

the objective function, in the optimization problem,

minimize
Ŝ,V̂

∑
i,k∈{1,L}

|Ŝf :i,k −
1

2
Ŷ ∗i,k(2Ēi − V̂i,k)V̂ ∗i,k|2+

|ŜL:i,k − Ŷ ∗i,kV̂i,kV̂ ∗i,k|2

subject to

[
Af AL

]Ŝf
ŜL

 = AŜ = −Ŝn,

AkvlV̂ = 0.

(3.3.6)

The Ēi term is equivalent to the Ê = (ATf,tree)
−1V̂tree term found in Equation (3.3.4). The



CHAPTER 3. MODELING POWERNETWORKS USINGGRAPHICAL REPRESENTATION29

overscore indicates that this is to be treated as a given value, rather than a variable, during the

iterative algorithm. The nodal voltage is used in the optimization formulation in Equation (3.3.6)

because that value can still be obtained locally by computing hardware at the wire itself, whereas

(ATf,tree)
−1V̂tree requires the voltages across other flow branches.

The KVL constraints are stated explicitly in Equation (3.3.6), but in practice, the voltages

of non-spanning tree flow branches can be computed by updating the nodal voltages during the

applied iterative algorithm. In the course of numerical calculation, nodal voltages can be updated

through a step-wise process, where each flow branch of the spanning tree updates the nodal voltage

of the node farther from the slack bus, using the nodal voltage closer to the slack bus. These nodal

designations can be assigned while the spanning tree creation algorithm is running through the

network. For example, if depth or breadth first search is used to create a spanning tree starting

from the slack bus node, then as it propagates outwards the flow branches can store the identity

of the node that it is responsible for updating.

The optimization problem in Equation (3.3.6) is a relaxed version of power flow; while zero is

the absolute minimum, there are possible local minima. Lagrangian relaxation is used to solve the

optimization problem, by first finding the Lagrangian,

L(Ŝ, V̂ , λ) =
∑

i,k∈{1,L}

(|Ŝf :i,k −
1

2
Ŷ ∗i,k(2Ēi − V̂i,k)V̂ ∗i,k|2

+ |ŜL:i,k − Ŷ ∗i,kV̂i,kV̂ ∗i,k|2) + λT (AŜ + Ŝn)∗+

λ∗T (AŜ + Ŝn) = 0.

(3.3.7)

The KVL constraints are not explicitly expressed, because doing so would require coordination

around each linearly independent loop, or mesh, of the network. The spanning tree branches are

used to update nodal voltages, allowing the non-spanning tree branches to use the difference of

nodal voltages at their ends to update their voltage values.

Unlike traditional Lagrangian relaxation, a λ and λ∗ term are used in order to create a real

valued Lagrangian. Based on the complex Taylor expansion [31], it can be shown that this results

in a complex Hessian without all-zero rows, that result from taking the partial derivative of both

the variables and their conjugates.
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The optimality conditions are satisfied when the gradient of L(Ŝ, V̂ , λ) is zero. They form a

set of simultaneous equations that need to be solved to find a potential power flow solution. Let F

and L be vectors of length L, where each element corresponds to a flow branch connecting nodes i

and k, such that

Li,k(Ŝi,k, V̂i,k) = ŜL:i,k − Ŷ ∗i,kV̂i,kV̂ ∗i,k, (3.3.8)

and

Fi,k(Ŝi,k, V̂i,k) = Ŝf :i,k −
1

2
Ŷ ∗i,k(2Ēi − V̂i,k)V̂ ∗i,k, (3.3.9)

so that the Lagrangian can be simplified to

L(Ŝ, V̂ , λ) = F TF ∗ +GTG∗+

λT (AŜ + Ŝn)∗ + λ∗T (AŜ + Ŝn) = 0.

(3.3.10)

The optimality conditions are

∂L
∂Ŝ

= diag(F ∗)
∂F

∂Ŝ
+ diag(F )

∂F ∗

∂Ŝ
+ diag(G∗)

∂G

∂Ŝ

+diag(G)
∂G∗

∂Ŝ
+AT (λ∗) = 0,

(3.3.11)

∂L
∂V̂

= diag(F ∗)
∂F

∂V̂
+ diag(F )

∂F ∗

∂V̂
+

diag(G∗)
∂G

∂V̂
+ diag(G)

∂G∗

∂V̂
= 0,

(3.3.12)

and

∂L
∂λ

= AŜ∗ + Ŝn = 0. (3.3.13)

By setting up the Lagrangian as a real valued function of complex variables, the partial deriva-

tives with respect to Ŝ∗, V̂ ∗, and λ∗ are equal to the conjugates of those respective partial deriva-

tives,
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∂L
∂Ŝ∗

= (
∂L
∂Ŝ

)∗ = 0,

∂L
∂V̂ ∗

= (
∂L
∂V̂

)∗ = 0,

∂L
∂λ∗

= (
∂L
∂λ

)∗ = 0.

(3.3.14)

To solve the optimization problem, a numerical algorithm is used to solve the optimality condi-

tions, Equations (3.3.11), (3.3.12) and (3.3.13). When they are equal to zero, their conjugates are

also equal to zero, resulting in the complex gradient being equal to zero.

3.3.3 Decoupled and DC Power Flow Formulations

There are approximations that can be made to the AC power flow equations that make them easier

to calculate. One of the most frequently used is assuming decoupling between the real and reactive

power balance, and that real power is highly correlated with voltage angle and frequency, while

reactive power is correlated with voltage magnitude [2]. Appendix 6.1 includes the derivations of

the nodal and branch-based power flow formulations under the decoupled and DC models.



Chapter 4

New Numerical Algorithms for

Complex-valued Power Flow

4.1 New Iterative Algorithms to AC Power Flow in Complex-

Valued Domain

Numerical algorithms for solving power flow havehad a long history [1]. They have matured over

time and form the basis for routinely used computer applications in each utility EMS. In this

chapter, we briefly summarize today’s numerical algorithms, which are fundamentally inspired using

nodal power flow equations. We then introduce possible formulations of numerical algorithms for

solving the newly introduced branch-based optimization formulation of the power flow problem.

The most general power flow problem allows for modeling generators as PV elements, except

for the so-called ”slack” bus, which is modeled as an ideal voltage source whose nodal voltage

magnitude and phase angle are given, and used as the reference voltage for the system. Loads are

modeled as constant real and reactive power elements whose nodal voltages are unknown. Following

the golden rule of power flow formulation, for any type of component, only two out of four key

variables (nodal voltage magnitude E, nodal voltage phase angle δn, real power P and reactive

power Q), can be specified. The other two are the result of computing power flow solution.

In today’s power flow formulations, generators (other than slack) have their real power and

32
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voltage magnitude specified; this means that once the coupled power flow is solved, the resulting

generator variables will be nodal voltage phase angle and generator reactive power. Similarly, the

slack bus has nodal voltage magnitude and phase angle specified. Once the power flow is solved,

the resulting real and reactive power out of the slack bus can be computed.

This reasoning leads to the complex set of algebraic equations defined by stating real power flow

balance equations at all geerator buses, and real and reactive power balance equation at all loads.

The resulting coupled AC power flow formulation based on thee constraints takes on the form

Pi =
∑

m∈{i,m}

(
E2
i

Zi,m
cos(ζi,m)− EiEm

Zi,m
cos(δi,m − ζi,m)), (4.1.1)

for i = 1, ...Nl +Ng, and

Qi =
∑

m∈{i,m}

(
E2
i

Zi,m
sin(ζi,m)− EiEm

Zi,m
sin(δi,m − ζi,m)), (4.1.2)

for i = 1, ...Nl, where Nl is the number of load buses, Ng is the number of generator buses, Zi,m

and ζi,m are the magnitude and phase angle of the impedance across line (i,m), δi,m is the phase

angle difference across line (i,m), Ei is the nodal voltage magnitude of bus i, and Pi and Qi are

the total real and reactive powers of the lines entering bus i.

The physically implementable solution of Equations (4.1.1) and (4.1.2) must satisfy the following

inequality constraints:

PminGi < PGi < PmaxGi ,

QminGi < QGi < QmaxGi ,

EminGi < EGi < EmaxGi ,

EminLi < ELi < EmaxLi ,

Pi,m ≤ Pmaxi,m ,

(4.1.3)

where PGi is the real power of each generator bus, QGi is the reactive power of each generator

bus, EGi is the voltage of each generator bus, ELi is the voltage of each load bus, and Pi,m is the

power flowing through line (i,m).
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The constraints of Equation (4.1.3) are usually checked after the power flow calculation is done.

Only optimization takes account explicitly for thee inequality constraints.

The routinely used numerical algorithms for solving these coplex algebraic equations, Newton-

(Raphson) and Jacobi methods, are briefly reviewed in Appendix A.1 of this thesis. Notably, all

existing numerical methods for power flow solving are formulaed in real-valued domain.

In this thesis we consider a particular case of power flow problem in which a general meshed

network has only one generator (slack bus), and all loads are modeled as PQ buses. In other words,

PV generators are not considered in this thesis.

It is shown in what follows that for this particular class of power systems, it becomes possible

to formulate numerical algorithms in complex-valued domain. This formulation of numerical algo-

rithms in a complex-valued domain represents one of the contributions to this thesis, as introduced

next.

4.1.1 New Nodal-based AC Power Flow in Complex-Valued Domain

The Newton and Jacobi methods are used to iteratively solve power flow equations. Conventionally,

Newton method is used to solve power flow equations in terms of nodal voltage. However, it is also

possible to apply these algorithms to the branch voltage formulations as well. Newton and Jacobi

method and their convergence conditions are described in Appendix A.1.

Newton Method of Solving Nodal-based AC Power Flow in Complex Valued Domain

Recall equation (3.2.6), which models the AC power flow equations, written in terms of complex

voltages, for the case of power grids without PV generators. This can be reexpressed as the function,

f(Ê) = diag(Ê)Afdiag(Y ∗)ATf Ê
∗ + Ŝn = 0, (4.1.4)

Then, partial derivatives with respect to Ê and its conjugates can be calculated,

∂f(Ê)

∂Ê
= J(Ê) = diag(Afdiag(Y ∗)ATf Ê

∗), (4.1.5)

and
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∂f(Ê)

∂Ê∗
= Jc(Ê) = diag(Ê)Afdiag(Y ∗)ATf . (4.1.6)

By using the complex Taylor expansion, the expression for the Newton step, ∆Ê(k), is

J∆Ê(k) + Jc∆(Ê(k))∗ = f(Ê(k)), (4.1.7)

where k is the iterative step number. The ∆(Ê(k))∗ term can be eliminated by adding the

equation,

− Jc(J∗)−1(J∗c∆Ê(k) + J∗∆(Ê(k))∗ = f∗(Ê(k))), (4.1.8)

to Equation (4.1.7). Equation (4.1.8) is the conjugate of Equation (4.1.7) multiplied by−Jc(J∗)−1.

After the equations are added, what is left is

(J − Jc(J∗)−1J∗c )∆Ê(k) = f(Ê(k))− Jc(J∗)−1f∗(Ê(k)). (4.1.9)

Therefore, the new expression for the Newton step, calculated in complex-valued domain, is

∆Ê(k) = (J − Jc(J∗)−1J∗c )−1(f(Ê(k))− Jc(J∗)−1f∗(Ê(k))). (4.1.10)

The complex valued nodal voltages, Ê, are updated as

Ê(k+1) = Ê(k) + ∆Ê(k). (4.1.11)

New Jacobi Method of Solving Nodal-based AC Power Flow

For a given node i, the power balance is

fi(Ê) = Ŝi − Êi
∑

m∈{i,m}

(Êi − Êk)∗Y ∗i,k = 0. (4.1.12)

In order to calculate Ê, the Jacobi method iterate is calculated using a solved term (Ê
(k:s)
i ),

by deriving a closed form expression using Equation (A.1.6). First, an expression can be found in

terms of Ê
(k:s)
i and |Ê(k:s)

i |2.
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|Ê(k:s)
i |2(

∑
m∈{i,m}

Y ∗i,m)− Ê(k:s)
i (

∑
m∈{i,m}

Y ∗i,mÊ
(k)
m )− Ŝn = 0 (4.1.13)

For the complex variable problem of the following form,

a1ẑẑ
∗ + a2ẑ + a3 = 0, (4.1.14)

ẑ∗ in terms of ẑ is

ẑ∗ =
1

a1a∗2
(a∗1a2ẑ + a∗1a3 − a1a∗3). (4.1.15)

By substituting ẑ∗ back into Equation (4.1.14), a quadratic complex polynomial equation in

terms of ẑ is found,

aẑ2 + bẑ + c = 0, (4.1.16)

where

a = a∗1a2,

b = (−a1a∗3 + a∗1a3 + a2a
∗
2),

c = a∗2a3.

(4.1.17)

The quadratic equation gives a solution for ẑ,

ẑ =
−b±

√
b2 − 4ac

2a
. (4.1.18)

Therefore, to solve Equation (4.1.13), let
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a
(k)
1 =


...∑

m∈{i,m} Y
∗
i,m

...

 = vect(diag(AfY
∗ATf )),

a
(k)
2 =


...∑

m∈{i,m} Y
∗
i,mÊ

(k)
m

...

 =

(AfY
∗ATf − diag(AfY

∗ATf ))(Ê(k))∗,

a
(k)
3 =− Ŝn,

(4.1.19)

where the function vect(M) creates a vector using the elements of diagonal matrix M . Then,

applying Equation (4.1.17) and (4.1.18) gives a closed form solution for Ê(k:s),

Ê(k:s) =
−b(k) ±

√
(b(k))2 − 4a(k)c(k)

2a(k)
. (4.1.20)

Then, the Jacobi iterative update is

Ê(k+1) = (1− ω)Ê(k) + ωÊ(k:s). (4.1.21)

4.1.2 New Branch-based AC Power Flow in Complex-Valued Domain

New Newton Method for Branch-based AC Power Flow

Equation (3.3.2) is AC power flow formulated in terms of branch voltages. This is rearranged into

f(V̂ ) = 0, where

f(V̂ ) =

diag(Ē)Afdiag(Y ∗)(V̂ ∗) + Ŝn

AkvlV̂
∗

 = 0. (4.1.22)

V̂ can be left in terms of nodal voltage, instead of flow branch voltages, and Newton method

still converges. At each iteration, the nodal voltages, Ē, can be calculated as an algebraic result of

the voltages across a flow branch spanning tree, as in Equation (3.3.3). AkvlV̂
∗ = 0 is equivalent
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to AkvlV̂ = 0, allowing all of Equation (4.1.22) to be in terms of the conjugate of V̂ . Therefore,

the Jacobian with respect to V̂ , J(V̂ ) is equal to zero. The Jacobian with respect to Jc(V̂
∗) is

Jc(V̂ ) =

diag(Ē)Afdiag(Y ∗)

Akvl

 . (4.1.23)

Because J(V̂ ) = 0, Equation (A.1.3) becomes

Jc((V̂
(k))∗)∆(V̂ (k))∗ = f((V̂ (k))∗), (4.1.24)

where k is the iterative step. Then the Newton step is

∆V̂ (k) = [J−1c ((V̂ (k))∗)f((V̂ (k))∗)]∗. (4.1.25)

The iterative update is then

V̂ (k+1) = V̂ (k) + ∆V̂ (k). (4.1.26)

New Jacobi Method for Branch-based AC Power Flow

Equation (4.1.22) can also be solved using Jacobi method. It can be expressed as

f(V̂ ) =

diag(Ē)Afdiag(Y ∗)

Akvl

 (V̂ ∗) +

Ŝn
0

 = 0. (4.1.27)

The solved value of branch flow voltages , V̂ (k:s), is

V̂ (k:s) = −D−1J (CJ( ˆV (k))∗ +

Ŝn
0

), (4.1.28)

where

DJ = diag(

diag(Ē(k))Afdiag(Y ∗)

Akvl

), (4.1.29)
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and

CJ =

diag(Ē(k))Afdiag(Y ∗)

Akvl

− diag(

diag(Ē)Afdiag(Y ∗)

Akvl

), (4.1.30)

so that DJ and CJ are the diagonal and off-diagonal terms of Jc(V̂ ).

As with the Newton method, Ē(k) can be calculated as a result of Equation (3.3.3) at each

iteration. Then, each Jacobi iterate is

V̂ (k+1) = (1− ω)V̂ (k) + ωV̂ (k:s). (4.1.31)

4.1.3 AC Power Flow Using New Optimization-based Formulation

Newton Method for Optimization-based AC Power Flow

The optimality conditions of the optimization-based power flow formulation, Equations (3.3.11),

(3.3.12), and (3.3.13) , are a set of simultaneous equations that can be solved numerically. The

optimality conditions are

f(Ŝ, V̂ , λ) =


∂L/∂Ŝ

∂L/∂λ

∂L/∂V̂

 = 0. (4.1.32)

The Jacobian of f(Ŝ, V̂ , λ), which is equal to the Hessian of the Lagrangian, is

H(Ŝ, V̂ , λ) = ∇f(Ŝ, V̂ , λ) =


∂2L
∂Ŝ2

∂2L
∂Ŝ∂λ

∂2L
∂Ŝ∂V̂

∂2L
∂λ∂Ŝ

∂2L
∂λ2

∂2L
∂λ∂V̂

∂2L
∂V̂ ∂Ŝ

∂2L
∂V̂ ∂λ

∂2L
∂V̂ 2

 . (4.1.33)

When deriving the block submatrix components of the Hessian, some are found to have certain

structures, based on the forms of the constituent relationships F and L from Equations (3.3.8) and

(3.3.9). For example, the partial derivatives with respect to complex power flows are
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∂L

∂Ŝ
=
∂L∗

∂Ŝ∗
=
∂F

∂Ŝ
=
∂F ∗

∂Ŝ∗
=
−→
1 ,

∂L∗

∂Ŝ
=

∂L

∂Ŝ∗
=
∂F ∗

∂Ŝ
=

∂F

∂Ŝ∗
=
−→
0 ,

(4.1.34)

where −→m of a scalar, m, represents a column vector whose elements are all m.

Because only spanning tree flow branches are updated, partial derivatives with respect to V̂mesh

are not considered, and only the V̂tree portion of V̂ is included in the Hessian. The rows and

columns of the Hessian are reduced to not include V̂mesh. The partial derivatives with respect to

complex spanning tree voltages have symmetry with respect to their conjugate counterparts,

∂L

∂V̂tree
= (

∂L∗

∂V̂ ∗tree
)∗ = −diag(Y ∗tree)V̂

∗
tree

∂L

∂V̂ ∗tree
= (

∂L∗

∂V̂tree
)∗ = −diag(Y ∗tree)V̂tree

∂F

∂V̂tree
= (

∂F ∗

∂V̂ ∗tree
)∗ =

1

2
diag(Y ∗tree)V̂

∗
tree

∂F

∂V̂tree
= (

∂F ∗

∂V̂ ∗tree
)∗ =

1

2
diag(Y ∗tree)(2Ē − V̂ ∗tree)

(4.1.35)

where Ē are the nodal voltages at the beginning of each flow branch, corresponding to branch

order in V̂tree. The Hessian with respect to the variables Ŝ, V̂ , λ has the structure,

H(Ŝ, V̂ , λ) =


0 0 ∂(F ∗+L∗)

∂V̂

0 0 0

(∂(F
∗+L∗)

∂V̂
)T 0 ∂2(FF ∗+LL∗)

∂V̂ 2

 . (4.1.36)

However, as with the complex Newton method, the partial derivatives with respect to the

conjugate variables need to be considered. The full complex Hessian is

Hfull = ∇

 f(Ŝ, V̂ , λ)

f(Ŝ∗, V̂ ∗, λ∗)

 =

 H Hc1

Hc2 Hd

 , (4.1.37)

where

f(Ŝ∗, V̂ ∗, λ∗) are the partial derivatives of the Lagrangian with respect to the conjugate vari-

ables, and f(Ŝ∗, V̂ ∗, λ∗) = f(Ŝ, V̂ , λ)∗, because the Lagrangian is a real function, formed by prod-
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ucts and sums of conjugates. The other block submatrices of Equation (4.1.37) are

Hc(Ŝ, V̂ , λ) =


I AT ∂(F ∗+L∗)

∂V̂ ∗

A 0 0

(∂(F+L)

∂V̂
)T 0 ∂2(FF ∗+LL∗)

∂V̂ V̂ ∗

 , (4.1.38)

Hc2(Ŝ, V̂ , λ) =


I AT ∂(F+L)

∂V̂

A 0 0

(∂(F
∗+L∗)

∂V̂ ∗ )T 0 ∂2(FF ∗+LL∗)
∂V̂ V̂ ∗

 , (4.1.39)

Hd(Ŝ, V̂ , λ) =


0 0 ∂(F+L)

∂V̂ ∗

0 0 0

(∂(F+L)

∂V̂ ∗ )T 0 ∂2(FF ∗+LL∗)
∂V̂ ∗2

 , (4.1.40)

It should be noted that the Lagrangian was constructed in Equation (3.3.7) so that the term

λ∗T (AŜ + Ŝn) has the conjugate of the Lagrange multiplier associated to it. This creates the

submatrix

I AT

A 0

 in the Hc1 and Hc2 blocks, and removes A and AT terms from the H and

Hd blocks. This rearrangement is necessary to carry out the distributed method for solving the

optimization-based formulation. To carry out the standard Newton method, the Newton step at

iteration k is

∆
[
ŜT (k) λT (k) V̂ T (k) (ŜT (k))∗ (λT (k))∗ (V̂ T (k))∗

]T
= −H−1full(Ŝ

(k), V̂ (k), λ(k))

 f(Ŝ(k), V̂ (k), λ(k))

f(Ŝ∗(k), V̂ 8(k), λ∗(k))

 . (4.1.41)

This can also be expressed as
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 H Hc1

Hc2 Hd

∆



Ŝ(k)

λ(k)

V̂ (k)

(Ŝ(k))∗

(λ(k))∗

(V̂ (k))∗



 f(Ŝ(k), V̂ (k), λ(k))

f(Ŝ∗(k), V̂ 8(k), λ∗(k))

 . (4.1.42)

By subtracting the conjugate of the lower rows of Equation (4.1.42), similar to Equation (4.1.9),

the conjugate Newton steps can be cancelled out and the Newton steps are

∆
[
ŜT (k) λT (k) V̂ T (k)

]T
= −(H −Hc1Hc2

−1Hd)
−1(f −Hc1Hc2

−1f∗).

(4.1.43)

Other algebraic combinations are possible to solve for ∆
[
ŜT (k) λT (k) V̂ T (k)

]T
, but the matrix

inversions in Equation (4.1.43) need to be considered. In the distributed case, decompositions are

used that approximate the off-diagonal terms of each submatrix of Hfull as zeros. Therefore, only

Hc1 and Hc2 would remain invertible.

The Newton update is then


Ŝ(k+1)

λ(k+1)

V̂ (k+1)

 =


Ŝ(k)

λ(k)

V̂ (k)

+ ∆


Ŝ(k)

λ(k)

V̂ (k)

 . (4.1.44)

New Jacobi method for Solving Optimization-based AC Power Flow in Complex-

Valued Domain

Jacobi method applied to the optimization-based power flow formulation will never meet the strict

diagonal dominance criteria for convergence. This is a result of the zeros along the diagonal of the

Hessian, which is the Jacobian of the optimality condition equations. These zeros correspond to

the Lagrange multiplier, λ. In the linear case of DC power flow, these diagonal zeros prevent the
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Jacobi method from being used, because the diagonal of the Jacobi matrix cannot be inverted to

calculate the next iteration of Jacobi method. A method, called distributed Newton method, will

be used to solve the optimization-based power flow formulation in a distributed way.

New Distributed Newton Method for Solving Optimization-based AC Power Flow in

Complex-Valued Domain

The distributed Newton method, demonstrated by [13] for optimization on networks that obey

conservation of flow, is adapted for networks that also have voltage across branches in [9], [10], [11]

and [12]. The core idea is to decompose the Hessian matrix, such that each branch or node can

update its own variables with only information from itself or its directly connected neighbors.

Consider the four submatrices of the complex Hessian, Hfull. A decomposition based on ap-

proximate Newton directions can be used [36], which assumes that the coupling between groups of

variables, in this case power flow and voltage, is weak. Therefore, the off-diagonal terms of H, Hc1,

Hc2, and Hd are neglected. H and Hd are only left with their lower right submatrices, which are

(N − 1)× (N − 1) diagonal matrices. Hc1 and Hc2 are left with their lower right submatrices, and

their upper left submatrices are both

I AT

A 0

.

After using decomposition through approximate Newton directions, Equation (4.1.43) becomes

two separate subproblems,

I AT

A 0

∆

Ŝ(k)

λ(k)

 = −

∂L∂Ŝ − ∂L
∂Ŝ∗

∂L
∂λ −

∂L
∂λ∗

 , (4.1.45)

and

∆V̂ (k) =

(D −Dc1Dc2
−1Dd)

−1(
∂L
∂V̂
−Dc1Dc2

−1 ∂L
∂V̂ ∗

).
(4.1.46)

where
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D =
∂(FF ∗ + LL∗)

∂V̂ 2
,

Dc1 = Dc2 =
∂(FF ∗ + LL∗)

∂V̂ V̂ ∗
,

Dd =
∂(FF ∗ + LL∗)

∂V̂ ∗2
.

(4.1.47)

Because the elements of vectors F and L are only functions of a specific flow branch’s power

flow, loss, and voltage across the branch, the matrices D, Dc1, Dc2 and Dd are diagonal.

It is shown in [13] that Equation (4.1.45) can be solved without inverting

I AT

A 0

. First, the

Newton step for λ(k) is found,

∆λ(k) = (AAT )−1(
∂L
∂λ
− ∂L
∂λ∗
−A(

∂L
∂Ŝ
− ∂L
∂Ŝ∗

)). (4.1.48)

Inverting the matrix would make Equation (4.1.48) require global information from the network

to complete, but the He’s Homotopy method [37] is used to approximate the inverse of AAT with

a zeroth order approximation, the diagonal of AAT . Knowing that A is an incidence matrix that

accounts for both flow and loss branches, the diagonal of AAT , the Laplacian, can be deduced using

the degree of connectivity at each node. Therefore, Equation (4.1.48) can be approximated using

only local information. Then, ∆λ(k) is used to calculate ∆Ŝ(k),

∆Ŝ(k) = −((
∂L
∂Ŝ
− ∂L
∂Ŝ∗

) +AT∆λ(k)). (4.1.49)

If Equations (4.1.48) and (4.1.49) are examined row by row, and if inverse of AAT is approxi-

mated using a diagonal matrix, then it is found that each element of ∆λ(k) corresponds to a node,

and only requires information from its neighboring branches and itself, and the elements of ∆Ŝ(k)

each correspond to a flow branch, and only requires information from its neighboring nodes and

itself.

Equation (4.1.48) can be expressed in terms of each individual node. For node i, ∆λ̂i is calcu-

lated as
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∆λ̂i =
5

4
(Mi)(

Mi∑
m=1

(Af (i,m)Ŝf :i,m +
1

2
ŜL:i,m)−Af (i, (i,m))Fi,m −

1

2
Li,m)− Ŝn:i), (4.1.50)

where Mi is the number of lines connected to bus i, bi is the complex power injection at bus i,

and Af (i,m) is -1 if the branch flow points into node i, and 1 if the branch flow points out of node

i. ∆λ̂i is then used to calculate the iterative update at step k, of λ̂i:

λ̂
(k+1)
i = λ̂

(k)
i + ∆λ̂

(k)
i . (4.1.51)

Each flow branch then transmits the value of ∆λ̂
(k)
i and λ̂

(k+1)
i to the wires connected to bus i.

Each line updates its own flow and loss as

∆Ŝ
(k)
f :i,m = F

(k)
i,m + ∆λ̂

(k)
i −∆λ̂(k)m , (4.1.52)

and

∆Ŝ
(k)
L:i,m = L

(k)
i,m + ∆λ̂

(k)
i + ∆λ̂(k)m . (4.1.53)

Using ∆Ŝ(k), ∆λ(k) and ∆V̂ (k), the iterative algorithm updates,


Ŝ(k+1)

λ(k+1)

V̂ (k+1)

 =


Ŝ(k)

λ(k)

V̂ (k)

+ ω∆


Ŝ(k)

λ(k)

V̂ (k)

 , (4.1.54)

where 0 < ω ≤ 1 is a damping factor to aid convergence.

Figure 4.1 shows a flowchart of the iterative distributed Newton method for calculating complex

power flow. The threshold variable, ε, is used to determine when the Newton step is sufficiently

small, resulting in convergence of the algorithm. It is also possible to use the value of the optimality

conditions, f(Ŝ, V̂ , λ), as a threshold condition, because they should be equal to zero at convergence.
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Figure 4.1: A flowchart of the information exchange required to execute the distributed Newton

method for complex power flow.



Chapter 5

Ensuring Feasible Power Delivery

5.1 Feasible Power Delivery Through Wires of the Network

5.1.1 Feasible Power Delivery On The 2 Bus Network

Figure 5.1: The 2 bus network is the base example for deriving the conditions of feasible power

delivery.

The basic premise of feasible power delivery can be demonstrated in a 2 bus network, with a

generator at one end and a constant real and reactive power load at the other. Figure 5.1 shows the

system diagram of the 2 bus network. The voltages of buses 1 and 2 are Ê1 and Ê2, respectively.

The connecting transmission line has impedance Ẑ1,2. The power flow from buses 1 and 2 towards

the other are

Ŝ1,2 = Ŷ ∗1,2Ê1(Ê1 − Ê2)
∗,

Ŝ2,1 = Ŷ ∗1,2Ê2(Ê2 − Ê1)
∗,

(5.1.1)

47
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where Ŝ1,2 is the power flow at the sending end, bus 1, towards bus 2, and Ŝ2,1 is the power flow

at the sending end, bus 2, towards bus 1, and Ŷ1,2 = Ẑ−11,2 [1]. Ŝ1,2 is not equal to −Ŝ2,1 because

some power is lost through the transmission line. Transmission losses are accounted for using the

S-E graph model, a pi circuit model where half of the line loss leaves the system through the legs

of the pi circuit [8].

Figure 5.2: The transmission line of the 2 bus system represented as an S-E graph pi model.

Figure 5.2 shows the 2 bus system with the S-E graph model of the transmission line. The

transmitted power, Ŝf :1,2, is the amount of power that is delivered through the line. The power

loss, Ŝl:1,2, is removed from the network through the legs of the pi graph to ground. The constituent

relationships of the transmitted power and lost power are

Ŝf :1,2 =
1

2
Ŷ ∗1,2(Ê1 + Ê2)(Ê1 − Ê2)

∗ =
1

2
Ŷ ∗1,2(2 ∗ Ê1 − V̂1,2)V̂ ∗1,2, (5.1.2)

and

Ŝl:1,2 = Ŷ ∗1,2(Ê1 − Ê2)(Ê1 − Ê2)
∗ = Ŷ ∗1,2V̂1,2V̂

∗
1,2, (5.1.3)

where V̂1,2 is the voltage difference across the line, equal to (Ê1− Ê2). Consider the case where

Ê1 and the load at bus 2, −Ŝ2,1 are specified. The power consumed by the load is balanced by

Ŝf :1,2 and Ŝl:1,2 at bus 2, resulting in

− Ŝ2,1 = Ŝf :1,2 −
1

2
Ŝl:1,2 = Ŷ ∗1,2(Ê1V̂

∗
1,2 − |V̂1,2|2). (5.1.4)

V̂1,2 can be solved for in terms of Ê1, Ẑ1,2 and Ŝ1,2. First, multiply both sides of Equation

(5.1.4) by Ẑ∗1,2 and separate the real and imaginary parts of Ẑ∗1,2Ŝ2,1, so that
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Re{Ẑ∗1,2Ŝ2,1} = E1V1,2 cos(δ1 − θ1,2)− V 2
1,2, (5.1.5)

and

Im{Ẑ∗1,2Ŝ2,1} = E1V1,2 sin(δ1 − θ1,2), (5.1.6)

where E1 and V1,2 are the magnitudes of the complex bus voltage at bus 1, and complex voltage

across line 1,2, respectively. δ1 and θ1,2 are the phase angles of the complex bus voltage at bus 1,

and complex voltage across line 1,2, respectively. The sine and cosine terms can be squared, and

then added, to remove the phase angle terms,

4E2
1V

2
1,2(cos2(δ1 − θ1,2) + sin2(δ1 − θ1,2)) = 4E2

1V
2
1,2

= Im{Ẑ∗1,2Ŝ2,1}2 + (Re{Ẑ∗1,2Ŝ2,1}+ V 2
1,2)

2,

(5.1.7)

leaving Equation (5.1.7) in terms of the voltage magnitudes, and complex power at the sending

end of bus 2. This equation is a quadratic function with respect to V1,2,

0 =V 4
1,2 + 2 Re{Ẑ∗1,2Ŝ2,1}V 2

1,2 + Re{Ẑ∗1,2Ŝ2,1}2

+ Im{Ẑ∗1,2Ŝ2,1}2 − 4E2
1V

2
1,2,

(5.1.8)

which can be solved through the quadratic equation,

V 2
1,2 =

−b±
√
b2 − 4ac

2ac
(5.1.9)

where

a =1,

b =2 Re{Ẑ∗1,2Ŝ2,1} − 4E2
1 ,

c = Re{Ẑ∗1,2Ŝ2,1}2 + Im{Ẑ∗1,2Ŝ2,1}2 = |Ẑ∗1,2Ŝ2,1|2.

(5.1.10)

The magnitude of voltage across transmission line 1,2, V1,2 must be a real number. Therefore,

the term under the square root of the quadratic equation,
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b2 − 4ac =16E4
1 − 16 Re{Ẑ∗1,2Ŝ2,1}E2

1+

4 Re{Ẑ∗1,2Ŝ2,1}2 − 4|Ẑ∗1,2Ŝ2,1|2,
(5.1.11)

must be nonnegative. Given a complex voltage at one end of a transmission line, and the power

flow, loss, and impedance of the transmission line, the success of transferring that power across

the line depends on if 4E2
1 − 4 Re{Ẑ∗1,2Ŝ2,1}E1 + Re{Ẑ∗1,2Ŝ2,1}2 − |Ẑ∗1,2Ŝ2,1|2 ≥ 0 for the given set of

values. If this condition is not fulfilled, it is not possible to support a complex voltage at the load,

even if there is sufficient generation to supply the load.

5.1.2 Feasible Power Delivery On Multi-Bus Networks

Equation (5.1.11) gives the condition for a source to feasibly deliver a certain amount of complex

power through a line to the other end. In the multi-bus case, this condition needs to be fulfilled at

every line, and must be checked for the nodal voltage of both ends of the line. After voltage and

power variables are updated at each iteration of distributed Newton method, the conditions

4|Êi|4 − 4|Êi|2 Re{σ̂i,m}+ Re{σ̂i,m}2 − |σ̂i,m|2 ≥ 0 (5.1.12)

and

4|Êm|4 − 4|Êm|2 Re{−σ̂i,m}+ Re{−σ̂i,m}2 − | − σ̂i,m|2 ≥ 0 (5.1.13)

are checked. If both are satisfied, then the combination of voltages and power flows still produce

a feasible solution. If one or both conditions are not met, then corrective action from the FACTS

device can be taken. The reactance of the line must be lowered in order to make it easier to deliver

power across the line. The algorithm can propose a lower reactance, and then recalculate σ̂i,m to

check if feasibility conditions would be satisfied. This can be repeated until no more reactance

control is available or until there is no more infeasibility problem.

5.2 Load Shedding to Ensure Feasibility

The first two optimality conditions, with respect to power flow and loss, are
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∂L
∂Ŝf

=F ∗ +Afλ
∗ = 0,

∂L
∂Ŝl

=L∗ +
1

2
ALλ

∗ = 0,

(5.2.1)

because all the elements of ∂F
∂Ŝf

= ∂L
∂Ŝl

= 1, and ∂F ∗

∂Ŝf
= ∂LF ∗

∂Ŝl
= 0. When the Newton method

converges, the optimality conditions, G, are sufficiently close to zero. However, this does not

mean that power flow equation are fulfilled. As shown in Equation (5.2.1), the mismatches of the

constituent relationships, F and L, are not equal to zero if Afλ
∗ and 1

2ALλ
∗ are not equal to zero.

The optimization-based power flow is capable of converging to solutions that fulfill the optimality

conditions without satisfying the original power flow equations, and in cases where there are no

solutions to power flow, the optimization-based algorithms can still converge to a solution with

nonzero Lagrange multipliers.

If the conjugate of Equation (5.2.1) is taken, then

F
L

 =

 −Afλ
−1

2ALλ

 = −ATλ. (5.2.2)

To balance out the mismatches F and L, which correspond to lines, the change in power injection

at each bus is

Ŝn,mismatch = −AATλ. (5.2.3)

So if a given system with bus power injections of Ŝn does not return a valid power flow solution,

then the simulation can be reattempted using the new bus injections Ŝn − Ŝn,mismatch. This gives

an idea of at least how much load must be shed, and at which buses, in order to ensure feasible

power delivery.



Chapter 6

New Decoupled and DC Power Flow

Formulations

6.1 New Decoupled and DC Power Flow Formulations of Real

Power Flow

6.1.1 Decoupled Power Flow Formulations

The real power and voltage phase angle decoupling assumption is frequently used to simplify the

calculation of power flow [2]. This can be accompanied by the assumption that voltage magnitude

is well controlled, and close to 1 p.u. at each bus of the system. Under these assumption, the

decoupled real power formulation can be used to model systems with both PQ and PV buses,

because buses are only modeled as constant real power.

Conventional Nodal-based Decoupled Real Power Flow

For node i ∈ {1, N − 1}, the power flow equations are

Pi =
∑

m∈{i,m}

Gi,k(1− cos(δi − δm))−Bi,k sin(δi − δm), (6.1.1)

where the only terms that need to be solved are δ. This is referred to as the decoupled, lossy,

52
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real power flow. Applying the S-E graph results in the power loss and flow terms,

PL = 2Gi,m(1− cos(δi − δm)), (6.1.2)

and

Pf = −Bi,m sin(δi − δm). (6.1.3)

These constituent relationships give real power flow and loss as a nonlinear function of nodal

voltage angles.

A further approximation can be made that neglects the resistive elements of the wires. This

results in G = 0, and, for node i ∈ {1, N − 1},

Pi =
∑

k∈{i,k}

−Bi,k sin(δi − δk). (6.1.4)

Interestingly, the S-E graph formulation is well suited to this approximation, resulting in PL = 0

in place of Equation (6.1.2), and no change to Pf from Equation (6.3.2). This is because the real

power loss is dependent on the resistance/conductance, while the transmitted real power is based

on the reactance of the wire.

Power flow conservation in terms of real power is

AP =
[
Af AL

] Pf
1
2PL

 = −Pn, (6.1.5)

where Pn are the real powers through nodal branches. KVL for complex voltages does not make

physical sense when only applied to voltage angles. However, when examining Equations (6.1.2)

and (6.3.2), the constituent relationships of flow and loss are both nonlinear function of δi− δk, the

difference of nodal voltage angles at either end of the wire connecting i and k. Therefore, a set of

voltages angles, δf , can be used as variables when solving for the voltage solution in the decoupled

cases. δf are the differences between nodal voltage angles at either ends of a flow branch, rather

than the actual angles of the voltages across flow branches. These angle differences follow the KVL

equations,
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Afδn = δf , (6.1.6)

and

Akvlδf = 0, (6.1.7)

where δn are the nodal voltage angles. Because the conventional formulation uses nodal voltages,

KVL is not explicitly stated, and flow conservation and constituent relationships are combined into

[
Af AL

]
diag(

−B
G

)

 sin(Afδn)

−→
1 − cos(Afδn)

 = −Pn, (6.1.8)

where
−→
1 is a vector of ones, and the sine and cosine terms are element-wise functions of the

vector Afδn. Equation (6.1.8) is the most general form of real, decoupled power flow, expressed in

terms of nodal voltage angles, δn. The lossless case can be expressed by eliminating the rows and

columns associated with AL, G, and
−→
1 − cos(Afδn). A frequently used linearization, called DC

power flow, assumes that for small angle values, sin(δ) ≈ δ. The DC model of real power flow is

Afdiag(B)ATf δn = −Pn, (6.1.9)

where Afdiag(B)ATf is called the admittance matrix, a Laplacian matrix weighted by the ad-

mittances of flow branches.

New Branch-based Decoupled Real Power Flow

As with the AC case, the decoupled case is reformulated using flow branch voltages. However,

instead of the actual voltage angle, the voltage angle differences between nodal voltages on either

end of a flow branch is used, δf . By using the equivalence in Equation (6.1.6), the power flow

equations,

[
Af AL

]
diag(

−B
G

)

 sin(δf )

−→
1 − cos(δf )

 = −Pn, (6.1.10)
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are obtained. As with Equation (3.3.4) in the AC case, there are only N−1 equations, so KVL,

Equation (6.1.7) is required,

Akvlδf = 0.

New Optimization-based Formulation of Decoupled Power Flow

The optimization-based formulation of decoupled power flow is similar but it only uses real variables.

The optimization problem of the decoupled, lossy case is formulated in much the same way as in

the AC case,

minimize
P,δ

∑
i,k∈{1,L}

(Pf :i,k +Bi,k sin(δi,k))
2+

(PL:i,k − 2Gi,k(1− cos(δi,k)))
2

subject to

[
Af AL

]Pf
PL

 = AP = −Pn,

(6.1.11)

Akvlδ̂ = 0 is calculated algebraically instead of as a constraint. The lossless formulation can be

derived by removing G, PL, and AL.

The Lagrangian of Equation (6.1.11) is

L(P, δ, λ) =
∑

i,k∈{1,L}

(Pf :i,k +Bi,k sin(δi,k))
2+

(PL:i,k − 2Gi,k(1− cos(δi,k)))
2 + λT (AP + Pn).

(6.1.12)

The optimality conditions are

∂L
∂P

= 2(P +

 diag(B) sin(δ)

−2diag(G)(
−→
1 − cos(δ))

) +Aλ, (6.1.13)

∂L
∂δ

= 2diag(

 diag(B) cos(δ)

−2diag(G)(sin(δ))

)(P +

 diag(B) sin(δ)

−2diag(G)(
−→
1 − cos(δ))

), (6.1.14)
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and

AP + Pn = 0. (6.1.15)

6.1.2 DC Power Flow Formulations

Conventional Nodal-based DC Power Flow

A frequently used linearization, called DC power flow, assumes that for small angle values, sin(δ) ≈

δ. The resistance is also assumed to be negligible. The DC model of real power flow through each

flow branch is

diag(B)ATf δn = Pf . (6.1.16)

Then, this expression for P can be substituted into Equation (3.1.8), resulting in

Afdiag(B)ATf δn = −Pn, (6.1.17)

where Afdiag(B)ATf is called the admittance matrix, a Laplacian matrix weighted by the ad-

mittances of flow branches.

New Branch-based DC Power Flow

By linearizing Equation 6.1.10, the conservation of flow equation can be obtained,

Afdiag(B)δf = Pn, (6.1.18)

which can be combined with kvl,

Akvlδf = 0,

resulting in the power flow equations,
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Afdiag(B)

Akvl

 δf =

Pn
0

 . (6.1.19)

New Optimization-based DC Power Flow Formulation

The linearized version of Equation (6.1.11) is

minimize
Pf ,δ

∑
i,k∈{1,L}

(Pf :i,k +Bi,kδi,k)
2+

subject to

AfPf = −Pn,

Akvlδ̂ = 0.

(6.1.20)

Akvlδ̂ = 0 is calculated algebraically instead of as a constraint. The Lagrangian from this

optimization problem is

L(Pf , δ, λ) =
∑

i,k∈{1,L}

(Pf :i,k +Bi,kδi,k)
2+

+λT (AfPf + Pn).

(6.1.21)

The optimality conditions are

∂L
∂Pf

= 2(Pf + diag(B)δ) +Afλ, (6.1.22)

∂L
∂δ

= 2diag(diag(B)(Pf + diag(B)δ)), (6.1.23)

and

AfPf + Pn = 0. (6.1.24)
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6.2 Solving Decoupled and DC Power Flow

6.2.1 Conventional Nodal-based Decoupled Power Flow

Newton Method for Nodal-based Decoupled Power Flow

The decoupled, real power flow equations are

f(δn) =Af [G− diag(G) cosB(ATf δn)−

diag(B) sin(ATf δn)] + Pn = 0.

(6.2.1)

The Jacobian is

f ′(δn) =Af [diag(G)diag(sinB(ATf δn))−

diag(B)diag(cos(ATf δn))]ATf = 0.

(6.2.2)

The Newton step at step k is

∆δ(k)n = f ′−1(δ(k))f(δ(k)n ), (6.2.3)

and the iterative updates are

δ(k+1)
n = δ(k)n + ∆δ(k)n . (6.2.4)

Jacobi Method for Nodal-based Decoupled Power Flow

The power conservation at node i is

fi(δn) =
∑

m∈{i,m}

[Gi,m(1− cos(δi − δm))−

Bi,m sin(δi − δm)] + Pi = 0.

(6.2.5)

To derive an expression can be derived for δi at iterative step k, first rearrange Equation (6.2.5)

such that

Pi +
∑

m∈{i,m}

Gi,m = ai cos(δ
(k:s)
i ) + bi sin(δ

(k:s)
i ), (6.2.6)
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where

ai =
∑

m∈{i,m}

[Gi,m cos(δ(k)m ) +Bi,m sin(δ(k)m )]

bi =
∑

m∈{i,m}

[Bi,m cos(δ(k)m )−Gi,m sin(δ(k)m )].

(6.2.7)

In matrix form, a and b are

a =(Afdiag(G)ATf − diag(Afdiag(G)ATf )) cos(δ(k))

+ (Afdiag(B)ATf − diag(Afdiag(B)ATf )) sin(δ(k)),

b =(Afdiag(B)ATf − diag(Afdiag(B)ATf )) cos(δ(k))

− (Afdiag(G)ATf − diag(Afdiag(G)ATf )) sin(δ(k)),

(6.2.8)

Then, consider the right-hand side of Equation (6.2.16) as a phasor that can be converted into

polar form, where

ri =
√
a2i + b2i ,

χi = tan−1(
bi
ai

),
(6.2.9)

and then δ
(k:s)
i is

δ
(k:s)
i = sin−1(

1

ri
(Pi +

∑
m∈{i,m}

Gi,m)) + χi. (6.2.10)

The Jacobi iteration of δi is

δ
(k+1)
i = (1− ω)δ

(k)
i + ωδ

(k:s)
i . (6.2.11)

6.2.2 New Branch-based Decoupled Power Flow

Newton Method for New Branch-based Decoupled Power Flow

The power flow equations of decoupled, real power flow, in terms of flow branch angle differences,

are
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f(δf ) =


[
Af AL

]
diag(

−B
G

)

 sin(δf )

−→
1 − cos(δf )

+ Pn

Akvlδf

 = 0, (6.2.12)

and the Jacobian is

f ′(δf ) =


[
Af AL

]
diag(

−B
G

)

diag(cos(δf ))

diag(sin(δf ))


Akvl

 . (6.2.13)

The Newton step is simply

∆δ
(k)
f = −f ′−1(δ(k)f )f(δ

(k)
f ), (6.2.14)

and the Newton iterative update is

δ
(k+1)
f = δ

(k)
f + ∆δ

(k)
f . (6.2.15)

Jacobi Method for New Branch-based Decoupled Power Flow

Assuming that a proper spanning tree is selected, and that flow branches are ordered such that

δf = [δTtree, δ
T
mesh]T , the upper N − 1 rows of Equation (6.2.12) are

ftree(δf ) =
[
Af,tree Af,mesh

]
diag(−B) sin(

 δtree
δmesh

)+

[
AL,tree AL,mesh

]
diag(G)(

−→
1 − cos(

 δtree
δmesh

)))

+ Pn = 0,

(6.2.16)

and the lower L−N + 1 rows are

fmesh(δf ) = Akvl

 δtree
δmesh

 = 0. (6.2.17)
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By applying Equation (3.1.13), the Jacobi iterate for non-spanning tree flow branches at step

k is

δ
(k:s)
mesh = ATf,mesh(ATf,tree)

−1δ
(k)
tree. (6.2.18)

Equation (6.2.16) is rearranged to

Af,treediag(Btree) sin(δtree) +Af,meshdiag(Bmesh) sin(δmesh)+

Af,treediag(Gtree) cos(δtree) +Af,meshdiag(Gmesh) cos(δmesh)

= Pn +ALG.

(6.2.19)

Let the non-spanning tree terms be aggregated into

CJ =−Af,meshdiag(Bmesh) sin(δmesh)−

Af,meshdiag(Gmesh) cos(δmesh) + Pn +ALG,

(6.2.20)

and let

Ds =Af,treediag(Btree),

Dc =Af,treediag(Gtree),

(6.2.21)

so that Equation (6.2.19) can be expressed as

Ds sin(δtree) +Dc cos(δtree) = CJ , (6.2.22)

where Ds and Dc are square matrices. This is because Af,tree and Af,mesh are (N−1)×(N−1).

In order to create the Jacobi iterate, each element of δtree needs to be expressed in terms of the

other elements, so δtree does not need to be solved explicitly. Therefore, if Cs and Cc are the

off-diagonals of Ds and Dc, respectively, then at step k

diag(Ds) sin(δ
(k:s)
tree ) + diag(Dc) cos(δ

(k:s)
tree )

= CJ − Cs sin(δ
(k)
tree)− Cc cos(δ

(k)
tree).

(6.2.23)

By using the polar form expression for phasors, Equation (6.2.24) becomes
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diag(Ds) sin(δ
(k:s)
tree ) + diag(Dc) cos(δ

(k:s)
tree )

= diag(r) sin(δ
(k:s)
tree + χ),

(6.2.24)

where

diag(r) = (diag(Ds)
2 + diag(Dc)

2)
1
2 ,

χ = tan−1(vect(D−1s Dc)).

(6.2.25)

As a result, δ
(k:s)
tree is

δ
(k:s)
tree = sin−1(diag(r)−1[CJ − Cs sin(δ

(k)
tree)

− Cc cos(δ
(k)
tree)])− χ.

(6.2.26)

Then, let δ
(k:s)
f =

[
δ
T (k:s)
tree δ

T (k:s)
mesh

]T
, and

δ
(k+1)
f = (1− ω)δ

(k)
f + ωδ

(k:s)
f . (6.2.27)

6.2.3 New Optimization-based Decoupled Power Flow

Newton Method for New Optimization-based Decoupled Power Flow

Equations (6.1.13), (6.1.14) and (6.1.15) form the optimality conditions of the optimization-based

formulation of decoupled power flow. They are equal to zero at the optimum,

f(P, δ, λ) =


∂L/∂P

∂L/∂λ

∂L/∂δ

 = 0. (6.2.28)

The Hessian is

H(P, δ, λ) = ∇f(Ŝ, V̂ , λ) =


∂2L
∂P 2

∂2L
∂P∂λ

∂2L
∂P∂δ

∂2L
∂λ∂P

∂2L
∂λ2

∂2L
∂λ∂δ

∂2L
∂δ∂P

∂2L
∂δ∂λ

∂2L
∂δ2

 , (6.2.29)
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which becomes

H(P, δ, λ) =


2I AT Hc

A 0 0

HT
c 0 Hδ

 , (6.2.30)

The off-diagonal blocks are

Hc = diag(

 2diag(B) cos(δ)

−4diag(G) sin(δ)

), (6.2.31)

and its transpose, hTc .

The bottom right diagonal block is

Hδ =

diag

−2diag(B) sin(δ)(Pf + diag(B) sin(δ)) + 2diag(B)2 cos(δ)

−4diag(G) cos(δ)(PL − diag(G) cos(δ))− 8diag(G)2 sin(δ)

 . (6.2.32)

The non-spanning tree flow branch voltages need to be removed, because they are algebraically

dependent on the spanning tree voltages. Therefore, the rows and columns corresponding to δmesh

are removed. The power flows through those lines do not need to be removed.

Because the decoupled problem only uses real valued variables, the Newton step at iteration k

is

∆


P (k)

λ(k)

δ(k)

 = −H−1f, (6.2.33)

and


P (k+1)

λ(k+1)

δ(k+1)

 =


P (k)

λ(k)

δ(k)

+ ∆


P (k)

λ(k)

δ(k)

 . (6.2.34)
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New Distributed Newton Method for Optimization-based Decoupled Power Flow

As with the AC formulation, the decomposition based on approximate Newton directions is used

on the Hessian, from Equation (6.2.30). The result is the distributed Hessian,

Hdistr(P, δ, λ) =


2I AT 0

A 0 0

0 0 Hδ

 , (6.2.35)

and the Newton step can be solved through


2I AT 0

A 0 0

0 0 Hδ




∆P

∆λ

∆δ

 = −


∂L/∂P

∂L/∂λ

∂L/∂δ

 . (6.2.36)

Equation (6.2.36) is rearranged into two subproblems that solve for each Newton step at iteration

k,

∆δ(k) = −H−1δ
∂L
∂δ
, (6.2.37)

and

2I AT

A 0


∆P (k)

∆λ(k)

 =

∂L/∂P
∂L/∂λ.

 (6.2.38)

Once again, by using the method presented in [13], the Newton steps are calculated as

∆λ(k) = (2AAT )−1(
∂L
∂λ
− 2A

∂L
∂P

), (6.2.39)

and

∆P (k) = −1

2
(
∂L
∂P

+AT∆λ(k)). (6.2.40)

After the Newton steps are calculated, the variables can all be updated.
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
P (k+1)

λ(k+1)

δ(k+1)

 =


P (k)

λ(k)

δ(k)

+ ω∆


P (k)

λ(k)

δ(k)

 . (6.2.41)

Once again, ω is a damping factor to aid convergence. In the real valued case, the convergence

of Newton steps using the decomposed Hessian, compared to the original Hessian, is dependent on

the condition

ρ(I −H−1distrH) < 1, (6.2.42)

where ρ(M) indicates the spectral radius of matrix M . If the condition in Equation (6.2.42) is

met, then the Newton method using the decomposed Hessian or Jacobian reaches the same solution

as the algorithm using the unaltered Hessian or Jacobian [36], [38].

6.2.4 Conventional Newton Method for Nodal-based DC Power Flow

Because Equation (6.1.17) is a set of linear equations, the Newton step at iteration k is simply

∆δ(k)n = −(Afdiag(B)ATf )−1(Afdiag(B)ATf δ
(k)
n + Pn), (6.2.43)

where Afdiag(B)ATf is the Jacobian matrix.

δ
(k)
n is iteratively updated using the scheme

δ(k+1)
n = δ(k)n + ∆δ(k)n . (6.2.44)

Conventional Jacobi Method for Nodal-based DC Power Flow

The distributed numerical method of solving Equation (6.1.17) is to use Jacobi method. If D

is defined as the diagonal terms of Afdiag(B)ATf , and C is defined as the off-diagonal terms of

Afdiag(B)ATf [34], then

(D + C)δn = −Pn, (6.2.45)
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and the iteration steps can be developed as

δ(k+1)
n = D−1(b− Cδ(k)n ). (6.2.46)

If Equation (6.2.46) is examined row by row, it is shown that each iteration of δn at each bus

depends on its own bus injection, as well as δn at the neighboring buses. Since D is a diagonal

matrix, its inverse is also diagonal, which does not change the structure of −Pn − Cδn. Because

Afdiag(B)ATf has the structure of a weighted Laplacian, the off-diagonal terms are only nonzero

when buses are connected to other buses through lines.

Newton Method for New Branch-based DC Power Flow

The branch-based DC power flow equations are

Afdiag(B)

Akvl

 δ =

−Pn
0

 . (6.2.47)

Solving Equation (6.2.47) using Newton method results in the following Newton step at iteration

k:

∆δ(k) =

Afdiag(B)

Akvl


−1

(

Afdiag(B)

Akvl

 δ(k) −
−Pn

0

), (6.2.48)

and δ is iteratively updated as

δ(k+1) = δ(k) + ∆δ(k). (6.2.49)

Jacobi Method for New Branch-based DC Power Flow

Equation (6.2.47) can also be solved using Jacobi method. If Dδ is the matrix of the diagonal

terms of

Afdiag(B)

Akvl

, and Cδ is the matrix of the off-diagonal terms of

Afdiag(B)

Akvl

, the Jacobi

method iteration steps are



CHAPTER 6. NEW DECOUPLED AND DC POWER FLOW FORMULATIONS 67

δ(k+1) = D−1δ (

−Pn
0

− Cδδ(k)). (6.2.50)

However, the Jacobian,

Afdiag(B)

Akvl

 is never strictly diagonally dominant if the system is

meshed, because the terms of Akvl are ones, negative ones, and zeros. Even if the network were

radial, the matrix Afdiag(B) would not necessarily be strictly diagonally dominant. The Jacobi

method would be unreliable for solving power flow in terms of flow branch voltages.

Newton Method for New Optimization-based DC Power Flow

The Lagrangian of the optimization-based DC power flow equations, from Equation (6.1.21), is

L(P, δ, λ) =
∑

i,k∈{1,L}

(Pf :i,k +Bi,kδi,k)
2 + + λT (AfPf + Pn).

As with the optimality condition of decoupled power flow, Equations (6.2.28, the DC power

flow optimality condition are

f(Pf , δ, λ) =


∂L/∂Pf

∂L/∂λ

∂L/∂δ

 =


2(Pf + diag(B)δ)

AfPf + Pn

2diag(B)(Pf + diag(B)δ)

 = 0. (6.2.51)

The full Hessian is

H(P, δ, λ) =


2I ATf diag(B)

Af 0 0

diag(B) 0 diag(B)2

 , (6.2.52)

but with the rows and columns corresponding to nonspanning tree voltage phase angles removed,

so that there are only N−1 phase angle variables. This reduces the number of terms in the bottom

right diagonal block, diag(B)2, as well as removes the corresponding rows or columns of diag(B)

from the upper right and lower left blocks.



CHAPTER 6. NEW DECOUPLED AND DC POWER FLOW FORMULATIONS 68

Let

x =


Pf

λ

δ

 , (6.2.53)

then the Newton step for the optimization-based power flow at step k is expressed as

∆x(k) = −(H(k))−1f (k). (6.2.54)

Then, Newton method is iteratively updated based on

x(k+1) = x(k) + α∆x(k), (6.2.55)

New Distributed Newton Method for Optimization-based DC Power Flow

By using approximate Newton directions [36], the Hessian of the decomposed problem is

H(P, δ, λ) =


2I ATf 0

Af 0 0

0 0 diag(B)2

 , (6.2.56)

This decouples the updates of Pf and λ with the updates of δ. The subproblem of Pf and λ

becomes

2I AT

A 0


∆Pk

∆λk

 = −

 ∂L
∂Pf

∂L
∂λ

 . (6.2.57)

The δ subproblem becomes

∆Pk = −(diag(B)2)−1
∂L
∂Pf

, (6.2.58)

which can be solved with local information, because diag(B)2 is diagonal and the inverse can

be found by inverting each line’s own susceptance value.
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The form of the first subproblem, from Equations (6.2.57) is in the same form as the Hessian

of the optimization problem found in [13], and the Newton steps are

∆λ(k) = (Af (2I)−1ATf )−1(
∂L
∂λ
−Af (2I)−1

∂L
∂Pf

), (6.2.59)

and

∆P
(k)
f = −(2I)−1(

∂L
∂Pf

+AT∆λ(k)). (6.2.60)

6.3 Ensuring Feasible Power Delivery using the New Decoupled

Optimization-based Formulation

6.3.1 Targeted Load Shedding

The main principles described in Section 5.1 apply to the decoupled real power flow formulation in

a similar way as in the AC formulation. Targeted load shedding is accomplished by calculating a

set of nodal mismatches based on the Lagrange multiplier, λ. However, the decoupled optimality

conditions with respect to P , Equation (6.1.13), has a factor of 2 resulting from taking the partial

derivative of the square of a function. This is because the real-value domain objective function is

squared, instead of products of conjugates in the complex-valued domain. Therefore, the mismatch

is simply

Pn:mismatch =
1

2
AATλ. (6.3.1)

6.3.2 Line Reactance Adjustment

Because the decoupled formulation assumes that voltage magnitude is well managed, the infeasible

solution problem focuses on the voltage phase angles. The S-E graph model of lines becomes

extremely useful, because only the power transferred, rather than loss, is important to power

delivery. This is coupled with the fact that transferred power, Pf :i,m, is only a function of the sine,
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but not cosine, of the phase angle difference across the line, δi,m. By solving for δi,m using Equation

(6.3.2), the equation

δi,m = sin−1(
−Pf
Bi,m

) (6.3.2)

is obtained, which has a clearly defined range. For real values of
Pf

Bi,m
, the magnitude of δi,m

cannot exceed 1. Therefore, the condition to check at every line is simply | Pf

Bi,m
| ≤ 1. If this

condition is satisfied, then δi,m has a feasible solution. If the condition is not satisfied, then

reactance should be incremented lower, which raises susceptance, to try to meet the condition.

6.4 Decoupled Distributed Power Flow and Infeasible Power De-

livery Simulations

This section includes distributed power flow simulations for the decoupled real power formulation.

These results have been published in [9], [10], and [14].

6.4.1 2 Bus Example

Figure 6.1: 2 bus example with a slack bus and a constant power load.

Consider the 2 bus system featured in Figure (6.1). In this two bus case, closed form solutions

allow for the direct calculation of the line flow limit of the network. For this 2 bus network, let

Z = 0 + 0.1jp.u., which means B = −10, G = 0, and let PLoad = −1, which means 1 p.u. of power

is being consumed at the load. The system has the following parameters: A = −1, b = PLoad = −1.
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In this simple case, the line flow limit based on the closed form solution is Pf,max = ±B = ±10.

Since we know that power balance at node two must be fulfilled, we know the actual flow is

only 1 p.u., so this system is feasible. We can also calculate the phase angle at bus 2, by using

θ = sin−1(−PLoad
B ). This is calculated to be θ = sin−1(−0.1) = −5.7392 degrees.

Simulations were conducted with thresholds at 0.0001 p.u. and starting angles and flows at 0

p.u. Both conventional Newton Raphson method and the optimization based distributed method

reach the same result as the closed form solution with initial angle 0. However, results differ in

the infeasible cases. For example, if Z = 0 + 10j, then B = −0.1 and G = 0. If the load is

still PLoad = −1, then we know we have an infeasible case because the maximum transfer limit

is Pf,max = ±B = ±0.1. In addition, if we attempt to solve θ = sin−1(−PLoad
B ), then we get the

inverse sine of -10, which does not have a real solution. This means that no phase angle satisfies

the power flow equations.

In the infeasible case, Newton Raphson method does not converge and continues to iterate until

stopped. However, the optimization method does converge, and it converges to a solution where

the objective function is not zero.

Table 6.1 depicts the solution reached in the infeasible case. In this infeasible 2 bus example,

λ was found to be 2.2. A and AT are equal to -1, because there is only one line entering one

node. Therefore Pn:mismatch + Pn is equal to 0.1. Based on the closed form solutions, this amount

is possible to transfer across the transmission line when B = −0.1. The closed form solution

is θ = sin−1(−PLoad
B ) = 90 degrees. Both conventional and distributed optimization simulations

confirm that this is the solution. This may not be a good engineering solution, since a load of 0.1 is

generating instead of consuming. However, it gives some bounds to work with when deciding how

to adjust the system, and the concept of adjusting injections is illustrated in this simple case.

In the 2 bus case, adjusting the line reactance is very trivial. |−PLoad
B | must be less than 1, so

B must be increased until that is the case. If PLoad is -1, then |B| must be at least 1.
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Table 6.1: Optimization based method solution for the 2 bus network: infeasible case

Angles in degrees, power in p.u,

δ init. δ final Pf init. Pf final λ

0 90 0 1 2.2

Figure 6.2: 3 bus example with a slack bus, another generator and a constant power load.

6.4.2 3 Bus Example

For this 3 bus example, A =

−1 1 0

0 −1 1

, b =

 Pgen
PLoad

, and Akvl =
[
−1 −1 −1

]
.

Let the 3 bus system have the following parameters: Pgen = 2, PLoad = −2, all G = 0 and all

B = −10.

Table 6.2 shows the simulation results for the conventional Newton method on the 3 bus case,

and Table 6.3 shows the simulation results for the optimization based method. In the feasible case,

both methods converge to almost the same solution. It should be noted that λ and µ were on the

order of magnitude of 10−6 for the optimization based method.

Consider the infeasible case where all B = −0.1. Using intuition, it is realized that this case

is infeasible because both paths from the generator to the load cannot transfer enough power for

there to be a power flow solution. Using these new line parameters, conventional Newton method
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fails to converge.

Table 6.4 shows the simulation results for the optimization based method after running the

infeasible case. In this, λ =
[
−1.1225 1.1224

]T
and µ = 0.0666. Pn:mismatch is calculated to be[

−1.8240 1.8240

]T
, and the new adjusted injections are bnew =

[
0.1760 −0.1760

]T
.

Table 6.6 and Table 6.5 show simulation results for the newly adjusted system. The phase

angles from either algorithm only deviate by around 1 degree, while the flows deviate by less than

0.01 p.u. However, both methods converged, and the Lagrange multipliers from the optimization

method were on the order of magnitude of 10−5. Therefore, the infeasible network has been adjusted

to become feasible by shedding generation and load.

We also run the infeasible case while allowing for an unlimited amount of adjustment to the

susceptances of the lines. Table 6.7 shows the solution if the algorithm is run with the adjustments

made to reactances between iterations.

In this case, the Lagrange multipliers are on the order of magnitude of 10−8. The new line sus-

ceptances are B1,2 = −1.0752, B2,3 = −1.9856 and B3,1 = −1.0752. The original infeasible system

was exaggerated with very large line reactances, and therefore small susceptances, so therefore both

the injection and reactance adjustment methods made large changes to the network. However, in

cases that are close to being feasible, it may only require very small adjustments in order to ensure

feasibility.

Table 6.2: Newton method solution for the 3 bus network: feasible case

Angles in degrees, power in p.u,

θ1 θ2 Pf,1 Pf,2 Pf,3

3.8283 -3.8283 -0.6677 1.3324 -0.6677

6.5 IEEE 14 Bus Example

Figure 6.3 depicts the IEEE 14 bus system. The system parameters can be found at [39]. Both

the centralized Newton method and the optimization based distributed method found the power
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Table 6.3: Optimization based method solution for the 3 bus network: feasible case

Angles in degrees, power in p.u,

θ1 θ2 Pf,1 Pf,2 Pf,3

3.8283 -3.8283 -0.6677 1.3323 -0.6676

Table 6.4: Optimization based method solution for the 3 bus network: infeasible case

Angles in degrees, power in p.u,

θ1 θ2 Pf,1 Pf,2 Pf,3

306.3745 -306.3759 -0.6418 1.2180 -0.6417

Table 6.5: Newton method solution for the 3 bus network: infeasible case with adjusted injections

Angles in degrees, power in p.u,

θ1 θ2 Pf,1 Pf,2 Pf,3

-53.1301 53.1301 -0.0800 0.0660 -0.0800

Table 6.6: Optimization based method solution for the 3 bus network: infeasible case with adjusted

injections

Angles in degrees, power in p.u,

θ1 θ2 Pf,1 Pf,2 Pf,3

-52.5129 52.4806 -0.079369 0.096643 -0.079335

flow solution to within 0.01 degree of each other, in terms of phase angle differences. However, the

conventional solver only required 4 iterations while the distributed method took 126 Newton steps,

and 2395 total steps, which means that an enhanced convergence rate is necessary to make this

algorithm practical for industrial use. When homotopy perturbation method was used to estimate

the Lagrange multipliers, which eliminated the Jacobi steps, the total number of Newton steps
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Table 6.7: Optimization based method solution for the 3 bus network: infeasible case with adjusted

reactances

Angles in degrees, power in p.u,

θ1 θ2 Pf,1 Pf,2 Pf,3

-25.4026 25.3995 -0.46123 1.5388 -0.46117

Figure 6.3: IEEE 14 bus system. The two circled transmission lines were adjusted so that an

infeasible power flow for the network was created.

stayed the same at 126. This puts the number of steps in a similar range to the conventional

Newton method.

An infeasible case was created by increasing the reactances of lines 17 and 20 by a factor of 100.

These two lines connect to bus 14, which results in it being impossible to supply the load at bus

14. The conventional solver fails to find a solution to the infeasible case within 10000 iterations.

The optimization based method finds a solution at which µ is on the order of 10−4 and λ is also

close to 10−4, except for λ14, which was 0.0669. This makes sense because we expect that bus 14
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cannot have its load served. By using 1
2AA

Tλ, we can adjust and try the new injections to see if

the system is feasible.

Table 6.8 shows the results of running the infeasible system with adjusted injections. Lines 17

and 20 had phase angle differences of close to 90 degrees, which would result in maximum power

being transferred through these lines. Besides lines 17 and 20, the angles between centralized and

distributed solutions did not deviate by more than 0.01 degrees. Lines 17 and 20 had phase angles

which deviated by around 1.45 degrees. This system is barely feasible and it is not desirable for

phase angle differences of lines to be so high. However, this gives an upper limit on generation

and load which can guide the system operator to a feasible and desirable power flow solution. The

distributed method took 171 Newton steps and 3250 total steps while the conventional Newton

method only took 18 steps in order to solve for the adjusted system. When homotopy perturbation

method was used, the total number of Newton steps stayed the same at 171. This puts the number

of steps in a similar range to the conventional Newton method.

Table 6.9 shows the results of running the infeasible system with adjusted reactances. The

algorithm for adjusting line reactances changed the susceptance of line 17 from -0.0369 to -0.0875

and the susceptance of line 20 from -0.0287 to -0.0618. This resulted in the reactance of line 17 to

be adjusted from 27 p.u. to 11 p.u. and for the reactance of line 20 to be adjusted from 34 p.u.

to 17 p.u. This once again led to a system which was transferring close to the maximum limits

of lines 17 and 20, with phase angles close to 90 degrees across those two lines. The distributed

method took 162 Newton steps and 3079 total steps (including Jacobi steps) while the conventional

Newton method only took 116 steps in order to solve for the adjusted system. When homotopy

perturbation method was used, the total number of Newton steps stayed the same at 162. This

puts the number of steps in a similar range to the conventional Newton method.

The algorithm for adjusting line reactances changed the susceptance of line 17 from -0.0369 to

-0.0875 and the susceptance of line 20 from -0.0287 to -0.0618.
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Table 6.8: IEEE 14 bus decoupled results (infeasible, adjusted injections)

Angles in degrees

Line number Phase angle difference (Centralized) Phase angle difference (Distributed)

1 5.7282 5.7270

2 10.0970 10.0949

3 8.6796 8.7430

4 6.0168 6.0157

5 4.3689 4.3678

6 -2.6628 -2.6633

7 -1.6479 -1.6477

8 3.2681 3.2668

9 4.9873 4.9859

10 6.0519 6.0497

11 0.7447 0.7446

12 1.3386 1.3381

13 1.6653 1.6648

14 0 -0.0001

15 1.7192 1.7188

16 0.3973 0.3971

17 90.1951 88.7419

18 -0.2358 -0.2361

19 0.3267 0.3266

20 89.1130 87.6608
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Table 6.9: IEEE 14 bus decoupled results (infeasible, adjusted line reactances)

Angles in degrees

Line number Phase angle difference (Centralized) Phase angle difference (Distributed)

1 5.8214 5.8201

2 10.2805 10.2781

3 8.7389 8.7382

4 6.1293 6.1279

5 4.4591 4.4581

6 -2.6097 -2.6102

7 -1.6702 -1.6700

8 3.4402 3.4388

9 5.2492 5.2471

10 6.2286 6.2263

11 0.7922 0.7920

12 1.3668 1.3662

13 1.7298 1.7294

14 0 -0.0001

15 1.8090 1.8086

16 0.3798 0.3796

17 90.3086 91.3279

18 -0.2784 -0.2786

19 0.3631 0.3632

20 89.2696 90.2894



Chapter 7

Simulations and Examples

7.1 Power Flow Calculation

7.1.1 3 Bus Example

Figure 7.1 depicts a simple 3 bus power network. The node at bus 1 is taken as the slack bus, with

a voltage of 1∠0. The incidence matrix of nodes and flow branches, Af , is

Figure 7.1: A 3 bus system interconnected with 3 lines.

79
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Af =


1 0 −1

−1 1 0

0 −1 1

 ,
and

AL = |Af | =


1 0 1

1 1 0

0 1 1

 ,
The complex nodal power injections at buses 2 and 3 are

Ŝn =

Ŝn,2
Ŝn,3

 = −

1.5 + 0.057j

−1 + 0.036j

 ,
and the impedance of each transmission line is 0.001 + 0.1j, so the vector of flow branch admit-

tances is

Y =


Y1,2

Y2,3

Y3,1

 =


0.100− 9.999j

0.100− 9.999j

0.100− 9.999j

 .
These parameters are from the 3 bus example in [35], except with an added resistive element,

0.001 p.u., to the flow branches.

The spanning tree selected for the 3 bus examples are flow branches 1 and 2. Therefore,

Atree =

−1 1

0 −1

 ,
and

Amesh =

0

1

 .
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This comes from the matrix Af , reduced by the first row, which corresponds to the slack bus.

Atree and Amesh is used to construct Akvl,

Akvl =

[
−1 −1 −1

]
.

This Akvl matrix matches the directions of the flow branches of the 3 bus network, which form

the only loop in the graph.

Matpower 5.0 [40] was used to verify the power flow solutions reached by the algorithms pre-

sented in this work. Matpower uses Newton method to solve for the complex nodal voltages in

terms of their polar components, the magnitude and phase angle. The complex power balance at

each node is separated into real and imaginary components, creating a system of equations in terms

of real valued variables.

The AC power flow solution of the 3 bus case is

Ê2 = 1.001∠3.818◦,

Ê3 = 1.000∠− 0.959◦.

The algorithms started each nodal voltage at 1∠0, each flow branch voltage difference at zero,

and flows and losses at zero. Lagrange multipliers, λ, also started at zero. Each algorithm was

iteratived until each element of their respective vector functions, f(x(k)), was within 10−3 p.u. of

zero. In the case of Newton and Jacobi method, f(x(k)) corresponds to the fulfillment of the power

flow equations. In the case of distributed Newton method for the optimization-based formulation,

f(x(k)) is the gradient of the Lagrangian.

Another possible convergence condition is to stop iterating when the change in variables between

iterations is sufficiently close to zero. However, this may not result in the same accuracy between

different methods. For example, in order for Jacobi method to satisfy power flow equations to 10−3,

the change of variables between iterations needed to be 10−5 in the 3 bus and 14 bus cases. A

scaling factor ω = 0.5 was used for Jacobi method, and ω = 0.8 was used for distributed Newton

method. The voltage solutions to branch formulations were converted back to nodal voltages using

Ê = (ATtree)
−1V̂ .
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Table 7.2 shows the number of iterations required for each algorithm, using the nodal, branch,

and branch optimization-based formulations of power flow. Newton method converges for all three

formulations, requiring 7 or less iterations to solve the 3 bus case using all three formulations. The

distributed Newton method required 12 iterations to converge for the 3 bus case.

The Jacobi method converges for the nodal, but not branch, formulation of AC power flow. The

Jacobian of the nodal formulation meets the strict diagonal dominance criteria, but the Jacobian

of the branch formulation does not. Upon further examination, if a system is meshed, then the

Akvl rows of the Jacobian with respect to the branch formulation of power flow only has 1, 0, or

−1 as possible elements, so there is no column that can contain a dominant element. There may be

radial networks where the Jacobian can be arranged such that it is strictly diagonally dominant.

The decoupled, lossy power flow solution is

δ2 = 3.8240◦,

δ3 = −0.9549◦,

and the decoupled, lossless power flow solution is

δ2 = 3.8238◦,

δ3 = −0.9560◦,

In this particular example, the change in voltage angles from adding resistive losses is very low,

because the resistance is much lower than the reactance. Tables 7.4 and 7.6 show the iterations

required in the decoupled lossy, and lossless cases, respectively. Similar to the AC formulations, the

decoupled formulations took very few iterations to converge. Only 2 or 3 iterations were required to

solve the 3 bus case, both in the lossy and lossless cases. Jacobi method with the nodal formulation

of decoupled power flow converges in 8 iterations forthe lossless case. However, in the lossy case,

the Jacobi method does not reach within 10−3 degrees of the solution even when the change in

variables between each iteration is as low as 10−20, which takes 124 iterations. Instead, if the

change between iterations is 10−5, around the same as at convergence of the lossless case, then the

voltage angles are 10−1 degrees away from the solution after 24 iterations. Therefore, Tables 7.4
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Figure 7.2: The IEEE 14 bus network, with 20 lines.

lists the number of iterations as 24, because the algorithm does not diverge, but has diminishing

returns on convergence after reaching within 10−1 degrees of the solution.

Unlike in the AC case, usage of the Jacobi method on the branch formulation of decoupled power

flow resulted in an infeasible answer. The voltage phase angles resulted in complex values during

the iterative algorithm. In Matlab, this comes from taking the inverse sine of values of magnitude

greater than 1. The Jacobian in the decoupled case also has the matrix Akvl, and is therefore

not diagonally dominant. Therefore the Jacobi method implemented on the branch formulation

of decoupled power flow does not meet convergence conditions. The distributed Newton method

required 6 iterations to converge in the 3 bus case, both for the lossy and lossless formulations.
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7.1.2 14 Bus Example

Figure 7.2 shows the IEEE 14 bus network [39]. Power flow simulations were performed after

adjusting the system such that PV buses were made into PQ buses with zero reactive power drawn,

and with the real power injection remaining the same. Additionally, shunt capacitances were

removed. This creates a graph whose flow branches are reactive and resistive, and whose nodal

branches are constant complex power sources (sources in the sense that the value of power is given).

Table 7.7 gives the power flow solution of the AC formulation of power flow for the IEEE 14

bus network. This solution is verified using Matpower. The algorithms that converged, converged

to within 10−3 p.u., and 10−2 degrees of this solution. The number of iterations for each numerical

algorithm and formulation is shown on Table 7.2.

As with the 3 bus case, the Newton method took a small number of iterations, between 7 and 14

for all three formulation of AC power flow. However, the distributed methods, Jacobi method and

distributed Newton method, used hundreds of iterations to reach a sufficiently close solution. The

Jacobi method, using nodal formulation of AC power flow, took 534, and the distributed Newton

method took 355 iterations to reach a sufficiently close solution. A large increase in the number of

iterations occurs between the 3 and 14 bus examples when using distributed algorithms.

Table 7.8 lists the lossy and lossless solution to decoupled power flow on the 14 bus network.

The decoupled formulations of 14 bus network have similar results to the AC formulation. Newton

method takes only 3 steps to converge using the nodal and branch formulations of decoupled

power flow, and 10 and 14 iteration for the distributed Newton method, for the lossless and lossy

formulations, respectively. The Jacobi method does not converge using the branch formulation, and

takes around 300 iterations using the nodal formulation. The distributed Newton method takes a

little over 100 iterations.

Additionally, the accuracy of the Jacobi method is even lower than in the 3 bus case, deviating

from the solution by as much as a degree. Table 7.9 shows the nodal phase angles obtained from

iterating the Jacobi method until variable differences between iterations were smaller than 10−5

degrees, requiring 338 iteration. This set of voltage phase angles only satisfies power flow equation

up to a tolerance of 10−1 p.u., which is very inaccurate. If iterated until differences between
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Table 7.1: AC, Complex Power Flow for the 3 and 14 Bus Examples

Number of Iterations to Solve AC, Complex Power Flow

Newton Method Jacobi Method Distr. Newton Method

Nodal Formulation 3 bus: 4, 14 bus: 7 3 bus: 24, 14 bus: 534 NA

Branch Formulation 3 bus: 7, 14 bus: 10 DC NA

Opt.-based Formulation 3 bus: 4, 14 bus: 14 NA 3 bus: 12, 14 bus: 355

NA: Not Applicable, IA: Infeasible Answer, DC: Doesn’t Converge

Table 7.2

iterations were smaller than 10−20, then the solution would not become more accurate, even after

1791 iterations.

7.1.3 Flores 45 Bus

The 45 bus example is a distribution network that supplies the power on Flores Island, one of

the islands of the Azores archipelago [41]. In this example, the renewable wind resources will

be neglected. This leaves a radial network of distribution lines connected to a central generator

bus. Figure 7.3 shows a system diagram, with bus 1 being the slack bus, and the location of the

generator. There are 4 main sets of distribution lines originating from the generator; the Santa
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Table 7.3: Decoupled, Lossy Real Power Flow for the 3 and 14 Bus Examples

Number of Iterations to Solve Decoupled, Lossy Real Power Flow

Newton Method Jacobi Method Distr. Newton Method

Nodal Formulation 3 bus: 2, 14 bus: 3 3 bus: 8, 14 bus: 338 NA

Branch Formulation 3 bus: 3, 14 bus: 3 IA NA

Opt.-based Formulation 3 bus: 3, 14 bus: 10 NA 3 bus: 6, 14 bus: 118

NA: Not Applicable, IA: Infeasible Answer, DC: Doesn’t Converge

Table 7.4

Cruz I, Santa Cruz II, Ponta Delgada and Airport lines. Santa Cruz I includes buses 2 to 6, Santa

Cruz II includes buses 7 to 16, the Airport line includes buses 17 to 40, and Ponta Delgada includes

buses 41 to 45. The normally open switches and circuit breakers are assumed to be in their normal

positions.

The power flow solution to the Flores 45 bus network is found under normal conditions, and the

bus voltages are shown on Table 7.10. The centralized optimization-based Newton method took 9

iterations, and the distributed Newton method took 561 iterations.
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Table 7.5: Decoupled, Lossless Real Power Flow for the 3 and 14 Bus Examples

Number of Iterations to Solve Decoupled, Lossless Real Power Flow

Newton Method Jacobi Method Distr. Newton Method

Nodal Formulation 3 bus: 2, 14 bus: 3 3 bus: 8, 14 bus: 327 NA

Branch Formulation 3 bus: 3, 14 bus: 3 IA NA

Opt.-based Formulation 3 bus: 3, 14 bus: 10 NA 3 bus: 6, 14 bus: 110

NA: Not Applicable, IA: Infeasible Answer, DC: Doesn’t Converge

Table 7.6

7.2 Targeted Load Shedding and Reactance Adjustment

7.2.1 3 Bus Example

Simulations were carried out on 3 bus network shown in Figure 7.1, with the two loads’ complex

powers increased by a factor of 10. This new system is infeasible, and Matpower fails to find a

power flow solution. The centralized and distributed Newton method using the optimization-based

algorithm converge in 45 and 227 iterations, respectively. The reactance of line 1,2 is reduced from

0.1 to 0.03 p.u., the reactance of line 2,3 is reduced from 0.1 to 0.07 p.u., and the reactance of

line 1,3 is reduced from 0.1 to 0.06 p.u. The bus voltages are 0.92∠ − 10.62◦ p.u. on bus 2 and
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Bus No. Voltage

1 1∠0◦

2 0.902∠− 4.794◦

3 0.799∠− 15.221◦

4 0.821∠− 11.658◦

5 0.840∠− 9.653◦

6 0.758∠− 19.421◦

7 0.767∠− 17.221◦

8 0.767∠− 17.221◦

9 0.742∠− 20.453◦

10 0.734∠− 20.853◦

11 0.741∠− 20.399◦

12 0.737∠− 21.121◦

13 0.730∠− 21.262◦

14 0.710∠− 22.890◦

Table 7.7: AC Power flow solutions of the IEEE 14 bus system with only PQ buses.
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Bus No. Lossy δ(◦) Lossless δ(◦)

1 0 0

2 -5.4189 -5.5070

3 -13.9024 -14.1033

4 -11.3448 -11.5329

5 -9.6837 -9.8707

6 -15.7545 -15.9411

7 -14.8298 -15.0181

8 -14.8298 -15.0181

9 -16.6623 -16.8507

10 -17.0035 -17.1923

11 -16.6360 -16.8255

12 -17.0593 -17.2541

13 -17.5252 -17.5538

14 -18.7236 -18.7530

Table 7.8: Decoupled Lossy and Lossless Power flow solutions of the IEEE 14 bus system.
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Bus No. Jacobi Nodal Lossy δ(◦)

1 0

2 -5.8185

3 -14.5590

4 -11.9518

5 -10.2656

6 -16.3805

7 -15.4443

8 -15.4433

9 -17.2835

10 -17.6257

11 -17.2625

12 -17.7019

13 -18.0046

14 -19.2037

Table 7.9: Results of Jacobi method using nodal formulation of decoupled, lossy power flow on the

14 bus system.
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Bus No. Vm (p.u.) Va (deg.) Bus No. Vm (p.u.) Va (deg.)

1 1 0

2 0.9967 -0.1046 24 0.9624 -1.2530

3 0.9961 -0.1231 25 0.9622 -1.2609

4 0.9954 -0.1441 26 0.9621 -1.2631

5 0.9948 -0.1630 27 0.9621 -1.2635

6 0.9943 -0.1658 28 0.9705 -0.9263

7 1.000 -0.0000 29 0.9703 -0.9271

8 0.9965 -0.1110 30 0.9702 -0.9304

9 0.9932 -0.1277 31 0.9630 -1.1745

10 0.9927 -0.1330 32 0.9630 -1.1767

11 0.9925 -0.1367 33 0.9627 -1.1863

12 0.9924 -0.1398 34 0.9623 -1.1944

13 0.9921 -0.1422 35 0.9632 -1.1655

14 0.9920 -0.1438 36 0.9627 -1.1843

15 0.9919 -0.1445 37 0.9623 -1.1967

16 0.9919 -0.1445 38 0.9604 -1.2614

17 0.9854 -0.4516 39 0.9601 -1.2723

18 0.9723 -0.8659 40 0.9599 -1.2752

19 0.9689 -0.9764 41 0.9962 -0.0746

20 0.9666 -1.0517 42 0.9956 -0.0869

21 0.9658 -1.1002 43 0.9948 -0.1019

22 0.9641 -1.1984 44 0.9944 -0.1141

23 0.9628 -1.2406 45 0.9947 -0.1033

Table 7.10: Power flow results of the Flores 45 bus distribution network.
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Figure 7.3: The 45 bus distribution network of Flores island.

0.91∠11.44◦ p.u. on bus 3. Magnitude of λ is less than 10−2. This results in a system whose λ is

less than 10−2 in magnitude.

If the line reactances are not adjusted, the centralized and distributed Newton methods take

156 and 164 iteration, respectively, to converge. The resulting mismatch, AATλ, is 4.71 + 1.82j

p.u. at bus 2 and -5.27 + 3.38j p.u. at bus 3. By applying these mismatches to the bus injections, a

new feasible system is created. This system is solved in 99 iteration through the centralized Newton

method, and in 257 iterations through the distributed Newton method. The new bus voltages are

0.89∠− 35.55◦ p.u. on bus 2 and 1.02∠− 2.11◦ p.u. on bus 3. Magnitude of λ is less than 10−2.

7.2.2 14 Bus Example

Simulations were carried out on the IEEE 14 bus network [39], shown in Figure (7.4). The two lines

indicated by red circles in Figure (7.4) were changed so that the reactances are a hundred times
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Figure 7.4: The IEEE 14 bus network, with two lines selected to have much higher reactance.

higher than their original values. The reactance of line 9 to 14 is changed from 0.27 to 27 p.u. and

the reactance of line 13 to 14 is changed from 0.34 to 34 p.u. This is to create a situation where

power cannot be delivered to bus 14, which is only connected to the rest of the network through

the two adjusted lines.

This new network was entered into the Matpower solver [40], and the solver fails to converge.

This is expected, because unreasonably high reactances were picked so that power could not be

delivered. This creates the situation where the whole system has no power flow solution, because

of one portion of the network.

The distributed Newton method algorithm takes 341 iterations to arrive at a solution. The

changes in reactance of the transmission lines are -22 p.u. for the line connecting buses 9 and 14,

and -34 p.u. for the line connecting buses 13 and 14. The new reactance values of these lines are
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Bus No. Vm (p.u.) Va (deg.)

1 1 0

2 0.894 -4.755

3 0.784 -15.454

4 0.803 -11.691

5 0.824 -9.642

6 0.722 -20.268

7 0.737 -17.587

8 0.737 -17.587

9 0.706 -21.111

10 0.698 -21.606

11 0.705 -21.225

12 0.696 -22.152

13 0.686 -22.199

14 0.520 -45.400

Table 7.11: Power flow solutions of the IEEE 14 bus system with adjusted reactances.

5.04 p.u. and 0.80 p.u., respectively. The centralized Newton method using the optimization-based

formulation does not converge in this case. Keeping the off-diagonal terms of the Hessian results

in the Hessian being close to singular or badly scaled in Matlab after 85 iterations.

After lowering the reactance values, the distributed solver was able to reach a power flow

solution, shown on Table 7.11. The bus voltage magnitude becomes very low and the bus voltage

angle deviates greatly from that of its neighbors. The distributed solution is within 10−3 p.u. of

fulfilling Kirchhoff’s laws and constituent relationships.

When the reactances of the network are not adjusted, the value of bus mismatches is not

zero. The centralized Newton method fails to converge after 10,000 iterations, and the distributed

Newton method also fails to converge, unless the damping factor is lowered to 0.1. Then the
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Bus No. AATλ

1 0

2 0.0001 + 0.0004j

3 0.0005 + 0.0004j

4 0.0007 + 0.0007j

5 0.0004 + 0.0008j

6 0.1489 - 0.0959j

7 0.0004 + 0.0009j

8 0.0002 + 0.0003j

9 -0.0183 - 0.0263j

10 0.0005 + 0.0006j

11 0.0006 + 0.0006j

12 -0.1712 + 0.1149j

13 -0.3135 + 0.1661j

14 0.1384 + 0.0444j

Table 7.12: Bus power mismatches of the infeasible IEEE 14 bus system with only PQ buses.

algorithm converges after 8219 iterations, and Table 7.12 lists the complex power mismatches at

each bus. When the mismatches are applied to the buses and the algorithm is executed, neither

the centralized nor the distributed Newton methods converge.

7.2.3 Flores 45 Bus

Consider the Flores 45 bus distribution network, where the loads are increased by a factor of 10.

Matpower fails to find a solution, and the centralized and distributed Newton methods converge in

94 and 5866 iterations, respectively.

λ had magnitudes of up to 0.1 p.u. at buses across the network at convergence, even with

large reactance adjustments. The lines connecting buses 1 to 17, 17 to 18, and 18 to 35, and all
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Line ∆X (p.u.)

1-17 -0.1270 - 0.0700j

17-18 -0.1140 - 0.0620j

18-19 -0.0650 - 0.0350j

18-28 -0.1920 - 0.1050j

18-35 -0.1870 - 0.1030j

19-20 -0.0440 - 0.0240j

20-21 -0.0170 - 0.0170j

21-22 -0.0380 - 0.0360j

22-23 -0.0320 - 0.0170j

23-24 -0.0160 - 0.0080j

24-25 -0.0290 - 0.0160j

25-26 -0.0160 - 0.0080j

26-27 -0.0160 - 0.0080j

28-29 -0.0930 - 0.0100j

28-30 -0.0410 - 0.0110j

31-32 -0.0070 - 0.0070j

32-33 -0.0550 - 0.0300j

33-34 -0.1080 - 0.0370j

35-31 -0.0240 - 0.0230j

35-36 -0.0200 - 0.0140j

35-37 -0.0260 - 0.0140j

37-38 -0.1620 - 0.0890j

38-39 -0.0320 - 0.0170j

39-40 -0.0180 - 0.0050j

Table 7.13: Changes in reactance of the infeasible Flores 45 bus distribution system.
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the other lines along line of Airport were adjusted such that their reactances were less than 10−3

p.u., two orders of magnitude lower than their starting values. 10−3 p.u. was also the increment of

adjustment used in the reactance adjustment algorithm. λ was greater than 10−3p.u., the threshold

of convergence of optimality condition for Newton method, on buses 17 through 40. As with the

targetted load shed, the line of Airport portion of the network was causing the infeasible power

delivery problem.

Using the maximum amount of reactance control allowed, the system could not be adjusted to

alleviate the infeasible power delivery. Therefore, in a practical application, some load along line of

Airport must be shed to achieve feasible power delivery. However, if the resistance of lines could be

decreased, then λ can be decreased to the order of 10−5. Table 7.13 shows the changes in reactance

of the lines that are adjusted. The resistances and reactances of the lines along line of Airport are

all adjusted to below 10−2 p.u., which allows feasible power delivery.

If the reactance and resistance are not adjusted, the centralized and distributed Newton methods

converge in 13 and 825 iterations, respectively. Table 7.14 shows the bus mismatches, AATλ, found

by the optimization-based algorithms. By adjusting the buses 17 through 40 by the mismatch

amounts, a new power flow solution is found, and λ has a magnitude of less than 10−3.
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Bus No. AATλ

17 -0.0008 - 0.0004j

18 -0.0164 - 0.0057j

19 0.0010 + 0.0006j

20 0.0068 + 0.0032j

21 -0.0040 - 0.0009j

22 0.0214 + 0.0131j

23 0.0873 + 0.0292j

24 0.0886 + 0.0279j

25 0.0399 + 0.0129j

26 0.0428 + 0.0136j

27 0.0210 + 0.0066j

28 0.0032 + 0.0013j

29 0.0010 + 0.0004j

30 0.0011 + 0.0004j

31 0.0224 + 0.0080j

32 0.0224 + 0.0082j

33 0.0220 + 0.0078j

34 0.0161 + 0.0053j

35 0.0533 + 0.0198j

36 0.0275 + 0.0097j

37 0.0238 + 0.0087j

38 0.0334 + 0.0106j

39 0.0350 + 0.0112j

40 0.0233 + 0.0073j

Table 7.14: Bus power mismatches of the infeasible Flores 45 bus distribution system.
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Implementation Using NIST SGRS

8.1 NIST Smart Grid in a Room Simulator

8.1.1 Summary of the NIST SGRS Platform

Carnegie Mellon University, in collaboration with the United States’ National Institute of Standards

and Technology (NIST), is developing a Smart Grid in a Room Simulator (SGRS), a platform for

simulating arbitrarily complex power system models with a scalable, distributed design. The basis

of the simulator is the object oriented approach to developing physical and information models into

implementable modules that exchange relevant data.

Each class definition is defined by the researchers, who must write the internal logic and data

exchange based on their own mathematical models, which depend on their particular application.

The platform is flexible such that the researcher can write whatever methods, data structures, and

time scales desired. The current iteration of class definitions are written in Matlab, and are com-

piled into executables so that the source code need not be shared. These class definitions are used

to construct objects, which can simulate physical components, such as generators, loads, or the

transmission system, or information processes, such as the electricity market, or system operator.

These objects are executed on individual Matlab processes, and can be assigned to different com-

puters connected through the internet, to simulate the affect of separate entities communicating

between each other.
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Figure 8.1: The objects are connected by communicators, and allocated computation resources by

the broker.

These object-based modules are supported by SGRS communication objects, which can transmit

any Matlab struct between any objects without requiring the researcher going into programming

details, such as needing to know IP addresses or opening sockets. An SGRS program, called the

”broker”, coordinates the creation and assignment of communicators, so that the modules are

already connected by the time the simulation starts. The broker also allocates computational

resources to the modules, so that multiple processors and computers can be used to parallelize

the distributed modules’ computations. Figure 8.1 illustrates an example where the broker assigns

worker computers to execute Matlab processes, which are interconnected by communicators. The

role of communicators is to simulate both actual communications between components, as well as
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exchange data required to simulate the physics of the power system.

Figure 8.2: The objects and interconnection can be entered through a web browser interface.

The current implementation of the SGRS simulator platform also has a MySQL database, as well

as a browser interface, where the module names, file paths, and communications interconnections

can be entered. Figure 8.2 shows the current web browser page for creating a simulation. There are

efforts in development to automatically create simulations from data entered into a power systems

format file, such as PSSE format. There is also a GUI being built that will populate such a format

file based on user entries.

8.1.2 SGRS Distributed Power Flow Application

The algorithm proposed in this thesis is to be performed by distributed smart components such as

FACTS devices, DSRs, DLRs, etc. The calculations need to take place at the lines and buses of

the network, and each line has communicates with their neighboring buses, and vice versa. The

information exchange of the algorithm is mapped out in Figure 8.3.

The operations carried out in Equations (4.1.50) to (4.1.53) must be programmed into the class

definitions for module creation. Figures 8.4 and 8.5 describe the contents of the bus and line class

definitions from the SGRS distributed power flow algorithm, respectively.

Classes consist of properties and methods, and one method must be the class’s constructor. The
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Figure 8.3: A flowchart of the information exchange required to execute the distributed Newton

method for complex power flow.

properties are data that is stored locally by the object. All objects store the name and type of the

module, and the simulated time. Objects of the distributed power flow simulator store the names

of neighboring objects; buses store the names of lines oriented in and out, and lines store the names

of the buses at the sending and receiving end. Both the bus and line classes have constructors that

read the parameters and initial conditions from Matlab .mat files. They also have run functions,

which are while loops that contain the logical functions of the module. There are also custom

read and write functions, which access the communicators associated with the object and allow

information to be sent or received.

Consider a 2 bus power system, shown in Figure 8.6. There are two buses and one transmission

line. They are each considered a module, and are named Bus1, Bus2 and Line1. Their types are

BusSlack, Line, and BusPQ, which describes their behavior.
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Figure 8.4: The properties and methods of the SGRS distributed power flow bus module.

Figure 8.7 is a table of communications objects required for the 2 bus example. Currently, the

communications objects only create a one way communications channel, so each interconnection

requires two entries, with reversed destination and sources.

Figure 8.8 illustrates the Matlab processes that would be activated to simulate the distributed

power flow algorithm on the 2 bus system. The three processes are started by the broker, and each

instantiate an object after accessing the compiled bus or line class definition. Then, each object

accesses the locally stored parameter data that matches the object’s name. Then, as in Figure 8.1,

the broker connects the objects by constructing communicator objects. Then the objects run their

run functions, and execute the algorithm.

8.1.3 NIST SGRS DPF Contribution

The distributed power flow (DPF) objects and scripts developed for NIST SGRS will be docu-

mented and archived for future users. It currently includes four class definitions; a slack bus, a PQ
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Figure 8.5: The properties and methods of the SGRS distributed power flow line module.

Figure 8.6: A 2 bus example divided into modules for the NIST SGRS simulator.

bus, a passive line and a reactive line. It is possible to combine the Matlab code into two class

definitions that are distinguished by the type property used to construct the object. The current
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Figure 8.7: The communications between modules in the 2 bus example.

Figure 8.8: A diagram of the processes used to simulate distributed power flow on the 2 bus system.

implementation can be executed in the browser interface.



Chapter 9

Conclusions and Future Work

9.1 Conclusion

This thesis proposes a framework to analyze power systems problems with respect to the pen-

etration of distributed, smart devices, especially transmission/distribution line technologies such

as flexible AC transmission systems (FACTS), dynamic line rating units (DLRs), and distributed

series reactance (DSRs). The aim is to determine if intelligence can be designed for these devices

such that the efficiency and reliability of the power system can be improved. Algorithms in this

work are shown to calculate AC power flow without relying on a system operator knowing global

information of the network, but by local calculators on buses and lines, communicating with their

neighbors and computing autonomously.

The models used to develop these algorithms are derived by formulating steady state power flow

problems using a directed graph representation of power flows and voltages. The branches of these

directed graphs are used to model components of the power system, while the nodes represent

the points of connection, or buses, of the network. The local behavior of components, such as

constituent relationships of lines, is integrated through the rest of the system through the graph’s

incidence matrix, which gives the structure of the graph. Using this structure, an optimization-

based mathematical model of power flows is derived that can be decomposed so that distributed

calculation is possible.
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In addition to calculating power flow, this framework is used to tackle the problem of infeasible

power delivery, which results from a lack of power flow solution. The optimization-based formulation

provides two approaches to this problem. The Lagrange multipliers that result from solving the

optimization-based power flow problem can be nonzero, indicating that the solution is not a power

flow solution, but a solution to the optimality conditions of the problem. However, because the

structure of the network is preserved in the optimality conditions, the Lagrange multipliers can be

used to calculate power mismatches at each bus, allowing targeted load shedding.

The second approach is to use the infeasible power delivery condition of the 2 bus AC power flow

example to determine if each line on the system can support power flow through itself, given the

voltages at either end. This condition can be checked iteratively during the distributed algorithm,

so that lines can adjust their own reactances if FACTS or other hardware is available. This can save

resources in cases of peak demand, because the most vulnerable lines would be identified, which is

not possible using contemporary power flow algorithms, such as using Newton-(Raphson) method

to solve for the nodal voltages.

Both methods of addressing feasible power delivery can be implemented in a centralized or

distributed setup, either through the system operators or by smart devices.

9.2 Open Questions

The possible implementations of these methods on real world systems depend on the roles of

centralized system operators and distributed smart devices in the future. Conventional transmission

level operators may find new tools derived from algorithms for ensuring feasible power delivery. The

results of these calculations can guide operators to the critical locations of the network when there

is a danger of voltage collapse.

Currently, lower voltage levels, such as distribution networks or microgrids, may not have the

control centers required to perform centralized decision making for the network. There may be a

need for autonomous or self-adjusting networks of smart devices to perform calculations or even

self adjust to ensure feasible power delivery.

The use of branch-based voltages may be useful in a wider range of electrical engineering



CHAPTER 9. CONCLUSIONS AND FUTURE WORK 108

applications, such as in vehicles such as ships and aircraft. The graph-representation can be used

even for DC models instead of AC. The optimization-based formulation is useful for relaxing a

simultaneous equations problem, such as finding electrical equilibrium points.

There are many practical open questions towards implementation, especially for the distributed

algorithms, such as operating in an asynchronous environment, and recognizing convergence of the

global algorithm using only local information. Some tasks require a sequential sweep of a network,

such as developing the spanning tree, and this may not be viable in a distributed way on much

larger systems.

9.3 Future Work

The optimization-based power flow currently solves AC power flow for systems with a slack bus and

PQ buses. This is because the nodal injections are all given complex values. The algorithm needs

to be extended to include PV buses, which constrain real power and voltage magnitude, instead of

real and reactive power. This is easier to resolve in the conventional AC power flow formulation,

where nodal real and reactive power balance are separated into two real valued functions, and the

voltage magnitude and phase angle are separate real valued variables. However, this is harder to

distribute, because the constituent relationships are functions of nodal voltage magitudes, but also

sines and cosines of phase angle differences across flow branches.

Further examination can be applied to the convergence properties of the distributed Newton

method, as well as checking other numerical methods to solving the decomposed subproblems of

the optimization-based AC power flow. As the algorithm is implemented in an actual distributed

setting, such as the NIST SGRS simulator platform, the damping factors may have to be adjusted

autonomously by each local component, to either ensure convergence or speed up the algorithm.

The convergence properties may also be addressed using preconditioning of the Hessian matrix [42].

The theoretical work about ensuring feasible power delivery through targeted load shed and

line reactance control need to be refined such that resources be allocated optimally. Changing the

optimization function of the optimization-based algorithm or adding minimal coordination may

be explored. In the Flores Island 45 bus case, the adjustment of line reactance isn’t enough to
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guarantee feasible power delivery if the load increases by a factor of 10. Therefore, some optimal

compromise between load shedding and reactance adjustment is required.



Appendices

A.1 Numerical Methods and Conditions for Convergence

A.1.1 Newton-(Raphson) Method

The Newton-(Raphson) method is an iterative method for solving nonlinear simultaneous equations.

This is commonly used to solve the conventional, nodal formulation of power flow [2]. Newton

method uses the slope of the function, or Jacobian, in the multivariate case, to estimate where the

zeros of the functions are [32].

Consider a nonlinear vector function f(x) = 0, the corresponding Newton step at iterative step

k is

∆x(k) = −(f ′(x(k)))−1f(x(k)) (A.1.1)

where f ′(x(k)) is the Jacobian of the function at step k. Using this Newton step, an iterative

update,

x(k+1) = x(k) + ∆x(k), (A.1.2)

can be performed until either |∆x(k)| is sufficiently close to zero, or |f(x(k))| is sufficiently close

to zero. The threshold condition used in this work is the latter, or the closeness to satisfying power

flow equations. In the case of complex variables, the Taylor expansion is [31],

∂f(z(k))

∂z(k)
∆z(k) +

∂f(z(k))

∂(z(k))∗
∆(z(k))∗ = f(z(k)) (A.1.3)
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The Kantorovich theorem gives a sufficient condition for convergence [33],

h0 := γω0 ≤
1

2
, (A.1.4)

where

γ ≥ ||f ′(x(0))−1f ′(x(0))|| (A.1.5)

and ω0 is the Lipschitz constant of f ′(x(k)).

A.1.2 Jacobi Method

The Jacobi method is a method for solving systems of equations that updates each variable as a

function of the variables it is locally coupled with. When solving linear systems of equations with

Jacobi method, the algorithm separates the system matrix into diagonal and off-diagonal elements,

and iterates by only inverting the diagonal, thus preserving the system structure [34]. To contrast,

the Newton method, which inverts the Jacobian matrix, loses system structure, especially when

the Jacobian is sparse.

Jacobi method can be generalized to nonlinear systems of equations. For f(x) = 0, where

x = [x1, x2, ...xi...xm−1, xm],

x
(k:s)
i = fi(x

(k)
1 , x

(k)
2 , ...x

(k)
i−1, x

(k)
i+1, ...x

(k)
m ), (A.1.6)

where k is the iterative step number, and m is the length of vector m. x
(k:s)
i refers to the solved

value for xi at step k. This is then combined with x
(k)
i to get the iterative update,

x
(k+1)
i = (1− ω)x

(k)
i + ωx

(k:s)
i , (A.1.7)

where 0 < ω ≤ 1. The Jacobi method can be executed in a distributed way, in cases where

x
(k:s)
i only depends on variables from its own component or directly neighboring components. In

power flow, the nodal voltage updates depend on the nodal voltages one branch away. The conver-

gence condition of nonlinear Jacobi method is strict diagonal dominance, or strict block diagonal

dominance, of the Jacobian matrix f ′(x(k)) [35].
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[10] Hsu, A. and Ilić, M. ”Distributed Newton Method For Computing Real Decoupled Power Flow

In Lossy Electric Energy Networks” , North American Power Symposium (NAPS), 2012 , vol.,

no., pp.1-7, 9-11 Sept. 2012.
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