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## Abstract

This thesis focuses on three themes related to the mathematical theory of first-order methods for convex minimization: acceleration, conditioning, and rescaling.

Chapters 1 and 2 explore the acceleration theme. In chapter 1, we give a novel proof of the $\mathcal{O}(1 / k)$ and $\mathcal{O}\left(1 / k^{2}\right)$ convergence rates of the proximal gradient and accelerated proximal gradient methods for composite convex minimization. The crux of the new proof is an upper bound constructed via the convex conjugate of the objective function.

Chapter 2 extends the approach of chapter 1 to the convergence analysis of Bregman proximal first-order algorithms for convex minimization. We provide novel proofs of the convergence rates of the Bregman proximal subgradient, Bregman proximal gradient, and a new accelerated Bregman proximal gradient algorithm under fairly general and mild assumptions. Our accelerated Bregman proximal gradient algorithm attains the best-known accelerated rate of convergence when suitable relative smoothness and triangle scaling assumptions hold. However, the algorithm requires no prior knowledge of any related smoothness or triangle scaling constants.

Chapter 3 explores the conditioning theme by proposing a condition number of a differentiable convex function relative to a reference set and distance function pair. This relative condition number is defined as the ratio of a relative smoothness constant to a relative strong convexity constant. We show that the relative condition number extends the main properties of the traditional condition number both in terms of its geometric insight and in terms of its role in characterizing the linear convergence of first-order methods for constrained convex minimization.

Chapter 4 explores the rescaling theme. In this chapter, we propose three enhanced versions of the projection and rescaling algorithm's basic procedures, using an efficient algorithmic implementation of Carathéodory's Theorem. Each of these enhanced procedures improves upon the order of complexity of its analogue in Peña and Soheili (Math Program 166(1):87111, 2017) when the dimension of the subspace is sufficiently smaller than the dimension of its ambient space.
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## Introduction

This thesis focuses on the mathematical theory of first-order methods for convex minimization problems. The generic convex minimization problem is

$$
\min _{x \in X} f(x)
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ denotes a convex objective function and $X \subseteq \mathbb{R}^{n}$ is a convex feasible set. Essentially, a first-order method is an iterative scheme that uses the subdifferential/gradient information of the objective function to generate each iterate. More formally, a first-order method generates iterates

$$
x_{k+1}=x_{k}+t_{k} d_{k}
$$

for $k=0,1,2, \ldots$ where $t_{k}$ and $d_{k}$ depend on $X, k$, and $\left\{\nabla f\left(x_{i}\right)\right\}_{i=0}^{k}$ (or $\left\{\partial f\left(x_{i}\right)\right\}_{i=0}^{k}$ if $f$ is non-differentiable). In the case that $f$ is differentiable then $\nabla f(x)$ will denote the gradient of $f$ evaluated at $x \in \operatorname{dom}(f)$. The effective domain of $f$ is the set

$$
\operatorname{dom}(f):=\left\{x \in \mathbb{R}^{n}: f(x)<\infty\right\} .
$$

We will say that $\nabla f$ is Lipschitz or a Lipschitz gradient when it is Lipschitz continuous on $\operatorname{dom}(f)$. When $f$ is non-differentiable $\partial f(x)$ denotes the subdifferential of $f$ evaluated at $x \in \operatorname{dom}(f)$, that is

$$
\partial f(x):=\left\{g \in \mathbb{R}^{n}: f(y) \geq f(x)+\langle g, y-x\rangle \text { for all } y \in \operatorname{dom}(f)\right\} .
$$

The new era of big data and machine learning spawned a resurgent interest in these classical methods. The typical machine learning algorithm depends on the successful, approximate solution of a large-scale optimization problem comprised of millions, if not more, decision variables. Thus, the low storage and iteration costs of first-order methods relative to more elaborate schemes make these methods particularly attractive for modern data science applications. This thesis consists of four chapters that explore three themes: acceleration, conditioning, and rescaling. The first two chapters explore the first theme while the final two chapters explore the latter themes.

## Acceleration

The relatively slow convergence rates of first-order methods offset their relatively cheap iteration and storage costs. For a general convex objective $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, first-order
methods for the unconstrained minimization problem $\min _{x \in \mathbb{R}^{n}} f(x)$ typically converge in $\mathcal{O}(1 / \sqrt{k})$ iterates which we formally write as

$$
f\left(x_{k}\right)-\min _{x \in X} f(x) \leq \mathcal{O}(1 / \sqrt{k})
$$

where the quantity on the left is often referred to as the suboptimality gap. If we further assume that $f$ has a Lipschitz gradient then the standard gradient descent algorithm for $\min _{x \in \mathbb{R}^{n}} f(x)$ converges in $\mathcal{O}(1 / k)$ iterates. Moreover, it is well-known that the lower bound for the convergence rate for the minimization of a convex function with a black box first-order oracle and Lipschitz gradient is $\mathcal{O}\left(1 / k^{2}\right)$ [53].

In his seminal paper, [52] Nesterov devised an accelerated first-order algorithm with the optimal $\mathcal{O}\left(1 / k^{2}\right)$ rate of convergence in this setting via a modification of the standard gradient descent algorithm that includes momentum steps. A later breakthrough was the acceleration of the proximal gradient method independently developed by Beck and Teboulle [8] and by Nesterov [54]. The proximal gradient method, also known as the forward-backward splitting method [45], is an extension of the gradient descent method to solve the composite minimization problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x)+\Psi(x) \tag{1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is differentiable on $\operatorname{dom}(f)$ and $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is a closed convex function such that $\operatorname{dom}(\Psi) \subseteq \operatorname{dom}(f)$ and such that for $L>0$ the proximal $\operatorname{map} \operatorname{Prox}_{\frac{1}{L}}: \mathbb{R}^{n} \rightarrow \operatorname{dom}(\Psi)$ defined by

$$
\begin{equation*}
\operatorname{Prox}_{\frac{1}{L}}(x):=\underset{y \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\Psi(y)+\frac{L}{2}\|y-x\|^{2}\right\} \tag{2}
\end{equation*}
$$

is computable.
The class of Bregman proximal first-order methods, a more flexible and generalized class of proximal gradient methods, are based on the Bregman proximal map

$$
\begin{equation*}
(x, g) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \mapsto \underset{y \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\langle g, y\rangle+\Psi(y)+L D_{h}(y, x)\right\} \tag{3}
\end{equation*}
$$

where $D_{h}(y, x):=h(y)-h(x)-\langle\nabla h(x), y-x\rangle$ is the Bregman distance [16] generated by some reference convex function $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$. If the reference function in (3) is the squared Euclidean norm $h(x):=\frac{1}{2}\|x\|_{2}^{2}$ then we precisely recover the proximal map which defines the class of proximal gradient methods.

The mirror descent method $[7,47,51]$ is a well-known instance of a Bregman proximal first-order method when $\Psi=I_{C}$, the indicator function of $C$, for some closed convex set $C \subseteq \mathbb{R}^{n}$. Some more recent instances of Bregman proximal methods include the NoLips algorithm introduced by Bauschke, Bolte, and Teboulle [4], which follows a Bregman proximal gradient template [3, 9, 69, 70]. This same algorithmic template
underlies the relative gradient scheme proposed by Lu, Freund, and Nesterov [4]. Both [4] and [48] establish convergence results for the Bregman proximal gradient method by relying on a Lipschitz-like convexity condition (LC) as defined in [4] or the equivalent relative smoothness condition as defined in [48]. Both papers derive a $\mathcal{O}(1 / k)$ rate assuming that the relative smoothness condition holds. This relative smoothness condition is crucial to the analysis in [34]. The Bregman proximal subgradient method [11, 10, 23, 69] which allows for $f$ to be non-differentiable and converges in $\mathcal{O}(1 / \sqrt{k})$ iterates is also an instance of this class. Recently, Hanzely, Richtarik, and Xiao [34] achieved the acceleration of Bregman proximal gradient methods for relatively smooth functions. In particular, this accelerated scheme achieves a $\mathcal{O}\left(1 / k^{\gamma}\right)$ rate where the constant $\gamma>0$ depends on the underlying Bregman divergence.

The enormous significance of Nesterov's and Beck and Teboulle's original breakthroughs prompted interest in new explanations for how to achieve the acceleration of first-order methods $[1,17,22,26,43,59,68]$. Some of these approaches are based on geometric [17, 22], control [43], and differential equations [68] techniques. The recent article [59] relies on the convex conjugate to give a unified and succinct derivation of the known $\mathcal{O}(1 / \sqrt{k}), \mathcal{O}(1 / k)$, and $\mathcal{O}\left(1 / k^{2}\right)$ convergence rates of the subgradient, gradient, and accelerated gradient methods for unconstrained smooth convex minimization. A natural question is whether this approach extends to the broader class of proximal gradient methods and its generalization, Bregman proximal gradient methods. Chapters 1 and 2, respectively based on the papers [33] and [31], offer an affirmative answer to this question. The crux of the approach is a generic upper bound, constructed via the convex conjugate of the objective function, of the iterates generated by the subgradient, gradient, and accelerated gradient algorithms from the proximal and Bregman proximal classes. The frameworks presented in these chapters not only provide general templates for the design of future accelerated methods, but also subsume a number of popular methods.

In chapter 1, which is based on the paper [33] written jointly with Prof. Javier Peña, we apply this new technique to recover the known rates for the proximal gradient and subgradient methods, and the accelerated proximal gradient method. Our treatment covers the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA), a popular variant of the accelerated proximal gradient method, when the step size is chosen by backtracking line search. Notably, we provide a unified derivation of the convergence rates of the three methods under weaker conditions than those previously assumed in the literature. Previously, authors obtained the convergence rates under the hypothesis that the objective function's smooth component possessed a Lipschitz gradient. We assume only that the iterates of each algorithm satisfy a decrease condition which is easily seen to hold if the smooth component has a Hölder continuous gradient and the step sizes are chosen judiciously.

In chapter 2, which is based on the paper [31] written jointly with Prof. Javier Peña, we extend the technique of chapter 1 to derive new and known rates for the class of Bregman proximal first-order methods. We provide a unified derivation of the convergence rates of the Bregman proximal gradient method, Bregman subgradient
method, and the new accelerated Bregman proximal gradient of Hanzely, Richtarik, and Xiao [34]. In particular, we show that our algorithmic template for accelerated Bregman proximal methods and its related analysis subsumes the new algorithm of [34]. As in chapter 1, we assume only that a decrease condition holds at each iterate. Furthermore, we provide periodic restart schemes for the accelerated Bregman proximal gradient template that ensure linear convergence assuming sufficient smoothness and error bound conditions.

Chapter 2 highlights the interplay of the selection of the momentum parameter and step size for Bregman proximal methods based on arbitrary reference functions. Accounting for this relationship facilitates the simultaneous treatment of the effect of continuity and geometric conditions for the objective and reference functions on convergence rates for accelerated and basic algorithms. However, certain algorithms, such as FISTA with backtracking, require selections that do not accord with this relationship. Chapter 1 recognizes that the simple structure of the squared Euclidean norm, which is the Bregman divergence used for the proximal gradient methods, enables the analysis of a broader class of step size and momentum parameter regimes for proximal methods. Consequently, as corollaries of chapter 1's main theorem, we are able to consider flexible step size selection for FISTA and derive the modern convergence rates for the projected subgradient algorithm from [29].

## Conditioning

Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$ be a convex differentiable function. The condition number of $f$ is the ratio $L_{f} / \mu_{f}$ where $L_{f}$ and $\mu_{f}$ are respectively the smoothness and strong convexity constants of the function $f$ measured with respect to $\|\cdot\|_{2}$. The condition number $L_{f} / \mu_{f}$ is closely tied to a number of fundamental properties of the function $f$. In the special case when $f$ is a quadratic convex function the condition number has the following geometric interpretation. Suppose $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ where $A \in \mathbb{R}^{n \times n}$ is non-singular. Then the condition number of $f$ is

$$
\begin{equation*}
\frac{L_{f}}{\mu_{f}}=\left\|A^{\top} A\right\| \cdot\left\|\left(A^{\top} A\right)^{-1}\right\|=\left(\|A\| \cdot\left\|A^{-1}\right\|\right)^{2} \tag{4}
\end{equation*}
$$

The latter quantity is the square of the aspect ratio of the ellipsoid $A(\mathbb{B}):=\{A x: x \in$ $\left.\mathbb{R}^{n},\|x\|_{2} \leq 1\right\}$ since $\|A\|$ and $1 /\left\|A^{-1}\right\|$ are respectively the radii of the smallest ball that contains $A(\mathbb{B})$ and the largest ball contained in $A(\mathbb{B})$.

The condition number $L_{f} / \mu_{f}$ also bounds the linear convergence rate of the gradient descent algorithm for the unconstrained minimization problem

$$
\bar{f}=\min _{x \in \mathbb{R}^{m}} f(x)
$$

More precisely, for a suitable choice of step sizes the iterates $x_{k}, k=0,1, \ldots$ generated
by the gradient descent algorithm satisfy

$$
\left\|\bar{X}-x_{k}\right\|_{2}^{2} \leq\left(1-\frac{\mu_{f}}{L_{f}}\right)^{k}\left\|\bar{X}-x_{0}\right\|_{2}^{2}
$$

and

$$
f\left(x_{k}\right)-\bar{f} \leq \frac{L_{f}}{2}\left(1-\frac{\mu_{f}}{L_{f}}\right)^{k}\left\|\bar{X}-x_{0}\right\|_{2}^{2}
$$

where $\bar{X}:=\left\{x \in \mathbb{R}^{n}: f(x)=\bar{f}\right\}$ and $\|\bar{X}-x\|_{2}=\inf _{y \in \bar{X}}\|y-x\|_{2}$. The articles [17, 22, 39, 49, 50, 53, 54], among others, discuss the above type of linear convergence and a number of interesting related developments. In particular, Necoara, Nesterov and Glineur [50] establish linear convergence properties for a wide class of first-order methods under assumptions that are relaxations of strong convexity.

However, the condition number of a convex function alone is unfit to describe the performance of some optimization algorithms including the away step variant of the Frank-Wolfe algorithm. At each iteration $k$, the Frank-Wolfe algorithm selects its search direction by minimizing the first-order Taylor approximation of the objective function over the feasible set. Formally, for $k=0,1,2, \ldots$, the algorithm selects $d_{k}$ according to the rule

$$
\begin{aligned}
v_{k} & =\min _{y \in X}\left[f\left(x_{k}\right)+\left\langle\nabla f\left(x_{k}\right), y-x_{k}\right\rangle\right] \\
d_{k} & =v_{k}-x_{k}
\end{aligned}
$$

To ensure a linear convergence rate when the objective is strongly convex, the away step variant of the Frank-Wolfe algorithm is usually used in place of the basic algorithm. As $[60,6,42]$ show, the linear convergence rates for the away step variant of Frank-Wolfe depend on constants informed not only by characteristics of the objective function, but also the geometry of the feasible set induced by the norm of choice.

This joint dependence on the function and the domain is the inspiration for our theme in chapter 3 . The theme of this research line is relative condition numbers, condition numbers for constrained convex optimization that depend on the objective function, the underlying domain, and a distance-like function on the underlying domain. In chapter 3, which is based on the paper [32] written jointly with Prof. Javier Peña, we propose a relative smoothness constant $L_{f, X, D}$ and a relative strong convexity constant $\mu_{f, X, D}$ of the function $f$ relative to the pair ( $X, D$ ) where $X \subseteq \operatorname{dom}(f)$ is a convex set, and $D: X \times X \rightarrow \mathbb{R}_{+}$is a distance-like function, that is, $D(y, x) \geq 0$ and $D(x, x)=0$ for all $x, y \in X$. Our main results highlight the tight connection between the relative constants and geometric features of the set $X$. In particular, we consider functions of the form $f=g \circ A$ for some matrix $A \in \mathbb{R}^{m \times n}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$. For functions of this form, we provide characterizations and bounds on $L_{f, X, D}$ and $\mu_{f, X, D}$ in terms of $L_{g}$ and $\mu_{g}$, and geometric properties of the pair $(A, X)$.

The relative constants $L_{f, X, D}$ and $\mu_{f, X, D}$ are defined globally. In particular, they do not depend on any specific point in $X$. We consider several variants of relative
strong convexity following the constructions of Necoara, Nesterov and Glineur [50]. In particular, we define a relative quasi-strong convexity constant $\mu_{f, X, D}^{\star}$ and a $D$ functional growth constant $\mu_{f, X, D}^{\sharp}$. See Definition 5 and equation (3.9). Unlike $\mu_{f, X, D}$, the constants $\mu_{f, X, D}^{\star}$ and $\mu_{f, X, D}^{\sharp}$ depend on the set of minimizers $\bar{X}$ of $f$ on $X$. We show that relative quasi-strong convexity is a relaxation of relative strong convexity. We also show that under suitable assumptions $D$-functional growth is a relaxation of quasi-strong convexity. Not surprisingly, there are classes of non-strongly convex functions for which the constant $\mu_{f, X, D}^{\sharp}$ is positive while $\mu_{f, X, D}$ and $\mu_{f, X, D}^{\star}$ may not be. (See Theorem 11.)

We show that the relative condition number $L_{f, X, D} / \mu_{f, X, D}$ and some related quantities readily yield a linear convergence rate for the mirror descent algorithm for the constrained minimization problem

$$
\begin{equation*}
\bar{f}=\min _{x \in X} f(x) \tag{5}
\end{equation*}
$$

Furthermore, we show that a similar relative condition number also yields a linear convergence rate for a version of the Frank-Wolfe algorithm with away steps when the set $X$ is a polytope.

We should note that the linear convergence of the mirror descent algorithm, FrankWolfe algorithm with away steps, and other first-order methods have been previously established in $[6,42,48,50,54,60,69]$ under various kinds of assumptions. Our approach based on the relative condition number shows that the linear convergence of the mirror descent algorithm (Propositions 8 and 9) holds for a sharper rate and under conditions that are weaker than those assumed in [48, 69]. Our approach based on the relative condition number yields a proof of linear convergence for the Frank-Wolfe algorithm with away steps that is significantly shorter, simpler, and more general than the ones previously presented in $[6,42,60]$. In particular, our most general statement of linear convergence for the Frank-Wolfe algorithm with away steps (Proposition 10) is at least as sharp or sharper than the linear convergence statements in [6, 42, 60].

Our work in chapter 3 draws on and connects several seemingly unrelated threads of research on first-order methods $[4,6,42,48,50,60,69]$ and on condition measures for convex optimization $[25,24,28,27,44,56,58,63,64]$. Our construction of $L_{f, X, D}$ and $\mu_{f, X, D}$ is inspired by and closely related to the work of Lu , Freund, and Nesterov [48] and of Bauschke, Bolte, and Teboulle [4, 69]. Lu et al. [48] extend the concepts of smoothness and strong convexity constants by considering them relative to a reference function $h$, see [48, Definition 1.1 and 1.2]. Our construction is identical to theirs in the special case when the distance function is the Bregman distance function $D_{h}$ associated to the reference function $h$ and the function $f$ is strictly convex. Bauschke, Bolte, and Teboulle [4] define a concept of Lipschitz-like condition that is equivalent to smoothness relative to a reference function. Our construction of $L_{f, X, D}$ and $\mu_{f, X, D}$ is also related to the away curvature constant and geometric strong convexity constant proposed by Lacoste-Julien and Jaggi in [42, Appendix C]. Our constructions of D-functional growth, and relative quasi strong convexity are natural extensions of analogous con-
cepts proposed by Necoara, Nesterov, and Glineur [50] to unveil relaxations of strong convexity that ensure the linear convergence of first-order methods. Our $D$-functional growth is in the same spirit as a quadratic growth approach used by Beck and Shtern [6] to established the linear convergence of a conditional gradient algorithm with away steps for non-strongly convex functions.

In contrast to the approaches in $[6,42,48,50,60]$, our construction of the relative condition constants applies to any pair $(X, D)$ of reference set and distance function. Our main results (Section 3.3 and Section 3.4) reveal some interesting insights when $D$ is a squared norm. We establish a close connection between our relative conditioning approach and the conditioning of linear conic systems pioneered by Renegar [63, 64] and further developed by a number of authors [19, 25, 24, 28, 27, 44, 56, 58, 57]. We especially draw on ideas developed in the recent paper [57]. We note that consistent with our construction of the relative constants $L_{f, X, D}, \mu_{f, X, D}, \mu_{f, X, D}^{\star}, \mu_{f, X, D}^{\sharp}$, all of our results concerning them scale appropriately, that is, they scale by $\lambda$ whenever the objective function $f$ is replaced by $\tilde{f}=\lambda f$ for some constant $\lambda>0$. In particular, the relative condition number $L_{f, X, D} / \mu_{f, X, D}$ and all of our bounds on it are invariant under positive scaling of $f$. Due to the dependence of these constants on geometric properties of the pair $(X, D)$, they are not invariant under rescalings of $X$.

## Rescaling

In contrast to first-order methods, second-methods trade low cost iterates for fast convergence rates. Newton's method, the canonical second-order method, can be viewed as a gradient descent algorithm that incorporates a Hessian-based rescaling of the objective function's level sets. This straightforward enhancement yields local quadratic convergence for well-conditioned problem instances. In this light, it seems reasonable to ask if periodic rescaling or reconditioning can improve the convergence rate of firstorder methods. Rescaling to improve the complexity of first-order methods for solving linear feasibility problems is the third theme of this thesis. We pay specific attention to the Projection and Rescaling algorithm of Peña and Soheili [61].

A projection method seeks to solve the linear feasibility problem

$$
\begin{equation*}
\text { Find } x \in L \cap \mathbb{R}_{++}^{n}, \tag{6}
\end{equation*}
$$

where $L$ is a subspace of $\mathbb{R}^{n}$. Typically this problem is recast as

$$
\begin{equation*}
\text { Find } x \text { such that } P_{L} x>0 \tag{7}
\end{equation*}
$$

A projection method is a first-order method that iteratively reduces the value of $\left\|P_{L} x\right\|$ until a feasible point is reached or a certificate of infeasibility is discovered. The Von Neumann and Perceptron algorithms, which can be viewed as special cases of the Frank-Wolfe algorithm, are well-known instances of projection methods. Convergence analyses for projection methods usually rely upon condition numbers that measure how "deeply interior" points in $L$ are to the cone $\mathbb{R}_{+}^{n}[19,12,38]$.

In the case of a poorly conditioned system, i.e. one for which points in $L$ are not "deeply interior" to $\mathbb{R}_{+}^{n}$, it is desirable to recondition the system to improve the complexity of projection methods. Rescaling provides a popular and modern enhancement that preconditions problems for projection methods. A rescaling step rescales the ambient space such that the condition number improves, i.e. points in $L$ become more deeply interior. Peña and Soheili [61] introduce the Projection and Rescaling algorithm, which extends an algorithm by Chubanov [20], to solve the linear feasibility problem. This is a two-step algorithm that alternates between the limited execution of a projection method, referred to in this context as the basic procedure, and a rescaling of the ambient space determined by the basic procedure's output.

Recent literature has attempted to improve or extend the projection and rescaling procedure in many ways. Some authors have attempted to extend the projection and rescaling algorithm to other settings and using different progress measures. The paper [40] extends the algorithm to the setting in which $\mathbb{R}_{+}^{n}$ is replaced with the secondorder cone while [46] extends it to the setting where $\mathbb{R}_{+}^{n}$ is replaced with a general symmetric cone. Other authors have attempted to enhance the basic procedure to improve the complexity of the algorithm. In particular [66], produces a modified basic procedure that reduces the iteration bound for Chubanov's original projection and rescaling algorithm by a factor of 5 .

In chapter 4, based on the forthcoming paper [30], we propose enhancements to three of the four Von Neumann/Perceptron basic procedures in [61] to improve the complexity of the basic procedures from $O\left(n^{4} m\right)$ to $O\left(n^{2} m^{3}\right)$ operations: a significant improvement when $m \ll n$ where $m$ is the dimension of $L$. Our enhancements depend on an algorithmic implementation of Carathéodory's Theorem. Moreover, the implementation of this technique strongly resembles the revised Simplex method.

## Chapter 1

## Acceleration, Part I: Convergence Rates of Proximal Gradient Methods via the Convex Conjugate

### 1.1 Introduction

In this chapter, we give a unified derivation of the convergence rates of the proximal gradient, accelerated proximal gradient, and proximal subgradient algorithms for the composite convex minimization problem (1). The central results of this chapter (Theorems 1-3) are upper bounds on the iterates generated by the non-accelerated proximal gradient, accelerated proximal gradient, and proximal subgradient methods. The expressions in the three upper bounds (see (1.6), (1.9), and (1.14)) as well as their proofs (see section 1.4) are strikingly similar. They highlight the commonalities and differences of the three methods. The upper bounds are constructed via the convex conjugate of the objective function. Theorem 1 and Theorem 2 readily yield the widely known $\mathcal{O}(1 / k)$ and $\mathcal{O}\left(1 / k^{2}\right)$ convergence rates of the proximal gradient and accelerated proximal gradient algorithms for (1) when the smooth component $f$ has Lipschitz gradient and the step sizes are chosen judiciously. The convex conjugate approach underlying Theorems 1 and 2 also extend to a proximal subgradient algorithm when the component $f$ is merely convex but not necessarily smooth. (See Algorithm 2 and Theorem 3.) This extension automatically yields a novel derivation of both classical [53, Theorem 3.2.2] as well as modern convergence rates [29, Theorem 5] for the projected subgradient algorithm.

We should note that in contrast to the classical proofs of the iconic convergence rates $\mathcal{O}(1 / k)$ for proximal gradient, $\mathcal{O}\left(1 / k^{2}\right)$ for accelerated proximal gradient, and $\mathcal{O}(1 / \sqrt{k})$ for projected subgradient algorithms, our central results, namely Theorems 1-3 require substantially weaker assumptions. More precisely, Theorems 1-3 hold under suitable assumptions on the step sizes and momentum steps but do not require any Lipschitz condition on the components of the objective function or on their gradients.

As a consequence, for the proximal gradient method Theorem 1 guarantees convergence of the iterates' objective values to optimality in the absence of Lipschitz continuity provided the step sizes are not summable. Similarly, for the accelerated proximal gradient Theorem 2 guarantees the same type of convergence under an even milder boundedness condition. Finally, Theorem 3 yields convergence results of similar flavor for the projected subgradient method provided the subgradient oracle satisfies a fairly mild and general steepness condition.

Throughout the chapter we assume that $\mathbb{R}^{n}$ is endowed with an inner product $\langle\cdot, \cdot\rangle$ and that $\|\cdot\|$ denotes the corresponding Euclidean norm.

### 1.2 Proximal Gradient and Accelerated Proximal Gradient Methods

Let $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ be a closed convex function such that the proximal map (2) is computable and let $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ be a differentiable convex function such that $\operatorname{dom}(\Psi) \subseteq \operatorname{dom}(f)$. Let $\phi:=f+\Psi$ and consider the problem (1) that can be rewritten as

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} \phi(x) \tag{1.1}
\end{equation*}
$$

Algorithm 1 describes a template of a proximal gradient algorithm for (1.1).

```
Algorithm 1 Template for proximal gradient method
    input: \(x_{0} \in \operatorname{dom}(f)\)
    \(y_{0}:=x_{0} ; \theta_{0}:=1\)
    for \(k=0,1,2, \ldots\) do
        pick \(t_{k}>0\)
        \(x_{k+1}:=\operatorname{Prox}_{t_{k}}\left(y_{k}-t_{k} \nabla f\left(y_{k}\right)\right)\)
        pick \(\theta_{k+1} \in(0,1]\)
        \(y_{k+1}:=x_{k+1}+\frac{\theta_{k+1}\left(1-\theta_{k}\right)}{\theta_{k}}\left(x_{k+1}-x_{k}\right)\)
    end for
```

Step 7 of Algorithm 1 incorporates a momentum step. The non-accelerated proximal gradient method is obtained by choosing $\theta_{k+1}=1$ in Step 6. In this case Step 7 simply sets $y_{k+1}=x_{k+1}$ and does not incorporate any momentum. Other choices of $\theta_{k+1} \in(0,1]$ yield accelerated versions of the proximal gradient method. In particular, the FISTA algorithm in [8] is obtained by choosing $\theta_{k+1} \in(0,1]$ via the rule $\theta_{k+1}^{2}=\theta_{k}^{2}\left(1-\theta_{k+1}\right)$. In this case $\theta_{k} \in(0,1)$ for $k \geq 1$ and there is a non-trivial momentum term in Step 7. Algorithm 1 implicitly assumes that the choice of $\theta_{k+1}$ in Step 6 is so that the point $y_{k+1}$ in Step 7 satisfies $y_{k+1} \in \operatorname{dom}(f)$. This holds provided dom $(f)$ is sufficiently larger than $\operatorname{dom}(\Psi)$.

The main results in this chapter are Theorem 1 and its variant Theorem 2 below which subsume the widely known convergence rates $\mathcal{O}(1 / k)$ and $\mathcal{O}\left(1 / k^{2}\right)$ of the prox-
imal gradient and accelerated proximal gradient algorithms under suitable choices of $t_{k}, \theta_{k}, k=0,1, \ldots$.

Theorem 1 relies on a suitably constructed sequence $z_{k} \in \mathbb{R}^{n}, k=1,2, \ldots$ The construction of $z_{k} \in \mathbb{R}^{n}, k=1,2, \ldots$ in turn is motivated by the identity (1.3) below.

Consider Step 5 in Algorithm 1, namely

$$
\begin{equation*}
x_{k+1}=\operatorname{Prox}_{t_{k}}\left(y_{k}-t_{k} \nabla f\left(y_{k}\right)\right)=\underset{x \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\Psi(x)+\frac{1}{2 t_{k}}\left\|x-\left(y_{k}-t_{k} \nabla f\left(y_{k}\right)\right)\right\|^{2}\right\} . \tag{1.2}
\end{equation*}
$$

The optimality conditions for (1.2) can be written as

$$
g_{k}^{\Psi}+\frac{1}{t_{k}}\left(x_{k+1}-\left(y_{k}-t_{k} \nabla f\left(y_{k}\right)\right)\right)=0
$$

for some $g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$. These conditions imply that

$$
x_{k+1}=y_{k}-t_{k} \cdot g_{k}
$$

where $g_{k}:=g_{k}^{f}+g_{k}^{\Psi}$ for $g_{k}^{f}:=\nabla f\left(y_{k}\right)$ and for some $g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$. Thus Step 5 and Step 7 of Algorithm 1 imply that for $k=0,1, \ldots$

$$
\frac{y_{k+1}-\left(1-\theta_{k+1}\right) x_{k+1}}{\theta_{k+1}}=\frac{x_{k+1}-\left(1-\theta_{k}\right) x_{k}}{\theta_{k}}=\frac{y_{k}-\left(1-\theta_{k}\right) x_{k}}{\theta_{k}}-\frac{t_{k}}{\theta_{k}} g_{k} .
$$

Since $\theta_{0}=1$ and $y_{0}=x_{0}$, it follows that for $k=1,2, \ldots$

$$
\begin{equation*}
\frac{y_{k}-\left(1-\theta_{k}\right) x_{k}}{\theta_{k}}=x_{0}-\sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}} g_{i} \Leftrightarrow\left(1-\theta_{k}\right)\left(y_{k}-x_{k}\right)=\theta_{k}\left(x_{0}-y_{k}-\sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}} g_{i}\right) . \tag{1.3}
\end{equation*}
$$

As it is customary, we will assume that the step sizes $t_{k}$ chosen at Step 4 in Algorithm 1 satisfy the following decrease condition

$$
\begin{align*}
\phi\left(x_{k+1}\right) & \leq \min _{x \in \mathbb{R}^{n}}\left\{f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x-y_{k}\right\rangle+\frac{1}{2 t_{k}}\left\|x-y_{k}\right\|^{2}+\Psi(x)\right\}  \tag{1.4}\\
& =f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2} .
\end{align*}
$$

The condition (1.4) holds in particular when $\nabla f$ is Lipschitz and $t_{k}, k=0,1, \ldots$ are chosen via a standard backtracking procedure. Observe that (1.4) implies $\phi\left(x_{k+1}\right) \leq$ $\phi\left(y_{k}\right)$.

The proof of theorem 1 relies on the convex conjugate function. The algorithm does not require the computation of this function. Recall that if $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is a convex function then its convex conjugate $h^{*}: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is defined as

$$
h^{*}(z)=\sup _{x \in \mathbb{R}^{n}}\{\langle z, x\rangle-h(x)\} .
$$

Theorem 1. Suppose $\theta_{k} \in(0,1], k=0,1,2, \ldots$ and the step sizes $t_{k}>0, k=$ $0,1,2, \ldots$ are such that (1.4) holds. Let $x_{k} \in \mathbb{R}^{n}, k=1,2, \ldots$ be the iterates generated by Algorithm 1. Let $z_{k} \in \mathbb{R}^{n}, k=1,2 \ldots$ be as follows

$$
\begin{equation*}
z_{k}:=\frac{\sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}} g_{i}}{\sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}}} . \tag{1.5}
\end{equation*}
$$

Then for $k=1,2, \ldots$

$$
\begin{equation*}
\mathrm{LHS}_{k} \leq-\phi^{*}\left(z_{k}\right)+\left\langle z_{k}, x_{0}\right\rangle-\frac{\sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}}}{2}\left\|z_{k}\right\|^{2} \tag{1.6}
\end{equation*}
$$

where $\mathrm{LHS}_{k}$ is as follows depending on the choice of $\theta_{k} \in(0,1]$ and $t_{k}>0$.
(a) When $\theta_{k}=1, k=0,1, \ldots$ let

$$
\mathrm{LHS}_{k}:=\frac{\sum_{i=0}^{k} t_{i} \phi\left(x_{i+1}\right)}{\sum_{i=0}^{k} t_{i}}
$$

(b) When $t_{k}=1 / L, k=0,1, \ldots$ for some positive constant $L$ and $\theta_{k}, k=0,1,2, \ldots$ are chosen via $\theta_{0}=1$ and $\theta_{k+1}^{2}=\theta_{k}^{2}\left(1-\theta_{k+1}\right), k=0,1, \ldots$ let

$$
\mathrm{LHS}_{k}=\phi\left(x_{k}\right) .
$$

Theorem 1 readily implies that in both case (a) and case (b)

$$
\begin{aligned}
\mathrm{LHS}_{k} & \leq \inf _{u \in \mathbb{R}^{n}}\left\{\phi(u)-\left\langle z_{k}, u\right\rangle\right\}+\min _{u \in \mathbb{R}^{n}}\left\{\left\langle z_{k}, u\right\rangle+\frac{1}{2 \cdot \sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}}}\left\|u-x_{0}\right\|^{2}\right\} \\
& \leq \inf _{u \in \mathbb{R}^{n}}\left\{\phi(u)+\frac{1}{2 \cdot \sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}}}\left\|u-x_{0}\right\|^{2}\right\} \\
& \leq \phi(x)+\frac{1}{2 \cdot \sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}}}\left\|x-x_{0}\right\|^{2}
\end{aligned}
$$

for all $x \in \mathbb{R}^{n}$.
Let $\bar{\phi}$ and $\bar{X}$ respectively denote the optimal value and set of optimal solutions to (1.1). If $\bar{\phi}$ is finite and $\bar{X}$ is nonempty then in both case (a) and case (b) of Theorem 1 we get

$$
\begin{equation*}
\phi\left(x_{k}\right)-\bar{\phi} \leq \frac{\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2 \cdot \sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}}} \tag{1.7}
\end{equation*}
$$

Suppose $t_{k} \geq 1 / L, k=0,1,2, \ldots$ for some constant $L>0$. This holds in particular for $L:=\max \left\{L_{0}, L_{f} / \alpha\right\}$ if $\nabla f$ is $L_{f}$-Lipschitz and $t_{k}$ is chosen via the following standard type of backtracking procedure: pick $t_{k}=1 / L_{0}$ for some $L_{0}>0$ and scale $t_{k}$ by $\alpha \in(0,1)$ until (1.4) holds for $x_{k+1}=\operatorname{Prox}_{t_{k}}\left(y_{k}-t_{k} \nabla f\left(y_{k}\right)\right)$. Then inequality (1.7) yields the following known convergence bound for the proximal gradient method

$$
\phi\left(x_{k}\right)-\bar{\phi} \leq \frac{L \cdot \operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2 k}
$$

On the other hand, suppose $t_{k}=1 / L, k=0,1,2, \ldots$ for some constant $L>0$ and $\theta_{k}, k=0,1,2, \ldots$ are chosen via $\theta_{0}=1$ and $\theta_{k+1}^{2}=\theta_{k}^{2}\left(1-\theta_{k+1}\right)$. Then a straightforward induction shows that

$$
\begin{equation*}
\sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}}=\left(1-\theta_{k}\right) \sum_{i=0}^{k} \frac{t_{i}}{\theta_{i}}=\frac{1}{L \theta_{k-1}^{2}} . \tag{1.8}
\end{equation*}
$$

The conditions $\theta_{0}=1, \theta_{k+1}^{2}=\theta_{k}^{2}\left(1-\theta_{k+1}\right)$ and an additional induction show that $\theta_{k-1}^{2} \leq 4 /(k+1)^{2}, k=1,2, \ldots$. Thus Theorem $1(\mathrm{~b})$, inequality (1.7), and equation (1.8) yield the following known convergence bound for the accelerated proximal gradient method

$$
\phi\left(x_{k}\right)-\bar{\phi} \leq \frac{2 L \cdot \operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{(k+1)^{2}}
$$

Although Theorem 1 yields the iconic $\mathcal{O}\left(1 / k^{2}\right)$ convergence rate of the accelerated proximal gradient algorithm, it applies under the somewhat restrictive conditions as stated in case (b) above. In particular, case (b) does not cover the more general case when $t_{k}, k=0,1, \ldots$ are chosen via backtracking as in the FISTA with backtracking algorithm in [8]. The convergence rate in this case, namely [8, Theorem 4.4] is a consequence of Theorem 2 below. Theorem 2 is a variant of Theorem 1(b) that applies to more flexible choices of $t_{k}, \theta_{k}, k=0,1, \ldots$ In particular, Theorem 2 applies to the popular choice $\theta_{k}=\frac{2}{k+2}, k=0,1, \ldots$.

Theorem 2. Suppose $\bar{\phi}=\min _{x \in \mathbb{R}^{n}} \phi(x)$ is finite, $\theta_{k} \in(0,1], k=0,1,2, \ldots$ satisfy $\theta_{0}=1$ and $\theta_{k+1}^{2} \geq \theta_{k}^{2}\left(1-\theta_{k+1}\right)$, and the step sizes $t_{k}>0, k=0,1,2, \ldots$ are non-increasing and such that (1.4) holds. Let $x_{k} \in \mathbb{R}^{n}, k=1,2, \ldots$ be the iterates generated by Algorithm 1. Let $z_{k} \in \mathbb{R}^{n}, k=1,2, \ldots$ be as follows

$$
z_{k}=\frac{\theta_{k-1}^{2}}{t_{k-1}} \cdot \sum_{i=0}^{k-1} \frac{t_{i}}{\theta_{i}} g_{i}
$$

Then for $k=1,2, \ldots$

$$
\begin{equation*}
\phi\left(x_{k}\right)-\bar{\phi} \leq-\left(R_{k} \cdot(f-\bar{\phi})\right)^{*}\left(z_{k}\right)+\left\langle z_{k}, x_{0}\right\rangle-\frac{t_{k-1}}{2 \theta_{k-1}^{2}}\left\|z_{k}\right\|^{2} \tag{1.9}
\end{equation*}
$$

where $R_{1}=1$ and $R_{k+1}=\frac{t_{k-1}}{t_{k}} \cdot \frac{\theta_{k}^{2}}{\theta_{k-1}^{2}\left(1-\theta_{k}\right)} \cdot R_{k} \geq 1, k=1,2, \ldots$ In particular, if $\bar{X}=\left\{x \in \mathbb{R}^{n}: \phi(x)=\bar{\phi}\right\}$ is nonempty then

$$
\phi\left(x_{k}\right)-\bar{\phi} \leq \inf _{u \in \mathbb{R}^{n}}\left\{R_{k} \cdot(\phi(u)-\bar{\phi})+\frac{\theta_{k-1}^{2}}{2 t_{k-1}}\left\|u-x_{0}\right\|^{2}\right\} \leq \frac{\theta_{k-1}^{2} \cdot \operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2 t_{k-1}}
$$

Suppose the step sizes $t_{k}, k=0,1,2, \ldots$ are non-increasing, satisfy (1.4), and $t_{k} \geq 1 / L, k=0,1,2, \ldots$ for some constant $L>0$. This holds in particular when $\nabla f$ is Lipschitz and $t_{k}$ is chosen via a suitable backtracking procedure as the one in [8]. If $\theta_{0}=1$ and $\theta_{k+1}^{2} \geq \theta_{k}^{2}\left(1-\theta_{k+1}\right), k=0,1, \ldots$ then Theorem 2 implies that

$$
\phi\left(x_{k}\right)-\bar{\phi} \leq \frac{L \theta_{k-1}^{2} \cdot \operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2}
$$

If $\theta_{k+1}^{2}=\theta_{k}^{2}\left(1-\theta_{k+1}\right), k=0,1, \ldots$ or $\theta_{k}=2 /(k+2), k=0,1, \ldots$ then $\theta_{k-1}^{2} \leq 4 /(k+1)^{2}$ and so

$$
\phi\left(x_{k}\right)-\bar{\phi} \leq \frac{2 L \cdot \operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{(k+1)^{2}}
$$

We conclude this section by noting other immediate and interesting consequences of Theorem 1 and Theorem 2. Observe that these two theorems rely only on some assumptions on the step sizes $t_{k}, k=0,1,2, \ldots$ and on the momentum steps $\theta_{k}, k=0,1,2, \ldots$. Unlike classical proofs of convergence for the proximal gradient and accelerated proximal gradient algorithms, Theorem 1 and Theorem 2 do not require $\nabla f$ to be Lipschitz continuous. As a consequence, the iterates generated by Algorithm 1 satisfy $\phi\left(x_{k}\right) \rightarrow \bar{\phi}$ for a broader class of functions. In particular, consider the special case when $\Psi=0$ and $\nabla f$ satisfies the following type of Hölder continuity: there exist constants $L$ and $v \in(0,1]$ such that for all $x, y \in \mathbb{R}^{n}$

$$
\|\nabla f(y)-\nabla f(x)\| \leq L\|x-y\|^{v}
$$

In this case $\phi=f$ and some straightforward calculations show that for all $x, y \in \mathbb{R}^{n}$

$$
\phi(y) \leq \phi(x)+\langle\nabla \phi(x), y-x\rangle+\frac{L}{1+v}\|y-x\|^{1+v}
$$

Thus a standard backtracking procedure guarantees that the stepsize $t_{k}$ at each main iteration of Algorithm 1 can be chosen so that (1.4) holds and

$$
\begin{equation*}
t_{k} \geq C \cdot\left\|\nabla \phi\left(y_{k}\right)\right\|^{\frac{1-v}{v}} \tag{1.10}
\end{equation*}
$$

for some constant $C>0$. When $\theta_{k}=1, k=1,2, \ldots$ inequality (1.4) implies that the sequences $\phi\left(x_{k}\right), k=0,1,2, \ldots$ and $\operatorname{dist}\left(x_{k}, \bar{X}\right), k=0,1,2, \ldots$ are non-increasing. Thus in that case the convexity of $f$ implies that

$$
\begin{equation*}
\phi\left(x_{k}\right)-\bar{\phi} \leq\left\|\nabla \phi\left(x_{k}\right)\right\| \cdot \operatorname{dist}\left(x_{k}, \bar{X}\right) \leq\left\|\nabla \phi\left(x_{k}\right)\right\| \cdot \operatorname{dist}\left(x_{0}, \bar{X}\right) \tag{1.11}
\end{equation*}
$$

Combining equation (1.10), equation (1.11), Theorem 1 , and the fact that $\phi\left(x_{k}\right), k=$ $0,1,2, \ldots$ is non-increasing, we see that $\phi\left(x_{k}\right) \rightarrow \bar{\phi}$ and $\nabla \phi\left(x_{k}\right) \rightarrow 0$ when $\theta_{k}=1, k=$ $1,2, \ldots$.

Theorem 1 also implies that the iterates generated by Algorithm 1 satisfy $\phi\left(x_{k}\right) \rightarrow \bar{\phi}$ when $\theta_{k}=1, k=1,2, \ldots$ provided $\sum_{i=0}^{k} t_{i} \rightarrow \infty$. Similarly, Theorem 2 implies that the iterates generated by Algorithm 1 satisfy $\phi\left(x_{k}\right) \rightarrow \bar{\phi}$ when $\theta_{k+1}^{2} \geq \theta_{k}^{2}\left(1-\theta_{k+1}\right)$ provided $t_{k} / \theta_{k}^{2} \rightarrow \infty$. We note that the condition $\sum_{i=0}^{k} t_{i} \rightarrow \infty$ is implied by and therefore weaker than the popular Lipschitz continuity assumption on $\nabla f$. Likewise for the condition $t_{k} / \theta_{k}^{2} \rightarrow \infty$ when $\theta_{k}=2 /(k+2), k=0,1,2, \ldots$ or $\theta_{k+1}^{2}=\theta_{k}^{2}\left(1-\theta_{k+1}\right), k=$ $0,1,2, \ldots$.

### 1.3 Proximal Subgradient Method

Algorithm 2 describes a variant of Algorithm 1 for the case when $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is merely convex.

```
Algorithm 2 Proximal subgradient method
    input: \(x_{0} \in \operatorname{dom}(f)\)
    for \(k=0,1,2, \ldots\) do
        pick \(g_{k}^{f} \in \partial f\left(x_{k}\right)\) and \(t_{k}>0\)
        \(x_{k+1}:=\operatorname{Prox}_{t_{k}}\left(x_{k}-t_{k} g_{k}^{f}\right)\)
    end for
```

When $\Psi$ is the indicator function $I_{C}$ of a closed convex set $C \subseteq \operatorname{dom}(f)$, Step 4 in Algorithm 2 can be rewritten as $x_{k+1}=\underset{x \in C}{\operatorname{argmin}}\left\|x_{k}-t_{k} \cdot g_{k}^{f}-x\right\|=P_{C}\left(x_{k}-t_{k} \cdot g_{k}^{f}\right)$, where $P_{C}$ is the projection onto the set $C$. Hence when $\Psi=I_{C}$ Algorithm 2 becomes the projected subgradient method for

$$
\begin{equation*}
\min _{x \in C} f(x) . \tag{1.12}
\end{equation*}
$$

The classical convergence rate for the projected subgradient method is an immediate consequence of Theorem 3 as we detail below. Observe that

$$
x_{k+1}=\operatorname{Prox}_{t_{k}}\left(x_{k}-t_{k} g_{k}^{f}\right) \Leftrightarrow x_{k+1}=x_{k}-t_{k} \cdot g_{k}
$$

where $g_{k}=g_{k}^{f}+g_{k}^{\Psi}$ for some $g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$. Next, let $z_{k} \in \mathbb{R}^{n}, k=0,1,2 \ldots$ be as follows

$$
\begin{equation*}
z_{k}=\frac{\sum_{i=0}^{k} t_{i} g_{i}}{\sum_{i=0}^{k} t_{i}} \tag{1.13}
\end{equation*}
$$

Theorem 3. Let $x_{k} \in \mathbb{R}^{n}, k=0,1,2, \ldots$ be the sequence of iterates generated by Algorithm 2 and let $z_{k} \in \mathbb{R}^{n}, k=0,1,2 \ldots$ be defined by (1.13). Then for $k=$ $0,1,2, \ldots$

$$
\begin{align*}
& \frac{\sum_{i=0}^{k} t_{i}\left(f\left(x_{i}\right)+\Psi\left(x_{i+1}\right)\right)+\frac{1}{2} \sum_{i=0}^{k} t_{i}^{2}\left(\left\|g_{i}^{\Psi}\right\|^{2}-\left\|g_{i}^{f}\right\|^{2}\right)}{\sum_{i=0}^{k} t_{i}} \\
& \quad \leq-f^{*}\left(z_{k}\right)+\left\langle z_{k}, x_{0}\right\rangle-\frac{\sum_{i=0}^{k} t_{i}}{2}\left\|z_{k}\right\|^{2} . \tag{1.14}
\end{align*}
$$

Let $C \subseteq \mathbb{R}^{n}$ be a nonempty closed convex set and $\Psi=I_{C}$. As noted above, in this case Algorithm 2 becomes the projected subgradient algorithm for problem (1.12). We next show that in this case Theorem 3 yields the classical convergence rates (1.16) and (1.17), as well and the modern and more general one (1.18) recently established by Grimmer [29, Theorem 5].

Suppose $\bar{f}=\min _{x \in C} f(x)$ is finite and $\bar{X}:=\{x \in C: f(x)=\bar{f}\}$ is nonempty. From Theorem 3 it follows that

$$
\begin{aligned}
& \frac{\sum_{i=0}^{k} t_{i} f\left(x_{i}\right)+\frac{1}{2} \sum_{i=0}^{k} t_{i}^{2}\left(\left\|g_{i}^{\Psi}\right\|^{2}-\left\|g_{i}^{f}\right\|^{2}\right)}{\sum_{i=0}^{k} t_{i}} \\
& \quad \leq \inf _{u \in C}\left\{f(u)-\left\langle z_{k}, u\right\rangle\right\}+\min _{u}\left\{\left\langle z_{k}, u\right\rangle+\frac{1}{2 \sum_{i=0}^{k} t_{i}}\left\|u-x_{0}\right\|^{2}\right\} \leq \bar{f}+\frac{\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2 \sum_{i=0}^{k} t_{i}} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\sum_{i=0}^{k} t_{i}\left(f\left(x_{i}\right)-\bar{f}\right) \leq \frac{\sum_{i=0}^{k} t_{i}^{2}\left(\left\|g_{i}^{f}\right\|^{2}-\left\|g_{i}^{\Psi}\right\|^{2}\right)+\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2} \tag{1.15}
\end{equation*}
$$

In particular, if $\|g\| \leq L$ for all $x \in C$ and $g \in \partial f(x)$ then (1.15) implies

$$
\begin{equation*}
\min _{i=0, \ldots, k}\left(f\left(x_{i}\right)-\bar{f}\right) \leq \frac{\sum_{i=0}^{k} t_{i}^{2} L^{2}+\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2 \sum_{i=0}^{k} t_{i}} \tag{1.16}
\end{equation*}
$$

Let $\alpha_{i}:=t_{i}\left\|g_{i}^{f}\right\|, i=0,1, \ldots$ Then Step 4 in Algorithm 2 can be rewritten as $x_{k+1}=$ $P_{C}\left(x_{k}-\alpha_{k} \cdot g_{k}^{f} /\left\|g_{k}^{f}\right\|\right)$ provided $\left\|g_{k}^{f}\right\|>0$, which occurs as long as $x_{k}$ is not an optimal solution to (1.12). If $\left\|g_{i}^{f}\right\|>0$ for $i=0,1, \ldots, k$ and $\|g\| \leq L$ for all $x \in C$ and $g \in \partial f(x)$ then (1.15) implies

$$
\begin{equation*}
\min _{i=0, \ldots, k}\left(f\left(x_{i}\right)-\bar{f}\right) \leq L \cdot \frac{\sum_{i=0}^{k} \alpha_{i}^{2}+\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2 \sum_{i=0}^{k} \alpha_{i}} \tag{1.17}
\end{equation*}
$$

Let $\mathcal{L}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$. According to the definition of Grimmer [29], the subgradient oracle for $f$ is $\mathcal{L}$-steep on $C$ if for all $x \in C$ and $g \in \partial f(x)$

$$
\|g\| \leq \mathcal{L}(f(x)-\bar{f})
$$

As discussed by Grimmer [29], $\mathcal{L}$-steepness is a more general condition than the traditional bound $\|g\| \leq L$ for $x \in C$ and $g \in \partial f(x)$ used above. Indeed, the latter bound is precisely $\mathcal{L}$-steepness for the constant function $\mathcal{L}(t)=L$ and holds when $f$ is $L$-Lipschitz on $C$. For another example of $\mathcal{L}$-steepness, consider the case when $C=\mathbb{R}^{n}$, and $f$ is differentiable on $\mathbb{R}^{n}$ and such that $\nabla f$ is $L$-Lipschitz. In this case it readily follows that

$$
\bar{f} \leq \min _{y}\left\{f(x)+\langle\nabla f(x), y-x\rangle+\frac{L}{2}\|y-x\|^{2}\right\}=f(x)-\frac{1}{2 L}\|\nabla f(x)\|^{2}
$$

Thus the subgradient oracle for $f$ is $\mathcal{L}$-steep for $\mathcal{L}(t)=\sqrt{2 L t}$. More generally, if $\nabla f$ is Hölder-continuous, that is, if there exist $L$ and $v>0$ such that for all $x, y \in \mathbb{R}^{n}$

$$
\|\nabla f(y)-\nabla f(x)\| \leq L\|x-y\|^{v}
$$

then

$$
\begin{aligned}
\bar{f} & \leq \min _{y}\left\{f(x)+\langle\nabla f(x), y-x\rangle+\frac{L}{1+v}\|y-x\|^{1+v}\right\} \\
& =f(x)-\frac{v}{1+v} \cdot \frac{1}{L^{\frac{1}{v}}}\|\nabla f(x)\|^{\frac{1+v}{v}} .
\end{aligned}
$$

Thus the subgradient oracle for $f$ is $\mathcal{L}$-steep for $\mathcal{L}(t)=\left((1+v)^{v} L t^{v} / v^{v}\right)^{1 /(1+v)}$.
Suppose the subgradient oracle for $f$ is $\mathcal{L}$-steep for some $\mathcal{L}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$. If $\alpha_{i}:=$ $t_{i}\left\|g_{i}^{f}\right\|>0$ for $i=0,1, \ldots, k$ then (1.15) implies

$$
\sum_{i=0}^{k} \alpha_{i} \cdot \frac{f\left(x_{i}\right)-\bar{f}}{\mathcal{L}\left(f\left(x_{i}\right)-\bar{f}\right)} \leq \frac{\sum_{i=0}^{k} \alpha_{i}^{2}+\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2}
$$

and thus

$$
\begin{equation*}
\min _{i=0, \ldots, k}\left(f\left(x_{i}\right)-\bar{f}\right) \leq \sup \left\{t: \frac{t}{\mathcal{L}(t)} \leq \frac{\sum_{i=0}^{k} \alpha_{i}^{2}+\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{2 \sum_{i=0}^{k} \alpha_{i}}\right\} \tag{1.18}
\end{equation*}
$$

For $\alpha_{i}=a / \sqrt{k+1}, i=0, \ldots, k$ with $a>0$ inequality (1.18) yields

$$
\begin{equation*}
\min _{i=0, \ldots, k}\left(f\left(x_{i}\right)-\bar{f}\right) \leq \sup \left\{t: \frac{t}{\mathcal{L}(t)} \leq \frac{1}{2 \sqrt{k+1}}\left(a+\frac{\operatorname{dist}\left(x_{0}, \bar{X}\right)^{2}}{a}\right)\right\} \tag{1.19}
\end{equation*}
$$

As we discussed above, when $f$ is $L$-Lipschitz on $C$ then the subgradient oracle is $\mathcal{L}$ steep for $\mathcal{L}(t)=L$. Hence inequality (1.19) yields the classical $\mathcal{O}(1 / \sqrt{k})$ convergence rate of the projected subgradient method. Furthermore, when $C=\mathbb{R}^{n}$ and $f$ is differentiable and $\nabla f$ is $L$-Lipschitz, then the subgradient oracle is $\mathcal{L}$-steep for $\mathcal{L}(t)=\sqrt{2 L t}$. Hence inequality (1.19) yields

$$
\begin{equation*}
\min _{i=0, \ldots, k}\left(f\left(x_{i}\right)-\bar{f}\right)=\mathcal{O}(1 / k) \tag{1.20}
\end{equation*}
$$

which matches the dependence on $k$ of the classical convergence rate of the gradient method. As noted by Grimmer [29], it is striking that (1.20) holds for Algorithm 2 which relies only on the availability of a subgradient oracle for $f$. However, we should note that the $\mathcal{O}(1 / k)$ rate attained by Algorithm 2 depends on the choice $\alpha_{i}=a / \sqrt{k+1}, i=0, \ldots, k$. In particular, (1.20) holds for a prescribed number $k$ of iterations and the constant in the $\mathcal{O}(1 / k)$ expression in (1.20) depends on how closely $a$ approximates $\operatorname{dist}\left(x_{0}, \bar{X}\right)$.

### 1.4 Proofs of Theorems 1, 2, and 3

Our convex conjugate-based analysis depends on standard convex analysis notation and results as presented in $[5,14,35,65]$. We will use the following properties of the convex conjugate.

Suppose $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is a convex function. Then

$$
\begin{equation*}
h^{*}(z)+h(x) \geq\langle z, x\rangle \tag{1.21}
\end{equation*}
$$

for all $z, x \in \mathbb{R}^{n}$, and equality holds if $z \in \partial h(x)$.
Suppose $f, \phi, \Psi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ are convex functions and $\phi=f+\Psi$. Then

$$
\begin{equation*}
\phi^{*}\left(z^{f}+z^{\Psi}\right) \leq f^{*}\left(z^{f}\right)+\Psi^{*}\left(z^{\Psi}\right) \text { for all } z^{f}, z^{\Psi} \in \mathbb{R}^{n} . \tag{1.22}
\end{equation*}
$$

Suppose $f: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+} \cup\{\infty\}$ is a convex function and $R \geq 1$. Then

$$
\begin{equation*}
(R \cdot f)^{*}(R z)=R \cdot\left(f^{*}(z)\right) \tag{1.23}
\end{equation*}
$$

and

$$
\begin{equation*}
(R \cdot f)^{*}(z) \leq f^{*}(z) \tag{1.24}
\end{equation*}
$$

## Proof of Theorem 1

We prove (1.6) by induction. To ease notation, let $\mu_{k}:=\frac{1}{\sum_{i=0}^{k-1} t_{i} / \theta_{i}}$ throughout this proof. For $k=1$ we have

$$
\begin{aligned}
\mathrm{LHS}_{1}=\phi\left(x_{1}\right) & \leq f\left(x_{0}\right)+\Psi\left(x_{1}\right)+\left\langle g_{0}^{\Psi}, x_{0}-x_{1}\right\rangle-\frac{t_{0}}{2}\left\|g_{0}\right\|^{2} \\
& =f\left(x_{0}\right)-\left\langle g_{0}^{f}, x_{0}\right\rangle+\Psi\left(x_{1}\right)-\left\langle g_{0}^{\Psi}, x_{1}\right\rangle+\left\langle g_{0}, x_{0}\right\rangle-\frac{t_{0}}{2}\left\|g_{0}\right\|^{2} \\
& =-f^{*}\left(g_{0}^{f}\right)-\Psi^{*}\left(g_{0}^{\Psi}\right)+\left\langle g_{0}, x_{0}\right\rangle-\frac{t_{0}}{2}\left\|g_{0}\right\|^{2} \\
& \leq-\phi^{*}\left(z_{1}\right)+\left\langle z_{1}, x_{0}\right\rangle-\frac{\left\|z_{1}\right\|^{2}}{2 \mu_{1}} .
\end{aligned}
$$

The first step follows from (1.4). The third step follows from (1.21) and $g_{0}^{f}=\nabla f\left(x_{0}\right)$, $g_{0}^{\Psi} \in \partial \Psi\left(x_{1}\right)$. The last step follows from (1.22), the choice of $z_{1}=g_{0}=g_{0}^{f}+g_{0}^{\Psi}$, and $\mu_{1}=1 / t_{0}$.

Suppose (1.6) holds for $k$ and let $\gamma_{k}=\frac{t_{k} / \theta_{k}}{\sum_{i=0}^{k} t_{i} / \theta_{i}}$. The construction (1.5) implies that

$$
\begin{aligned}
z_{k+1} & =\left(1-\gamma_{k}\right) z_{k}+\gamma_{k} g_{k} \\
\mu_{k+1} & =\left(1-\gamma_{k}\right) \mu_{k}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\left\langle z_{k+1}, x_{0}\right\rangle-\frac{\left\|z_{k+1}\right\|^{2}}{2 \mu_{k+1}}=\left(1-\gamma_{k}\right) & \left(\left\langle z_{k}, x_{0}\right\rangle-\frac{\left\|z_{k}\right\|^{2}}{2 \mu_{k}}\right) \\
& +\gamma_{k}\left(\left\langle g_{k}, x_{0}-\frac{z_{k}}{\mu_{k}}\right\rangle-\frac{\gamma_{k}}{2\left(1-\gamma_{k}\right) \mu_{k}}\left\|g_{k}\right\|^{2}\right) \tag{1.25}
\end{align*}
$$

In addition, the convexity of $\phi^{*}$, properties (1.21), (1.22), and $g_{k}^{f}=\nabla f\left(y_{k}\right), g_{k}^{\Psi} \in$ $\partial \Psi\left(x_{k+1}\right), g_{k}=g_{k}^{f}+g_{k}^{\Psi}$ imply

$$
\begin{align*}
-\phi^{*}\left(z_{k+1}\right) & \geq-\left(1-\gamma_{k}\right) \phi^{*}\left(z_{k}\right)-\gamma_{k} f^{*}\left(g_{k}\right)  \tag{1.26}\\
& \geq-\left(1-\gamma_{k}\right) \phi^{*}\left(z_{k}\right)-\gamma_{k}\left(f^{*}\left(g_{k}^{f}\right)+\Psi^{*}\left(g_{k}^{\Psi}\right)\right) \\
& =-\left(1-\gamma_{k}\right) \phi^{*}\left(z_{k}\right)-\gamma_{k}\left(\left\langle g_{k}^{f}, y_{k}\right\rangle-f\left(y_{k}\right)+\left\langle g_{k}^{\Psi}, x_{k+1}\right\rangle-\Psi\left(x_{k+1}\right)\right)
\end{align*}
$$

Let $\mathrm{RHS}_{k}$ denote the right-hand side in (1.6). From (1.25) and (1.26) it follows that

$$
\mathrm{RHS}_{k+1}-\left(1-\gamma_{k}\right) \mathrm{RHS}_{k} \geq \gamma_{k} \cdot D_{k}
$$

where

$$
D_{k}:=\left\langle g_{k}, x_{0}-y_{k}-\frac{z_{k}}{\mu_{k}}\right\rangle+f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle-\frac{\gamma_{k}}{2\left(1-\gamma_{k}\right) \mu_{k}}\left\|g_{k}\right\|^{2}
$$

Hence to complete the proof of (1.6) by induction it suffices to show that

$$
\begin{equation*}
\mathrm{LHS}_{k+1}-\left(1-\gamma_{k}\right) \mathrm{LHS}_{k} \leq \gamma_{k} \cdot D_{k} \tag{1.27}
\end{equation*}
$$

To that end, we consider case (a) and case (b) separately.
Case (a). In this case $\gamma_{k}=\frac{t_{k}}{\sum_{i=0}^{k} t_{i}}$ and $y_{k}=x_{k}$. Thus $\mu_{k}=\frac{1}{\sum_{i=0}^{k-1} t_{i}}, \frac{\gamma_{k}}{\left(1-\gamma_{k}\right) \mu_{k}}=t_{k}$, and $x_{0}-y_{k}-\frac{z_{k}}{\mu_{k}}=0$. Therefore

$$
\begin{aligned}
& \mathrm{LHS}_{k+1}-\left(1-\gamma_{k}\right) \mathrm{LHS}_{k} \\
& =\gamma_{k} \cdot \phi\left(x_{k+1}\right) \\
& \leq \gamma_{k}\left(f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2}\right) \\
& =\gamma_{k}\left(f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle-\frac{\gamma_{k}}{2\left(1-\gamma_{k}\right) \mu_{k}}\left\|g_{k}\right\|^{2}\right) \\
& =\gamma_{k} \cdot D_{k} .
\end{aligned}
$$

The second step follows from (1.4). The third and fourth steps follow from $\frac{\gamma_{k}}{\left(1-\gamma_{k}\right) \mu_{k}}=t_{k}$ and $x_{0}-y_{k}-\frac{z_{k}}{\mu_{k}}=0$ respectively. Thus (1.27) holds in case (a).
Case (b). In this case equation (1.8) yields $\gamma_{k}=\theta_{k}$ and $\frac{\gamma_{k}^{2}}{\left(1-\gamma_{k}\right) \mu_{k}}=t_{k}$. Therefore

$$
\begin{aligned}
& \mathrm{LHS}_{k+1}-\left(1-\gamma_{k}\right) \mathrm{LHS}_{k} \\
& =\phi\left(x_{k+1}\right)-\left(1-\gamma_{k}\right)\left(f\left(x_{k}\right)+\Psi\left(x_{k}\right)\right) \\
& \leq f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2} \\
& \quad-\left(1-\gamma_{k}\right)\left(f\left(y_{k}\right)+\left\langle g_{k}^{f}, x_{k}-y_{k}\right\rangle+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, x_{k}-x_{k+1}\right\rangle\right) \\
& = \\
& =\gamma_{k}\left(f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle\right)+\left(1-\gamma_{k}\right)\left\langle g_{k}, y_{k}-x_{k}\right\rangle-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2} \\
& = \\
& \gamma_{k} \cdot D_{k} .
\end{aligned}
$$

The second step follows from (1.4) and the convexity of $f$ and $\Psi$. The last step follows from $\theta_{k}=\gamma_{k}$, equation (1.3), and $\frac{\gamma_{k}^{2}}{\left(1-\gamma_{k}\right) \mu_{k}}=t_{k}$. Thus (1.27) holds in case (b) as well.

## Proof of Theorem 2

The proof of Theorem 2 is a modification of the proof of Theorem 1. Without loss of generality assume $\bar{\phi}=0$ as otherwise we can work with $\phi-\bar{\phi}$ in place of $\phi$. Again we prove (1.9) by induction. To ease notation, let $\mu_{k}:=\theta_{k-1}^{2} / t_{k-1}$ throughout this proof. For $k=1$ inequality (1.9) is identical to (1.6) since $R_{1}=1$ and $\theta_{0}=1$. Hence this case follows from the proof of Theorem 1 for $k=1$. Suppose (1.9) holds for $k$. Observe that

$$
\begin{aligned}
z_{k+1} & =\rho_{k}\left(1-\theta_{k}\right) z_{k}+\theta_{k} g_{k} \\
\mu_{k+1} & =\rho_{k}\left(1-\theta_{k}\right) \mu_{k}
\end{aligned}
$$

for $\rho_{k}:=\frac{R_{k+1}}{R_{k}}=\frac{t_{k-1}}{t_{k}} \cdot \frac{\theta_{k}^{2}}{\theta_{k-1}^{2}\left(1-\theta_{k}\right)}=\frac{\mu_{k+1}}{\mu_{k}\left(1-\theta_{k}\right)} \geq 1$. Next, proceed as in the proof of Theorem 1. First,

$$
\begin{align*}
& \left\langle z_{k+1}, x_{0}\right\rangle-\frac{\left\|z_{k+1}\right\|^{2}}{2 \mu_{k+1}}  \tag{1.28}\\
& =\rho_{k}\left(1-\theta_{k}\right)\left(\left\langle z_{k}, x_{0}\right\rangle-\frac{\left\|z_{k}\right\|^{2}}{2 \mu_{k}}\right)+\theta_{k} \cdot\left\langle g_{k}, x_{0}-\frac{z_{k}}{\mu_{k}}\right\rangle-\frac{\theta_{k}^{2}}{2 \mu_{k+1}}\left\|g_{k}\right\|^{2} \\
& =\rho_{k}\left(1-\theta_{k}\right)\left(\left\langle z_{k}, x_{0}\right\rangle-\frac{\left\|z_{k}\right\|^{2}}{2 \mu_{k}}\right)+\theta_{k} \cdot\left\langle g_{k}, x_{0}-\frac{z_{k}}{\mu_{k}}\right\rangle-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2}
\end{align*}
$$

Second, the convexity of $\phi^{*}$ and the fact that $\phi \geq \bar{\phi}=0$ imply

$$
\begin{align*}
&-\left(R_{k+1} \cdot \phi\right)^{*}\left(z_{k+1}\right) \geq-\left(1-\theta_{k}\right)\left(R_{k+1} \cdot \phi\right)^{*}\left(\rho_{k} \cdot z_{k}\right)-\theta_{k}\left(R_{k+1} \cdot \phi\right)^{*}\left(g_{k}\right)  \tag{1.29}\\
& \geq-\left(1-\theta_{k}\right)\left(\rho_{k} \cdot R_{k} \cdot \phi\right)^{*}\left(\rho_{k} \cdot z_{k}\right)-\theta_{k} \cdot \phi^{*}\left(g_{k}\right) \\
& \geq-\rho_{k}\left(1-\theta_{k}\right)\left(R_{k} \cdot \phi\right)^{*}\left(z_{k}\right)-\theta_{k}\left(f^{*}\left(g_{k}^{f}\right)+\Psi^{*}\left(g_{k}^{\Psi}\right)\right) \\
&=-\rho_{k}\left(1-\theta_{k}\right)\left(R_{k} \cdot \phi\right)^{*}\left(z_{k}\right) \\
&-\theta_{k}\left(\left\langle g_{k}^{f}, y_{k}\right\rangle-f\left(y_{k}\right)+\left\langle g_{k}^{\Psi}, x_{k+1}\right\rangle-\Psi\left(x_{k+1}\right)\right) .
\end{align*}
$$

The first step follows from the convexity of $\phi^{*}$. The second step follows from (1.24). The third step follows from (1.22) and (1.23). The last step follows from (1.21) and $g_{k}^{f}=\nabla f\left(y_{k}\right), g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$.

Let $\mathrm{RHS}_{k}$ denote the right-hand side in (1.9). The induction hypothesis implies that $\mathrm{RHS}_{k} \geq \phi\left(x_{k}\right) \geq 0$. Thus from (1.28), (1.29), and $\rho_{k} \geq 1$ it follows that

$$
\begin{align*}
& \mathrm{RHS}_{k+1}-\left(1-\theta_{k}\right) \mathrm{RHS}_{k}  \tag{1.30}\\
& \geq \mathrm{RHS}_{k+1}-\rho_{k}\left(1-\theta_{k}\right) \mathrm{RHS}_{k} \\
& \geq \theta_{k}\left(\left\langle g_{k}, x_{0}-y_{k}-\frac{z_{k}}{\mu_{k}}\right\rangle+f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle\right)-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2}
\end{align*}
$$

Finally, proceeding exactly as in case (b) in the proof of Theorem 1 we get

$$
\begin{aligned}
& \phi\left(x_{k+1}\right)-\left(1-\theta_{k}\right) \phi\left(x_{k}\right) \\
& \leq \theta_{k}\left(f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle\right)+\left(1-\theta_{k}\right)\left\langle g_{k}, y_{k}-x_{k}\right\rangle-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2} \\
& =\theta_{k}\left(\left\langle g_{k}, x_{0}-y_{k}-\frac{z_{k}}{\mu_{k}}\right\rangle+f\left(y_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}^{\Psi}, y_{k}-x_{k+1}\right\rangle\right)-\frac{t_{k}}{2}\left\|g_{k}\right\|^{2} \\
& \leq \operatorname{RHS}_{k+1}-\left(1-\theta_{k}\right) \mathrm{RHS}_{k} .
\end{aligned}
$$

The second step follows from (1.3). The third step follows from (1.30). This completes the proof by induction.

## Proof of Theorem 3

Let $\mathrm{LHS}_{k}$ and RHS denote respectively the left-hand and right-hand sides in (1.14). We proceed by induction. For $k=0$ we have

$$
\begin{aligned}
\mathrm{LHS}_{0} & =f\left(x_{0}\right)+\Psi\left(x_{1}\right)+\frac{t_{0}\left(\left\|g_{0}^{\Psi}\right\|^{2}-\left\|g_{0}^{f}\right\|^{2}\right)}{2} \\
& =-f^{*}\left(g_{0}^{f}\right)+\left\langle g_{0}^{f}, x_{0}\right\rangle-\Psi^{*}\left(g_{0}^{\Psi}\right)+\left\langle g_{0}^{\Psi}, x_{1}\right\rangle+\frac{t_{0}\left(\left\|g_{0}^{\Psi}\right\|^{2}-\left\|g_{0}^{f}\right\|^{2}\right)}{2} \\
& \leq-\phi^{*}\left(g_{0}\right)+\left\langle g_{0}, x_{0}\right\rangle-\frac{t_{0}\left\|g_{0}\right\|^{2}}{2} \\
& =\operatorname{RHS}_{0}
\end{aligned}
$$

The second step follows from (1.21) and $g_{0}^{f} \in \partial f\left(x_{0}\right), g_{0}^{\Psi} \in \partial \Psi\left(x_{1}\right)$. The third step follows from (1.22) and $g_{0}=g_{0}^{f}+g_{0}^{\Psi}, x_{1}=x_{0}-t_{0} \cdot g_{0}$.

Next we show the main inductive step $k$ to $k+1$. Observe that $z_{k+1}=\left(1-\gamma_{k}\right) z_{k}+$ $\gamma_{k} g_{k+1}$ for $k=0,1, \ldots$ where $\gamma_{k}=\frac{t_{k+1}}{\sum_{i=0}^{k+1} t_{i}} \in(0,1)$. Proceeding exactly as in the proof of Theorem 1 we get

$$
\begin{aligned}
\mathrm{RHS}_{k+1} & -\left(1-\gamma_{k}\right) \mathrm{RHS}_{k} \\
& \geq \gamma_{k}\left(f\left(x_{k+1}\right)+\Psi\left(x_{k+2}\right)+\left\langle g_{k+1}^{\Psi}, x_{k+1}-x_{k+2}\right\rangle-\frac{t_{k+1}\left\|g_{k+1}\right\|^{2}}{2}\right) \\
& =\gamma_{k}\left(f\left(x_{k+1}\right)+\Psi\left(x_{k+2}\right)+\frac{t_{k+1}\left\|g_{k+1}^{\Psi}\right\|^{2}}{2}-\frac{t_{k+1}\left\|g_{k+1}^{f}\right\|^{2}}{2}\right)
\end{aligned}
$$

The second step follows because $g_{k+1}=g_{k+1}^{f}+g_{k+1}^{\Psi}$ and $x_{k+2}=x_{k+1}-t_{k+1} \cdot g_{k+1}$. The proof is thus completed by observing that

$$
\mathrm{LHS}_{k+1}-\left(1-\gamma_{k}\right) \mathrm{LHS}_{k}=\gamma_{k}\left(f\left(x_{k+1}\right)+\Psi\left(x_{k+2}\right)+\frac{t_{k+1}\left\|g_{k+1}^{\Psi}\right\|^{2}}{2}-\frac{t_{k+1}\left\|g_{k+1}^{f}\right\|^{2}}{2}\right)
$$

## Chapter 2

## Acceleration, Part II: A Unified Framework for Bregman Proximal Methods: Subgradient, Gradient, and Accelerated Gradient Schemes

### 2.1 Introduction

The central contribution of this chapter is a framework to analyze the convergence of Bregman proximal first-order methods for the convex composite minimization problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} \phi(x):=f(x)+\Psi(x) . \tag{2.1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ and $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ are closed convex functions. The class of Bregman proximal first-order methods, a flexible generalization of the proximal method class of chapter 1, are based on the Bregman proximal map

$$
\begin{equation*}
(x, g) \mapsto \underset{y \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\langle g, y\rangle+\Psi(y)+L D_{h}(y, x)\right\} \tag{2.2}
\end{equation*}
$$

where $D_{h}(y, x):=h(y)-h(x)-\langle\nabla h(x), y-x\rangle$ is the Bregman distance [16] generated by some reference convex function $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$. Naturally, Bregman proximal methods rely on the critical assumption that the problem (2.2) is well-posed and has a computable solution.

Our framework hinges on the convex conjugate introduced in chapter 1 . The framework can be seen as a natural extension of the approach that was introduced in [59, 31] and discussed in chapter 1, which was restricted to the Euclidean setting. We rely on standard convex analysis notation and results as presented in [5, 14, 35, 65]. By construction the convex conjugate function $F^{*}$ is convex and satisfies the following Fenchel inequality: For all $x \in \mathbb{R}^{n}, u \in \mathbb{R}^{n}$ we have $F(x)+F^{*}(u) \geq\langle u, x\rangle$ and $F(x)+F^{*}(u)=\langle u, x\rangle$ if and only if $u \in \partial F(x)$.

Our convex conjugate framework automatically yields new derivations of convergence rates for the Bregman proximal subgradient method and for the Bregman proximal gradient method (Sections 2.2 and 2.3). In addition, and perhaps most interesting, our convex conjugate framework also applies to a new accelerated Bregman proximal gradient method (Section 2.4). The gist of our convex conjugate approach can be summarized as follows. Suppose $y \in \operatorname{dom}(\phi)$ and a convex distance function $D: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ satisfies

$$
\begin{equation*}
\phi(y) \leq-\phi^{*}(u)-D^{*}(u) . \tag{2.3}
\end{equation*}
$$

for an appropriately selected $u$. From (2.3) it immediately follows that $\phi(y)-\phi(x) \leq$ $D(x)$ for all $x \in \operatorname{dom}(\phi)$ since (2.3) implies

$$
\phi(y) \leq \inf _{w \in \mathbb{R}^{n}}\{\phi(w)+\langle\nabla D(z), w\rangle\}+\inf _{w \in \mathbb{R}^{n}}\{D(w)-\langle\nabla D(z), w\rangle\} \leq \phi(x)+D(x) .
$$

In the main sections of the chapter we show that three classes of Bregman proximal methods (subgradient, gradient, accelerated gradient) generate sequences $x_{k}, z_{k} \in$ $\operatorname{dom}(\phi) \cap \operatorname{relint}(\operatorname{dom}(h)), k=0,1,2, \ldots$ such that (2.3), or a slight modification of it, holds for $y=x_{k}, z=z_{k}$, and $D(\cdot)=C_{k} D_{h}\left(\cdot, x_{0}\right)$ for some nondecreasing sequence $C_{k} \in \mathbb{R}_{+}, k=0,1,2, \ldots$ More precisely, Theorem 6 shows that (2.3) holds for the accelerated Bregman proximal gradient method iterates, see (2.11). Theorem 5 shows that an inequality stronger than (2.3) holds for the Bregman proximal gradient method iterates, see (2.7). Theorem 4 shows that a slight variation of (2.3) holds for the Bregman proximal subgradient method iterates, see (2.4). In particular, for the Bregman proximal gradient and accelerated Bregman proximal gradient methods Theorem 5 and Theorem 6 yield

$$
\phi\left(x_{k}\right)-\phi(x) \leq C_{k} D_{h}\left(x, x_{0}\right)
$$

for all $x \in \operatorname{dom}(\phi)$. We also get a similar inequality for the Bregman proximal subgradient method. In each case it will be easy to see that the sequence $C_{k}, k=0,1, \ldots$ goes to zero under fairly mild and general assumptions. In particular, we show that the sequence $C_{k}$ is as follows under suitable assumptions on $f, \phi$, and $h$ :

- For the Bregman proximal subgradient method $C_{k}=\mathcal{O}(1 / \sqrt{k})$ if the pair $(\phi, h)$ satisfies the $W[\phi, h]$ boundedness condition as defined in [69]. See Corollary 2.
- For the Bregman proximal gradient method $C_{k}=\mathcal{O}(1 / k)$ if $f$ is smooth relative to $h$ as defined by [4, 48]. See Corollary 3.
- For the accelerated Bregman proximal gradient method $C_{k}=\mathcal{O}\left(1 / k^{\gamma}\right)$ if $f$ is smooth relative to $h$ and $D_{h}$ has a triangle scaling exponent $\gamma>0$ as defined in [34]. See Theorem 7.

The above results yield new derivations of known convergence rates via our convex conjugate approach. However, our main results, namely Theorem 4, Theorem 5, and

Theorem 6 hold more broadly. In particular, Theorem 4 only requires the Bregman steps to be admissible as defined below. Theorem 5 and Theorem 6 only require the Bregman steps to be admissible and to satisfy a suitable decrease condition. None of these three main results requires any further assumptions like Lipschitz continuity or relative smoothness.

The main sections of the chapter are organized as follows. Sections 2.2 through 2.4 develop our convex conjugate approach in the contexts of the Bregman proximal subgradient, Bregman proximal gradient, and accelerated Bregman proximal gradient templates. In the latter case we discuss the connection between our work and the recent work of Hanzely, Richtarik and Xiao [34]. Section 2.5 shows that a variant of our accelerated Bregman proximal gradient template that includes periodic restart has linear convergence provided that suitable smoothness and functional growth conditions hold. Finally, Section 2.6 summarizes some numerical experiments on the D-optimal design problem and on the Poisson linear inverse problem. Consistent with the numerical evidence reported in [34], we observe that the accelerated Bregman proximal gradient method converges approximately at a rate $\mathcal{O}\left(1 / k^{2}\right)$. Furthermore, our computational experiments provide interesting new numerical evidence that explains this behavior.

### 2.1.1 Technical Assumptions

We aim to present our developments in as much generality as possible. To that end, throughout the chapter we make the blanket Assumption 1 below. We should note that the admissibility condition (A.3) is primarily a technicality. This condition is concerned with the choice of $L>0$ that guarantees the well-posedness of problem (2.2). As Example 1 $(\mathrm{b}, \mathrm{c})$ below illustrates, in many cases problem (2.2) is readily well-posed and thus the admissibility condition (A.3.i) automatically holds for all $L>$ $0, g \in \mathbb{R}^{n}, x \in \operatorname{relint}(\operatorname{dom}(h))$. However, Example 1(a) also illustrates that in some cases the well-posedness of problem (2.2) may require a more careful choice of $L>0$.

Assumption 1. The functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}, \Psi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$, and $h: \mathbb{R}^{n} \rightarrow$ $\mathbb{R} \cup\{\infty\}$ satisfy the following conditions.
(A.1) The functions $f$ and $\Psi$ are closed and convex. Throughout the sequel, we let $\phi:=f+\Psi$.
(A.2) The reference function $h$ is convex and differentiable on relint( $\operatorname{dom}(h))$ and satisfies $\operatorname{dom}(\Psi) \subseteq \overline{\operatorname{dom}(h)}$ and $\emptyset \neq \operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi) \subseteq \operatorname{relint}(\operatorname{dom}(f))$.
(A.3) The pair of functions $(h, \Psi)$ satisfies the following admissibility conditions:
(i) For all $g \in \mathbb{R}^{n}$ and $x \in \operatorname{relint}(\operatorname{dom}(h))$ there exists $L>0$ such that the Bregman proximal map (2.2) has a unique solution in relint $(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$. When this holds we shall say that $L$ is admissible for $g$ at $x$.
(ii) There is an oracle that takes as input $g \in \mathbb{R}^{n}, x \in \operatorname{relint}(\operatorname{dom}(h)), L>0$ and yields as output either a certificate that $L$ is not admissible for $g$ at $x$ or the unique solution to (2.2) in relint $(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$. Observe that in the latter case the solution to $(2.2)$ is the unique point $y \in \operatorname{relint}(\operatorname{dom}(h)) \cap$ $\operatorname{dom}(\Psi)$ that satisfies the optimality conditions

$$
g+g^{\Psi}+L(\nabla h(y)-\nabla h(x))=0, g^{\Psi} \in \partial \Psi(y)
$$

Observe that a constraint of the form $x \in C$ for a closed convex set $C \subseteq \mathbb{R}^{n}$ can be easily incorporated in the above setting by adding the indicator function $I_{C}$ to $\Psi$. The admissibility condition (A.3.i) can be ensured under suitable assumptions on $\Psi$ and $h$. In particular, as detailed in [4, 69], condition (A.3.i) holds when $h$ is a Legendre function [65] and $\Psi$ is bounded below and satisfies relint $(\operatorname{dom}(\Psi)) \subseteq \operatorname{relint}(\operatorname{dom}(h))$, see [69, Lemma 2.3]. Furthermore, in concrete applications it is often easy to verify directly the admissibility conditions (A.3.i) and (A.3.ii) as Example 1 shows. For simplicity, Example 1 assumes that $\Psi=0$. The admissibility properties in Example 1 can be extended to popular choices of regularization functions $\Psi$ such as $\Psi(x)=\lambda\|x\|_{2}^{2} / 2$ or $\Psi(x)=\lambda\|x\|_{1}$ for $\lambda>0$. They can also be extended to popular choices of indicator functions such as $\Psi=\delta_{\Delta_{n-1}}$ for $\Delta_{n-1}:=\left\{x \in \mathbb{R}_{+}^{n}:\|x\|_{1}=1\right\}$.

Example 1. Suppose $\Psi=0$. The admissibility conditions (A.3.i) and (A.3.ii) hold for the following reference functions $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$.
(a) The Burg entropy function $h(x):=-\sum_{i=1}^{n} \log \left(x_{i}\right)$. In this case $L>0$ is admissible for $g \in \mathbb{R}^{n}$ at $x \in \mathbb{R}_{++}^{n}=\operatorname{relint}(\operatorname{dom}(h))$ if and only if $-\nabla h(x)+g / L \in \mathbb{R}_{++}^{n}$ and in this case the solution to (2.2) is the vector $y \in \mathbb{R}_{++}^{n}$ defined componentwise as $y_{i}=1 /\left(1 / x_{i}+g_{i} / L\right), i=1, \ldots, n$.
(b) The Boltzmann-Shannon entropy function $h(x):=\sum_{i=1}^{n} x_{i} \log \left(x_{i}\right)$. In this case any $L>0$ is admissible for any $g \in \mathbb{R}^{n}$ at any $x \in \mathbb{R}_{++}^{n}=\operatorname{relint}(\operatorname{dom}(h))$ and the solution to (2.2) is the vector $y \in \mathbb{R}_{+}^{n}$ defined componentwise as $y_{i}=$ $e^{\log \left(x_{i}\right)-g_{i} / L}, i=1, \ldots, n$.
(c) The squared Euclidean function $h(x):=\|x\|_{2}^{2} / 2$. In this case any $L>0$ is admissible for any $g \in \mathbb{R}^{n}$ at any $x \in \mathbb{R}^{n}=\operatorname{relint}(\operatorname{dom}(h))$ and the solution to (2.2) is the vector $y=x-g / L$.

To sharpen some of our results, sometimes we will assume that the pair $(h, \Psi)$ satisfies the sufficient admissibility condition defined below. Observe that this condition is satisfied by the three reference functions $h$ in Example 1 and the popular choices of $\Psi$ mentioned above. By [69, Lemma 2.3], the sufficient admissibility condition also holds when $h$ is a Legendre function and $\operatorname{relint}(\operatorname{dom}(\Psi)) \subseteq \operatorname{relint}(\operatorname{dom}(h))$.

Definition 1. Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ be a convex function differentiable on relint $(\operatorname{dom}(h))$ and let $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ be a closed convex function with $\operatorname{dom}(\Psi) \subseteq \overline{\operatorname{dom}(h)}$ and
$\operatorname{dom}(\Psi) \cap \operatorname{relint}(\operatorname{dom}(h)) \neq \emptyset$. The pair $(h, \Psi)$ satisfies the sufficient admissibility condition if $L>0$ is admissible for $g \in \mathbb{R}^{n}$ at $x \in \operatorname{relint}(\operatorname{dom}(h))$ whenever the function

$$
y \mapsto\langle g, y\rangle+\Psi(y)+L D_{h}(y, x)
$$

is bounded below.
We will rely on properties of the convex conjugate [5, 14, 35, 65] and on the following three-point property [18, Lemma 3.1] of the Bregman distance induced by $h$. For all $a \in \operatorname{dom}(h)$ and $b, c \in \operatorname{relint}(\operatorname{dom}(h))$

$$
D_{h}(a, b)+D_{h}(b, c)=D_{h}(a, c)-\langle\nabla h(b)-\nabla h(c), a-b\rangle .
$$

### 2.2 Bregman Proximal Subgradient

We first consider the case when $f$ is convex and we only have a subgradient oracle for $f$. Algorithm 3 describes a Bregman proximal subgradient template for (2.1). This algorithmic template has been discussed in [23, 69]. Observe that Step 1 and Step 4 in Algorithm 3 automatically guarantee that $x_{k} \in \operatorname{relint}(\operatorname{dom}(f)), k=0,1, \ldots$ by conditions (A.2) and (A.3) in Assumption 1.

```
Algorithm 3 Bregman proximal subgradient template
    input: \(x_{0} \in \operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)\)
    for \(k=0,1,2, \ldots\) do
        pick \(g_{k} \in \partial f\left(x_{k}\right)\) and \(t_{k}>0\) so that \(1 / t_{k}\) is admissible for \(g_{k}\) at \(x_{k}\)
        \(x_{k+1}:=\operatorname{argmin}_{x \in \mathbb{R}^{n}}\left\{t_{k}\left(\left\langle g_{k}, x\right\rangle+\Psi(x)\right)+D_{h}\left(x, x_{k}\right)\right\}\)
    end for
```

Theorem 4. For $k=0,1,2, \ldots$ and $u_{k}:=\frac{1}{\sum_{i=0}^{k} t_{i}}\left(\nabla h\left(x_{0}\right)-\nabla h\left(x_{k+1}\right)\right)$ the iterates generated by Algorithm 3 satisfy

$$
\begin{align*}
& \frac{\sum_{i=0}^{k} t_{i}\left(f\left(x_{i}\right)+\Psi\left(x_{i+1}\right)+\left\langle g_{i}, x_{i+1}-x_{i}\right\rangle\right)+D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k} t_{i}} \\
& \quad \leq-\phi^{*}\left(u_{k}\right)+\left\langle u_{k}, x_{k+1}\right\rangle+\frac{1}{\sum_{i=0}^{k} t_{i}} D_{h}\left(x_{k+1}, x_{0}\right)  \tag{2.4}\\
& \quad=-\phi^{*}\left(u_{k}\right)-\left(\frac{1}{\sum_{i=0}^{k} t_{i}} D_{h}\left(\cdot, x_{0}\right)\right)^{*}\left(-u_{k}\right) .
\end{align*}
$$

Proof. The optimality conditions for Step 4 in Algorithm 3 can be written as

$$
t_{k}\left(g_{k}+g_{k}^{\Psi}\right)+\nabla h\left(x_{k+1}\right)-\nabla h\left(x_{k}\right)=0
$$

for some $g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$. Therefore $u_{k}=\frac{1}{\sum_{i=0}^{k} t_{i}} \sum_{i=0}^{k} t_{i}\left(g_{i}+g_{i}^{\Psi}\right)$. On the other hand, since $g_{k} \in \partial f\left(x_{k}\right)$ and $g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$ for each $k=0,1, \ldots$ and $\phi=f+\Psi$, it follows that

$$
\begin{align*}
f\left(x_{k}\right)+\Psi\left(x_{k+1}\right)+\left\langle g_{k}, x_{k+1}-x_{k}\right\rangle & =-f^{*}\left(g_{k}\right)-\Psi^{*}\left(g_{k}^{\Psi}\right)+\left\langle g_{k}+g_{k}^{\Psi}, x_{k+1}\right\rangle \\
& \leq-\phi^{*}\left(g_{k}+g_{k}^{\Psi}\right)+\left\langle g_{k}+g_{k}^{\Psi}, x_{k+1}\right\rangle . \tag{2.5}
\end{align*}
$$

Now we prove (2.4) by induction on $k$. The case $k=0$ readily follows from (2.5) for $k=0$. Suppose (2.4) holds for $k$ and let $\theta_{k}:=\frac{t_{k+1}}{\sum_{i=0}^{k+1} t_{i}}$. Observe that $u_{k+1}=$ $\left(1-\theta_{k}\right) u_{k}+\theta_{k}\left(g_{k}+g_{k}^{\Psi}\right)$. Therefore (2.4), (2.5), the convexity of $\phi^{*}$, and the threepoint property of $D_{h}$ yield

$$
\begin{aligned}
& \frac{\sum_{i=0}^{k+1} t_{i}\left(f\left(x_{i}\right)+\Psi\left(x_{i+1}\right)+\left\langle g_{i}, x_{i+1}-x_{i}\right\rangle\right)+D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k+1} t_{i}} \\
& \quad \leq-\phi^{*}\left(u_{k+1}\right)+\left\langle u_{k+1}, x_{k+1}\right\rangle+\frac{1}{\sum_{i=0}^{k+1} t_{i}}\left(D_{h}\left(x_{k+1}, x_{0}\right)+D_{h}\left(x_{k+2}, x_{k+1}\right)\right) \\
& \quad=-\phi^{*}\left(u_{k+1}\right)+\left\langle u_{k+1}, x_{k+2}\right\rangle+\frac{1}{\sum_{i=0}^{k+1} t_{i}} D_{h}\left(x_{k+2}, x_{0}\right) .
\end{aligned}
$$

Theorem 4 implies the convergence of $\min _{i=0,1, \ldots, k} \phi\left(x_{i}\right)$ to $\min _{x} \phi(x)$ under fairly mild and general conditions as detailed in Corollary 1 and Corollary 2 below. To that end, we will rely on the following type of boundedness condition discussed by Teboulle [69].
Definition 2. The pair $(f, h)$ satisfies the condition $W[f, h]$ on $C \subseteq \operatorname{dom}(f) \cap \operatorname{dom}(h)$ if there exists some $G>0$ such that for all $x, u \in C, g \in \partial f(x)$, and $t>0$ the following inequality holds

$$
\langle t g, u-x\rangle-D_{h}(u, x) \leq \frac{G^{2} t^{2}}{2}
$$

As noted by Teboulle [69], the condition $W[f, h]$ holds for $G=L / \sigma$ whenever $f$ is $L$-Lipschitz and $h$ is $\sigma$-strongly convex for some norm on $\mathbb{R}^{n}$. It is also easy to see that the condition $W[f, h]$ holds if $f$ is $G$-continuous relative to $h$ as defined by Lu [47].

The following result concerns the special case when $\Psi=I_{C}$ for some closed convex set $C \subseteq \operatorname{dom}(f) \cap \operatorname{dom}(h)$. In this case Algorithm 3 is the mirror-descent method for the problem

$$
\min _{x \in C} f(x)
$$

Corollary 1. Suppose $\Psi=I_{C}$ for some closed convex set $C \subseteq \operatorname{dom}(f) \cap \operatorname{dom}(h)$ and the pair $(f, h)$ satisfies the $W[f, h]$ condition for some $G>0$ on $C$. Then the iterates generated by Algorithm 3 satisfy

$$
\min _{i=0, \ldots, k}\left(f\left(x_{i}\right)-f(x)\right) \leq \frac{D_{h}\left(x, x_{0}\right)+\sum_{i=0}^{k} t_{i}^{2} G^{2} / 2}{\sum_{i=0}^{k} t_{i}}
$$

for all $x \in C$.
Proof. In this case $\Psi(x)=0$ for all $x \in C$ and thus Theorem 4 implies that

$$
\begin{aligned}
& \frac{\sum_{i=0}^{k} t_{i}\left(f\left(x_{i}\right)+\left\langle g_{i}, x_{i+1}-x_{i}\right\rangle\right)+D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k} t_{i}} \\
& \quad \leq \min _{x \in C}\left\{f(x)-\left\langle u_{k}, x\right\rangle\right\}+\min _{x}\left\{\frac{1}{\sum_{i=0}^{k} t_{i}} D_{h}\left(x, x_{0}\right)+\left\langle u_{k}, x\right\rangle\right\} .
\end{aligned}
$$

Therefore for all $x \in C$

$$
\frac{\sum_{i=0}^{k} t_{i}\left(f\left(x_{i}\right)+\left\langle g_{i}, x_{i+1}-x_{i}\right\rangle\right)+D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k} t_{i}} \leq f(x)+\frac{1}{\sum_{i=0}^{k} t_{i}} D_{h}\left(x, x_{0}\right) .
$$

Since each $g_{i} \in \partial f\left(x_{i}\right)$, the convexity of $f$ and $W[f, h]$ condition imply that

$$
\begin{aligned}
\min _{i=0, \ldots, k}\left(f\left(x_{i}\right)-f(x)\right) & \leq \frac{D_{h}\left(x, x_{0}\right)+\sum_{i=0}^{k}\left\langle t g_{i}, x_{i}-x_{i+1}\right\rangle-D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k} t_{i}} \\
& \leq \frac{D_{h}\left(x, x_{0}\right)+\sum_{i=0}^{k} t_{i}^{2} G^{2} / 2}{\sum_{i=0}^{k} t_{i}}
\end{aligned}
$$

For general $\Psi$, we have the following result discussed in [69]. This result is also closely related to some results by Bello-Cruz [10] on the proximal subgradient method.

Corollary 2. Suppose the pair $(\phi, h)$ satisfies the $W[\phi, h]$ condition for some $G>0$ on $\operatorname{dom}(\phi)$. Then the iterates generated by Algorithm 3 satisfy

$$
\min _{i=0, \ldots, k}\left(\phi\left(x_{i}\right)-\phi(x)\right) \leq \frac{D_{h}\left(x, x_{0}\right)+\sum_{i=0}^{k} t_{i}^{2} G^{2} / 2}{\sum_{i=0}^{k} t_{i}}
$$

for all $x \in \operatorname{dom}(\phi)$.
Proof. The convexity of $\Psi$ and Theorem 4 imply that

$$
\begin{aligned}
& \frac{\sum_{i=0}^{k} t_{i}\left(\phi\left(x_{i}\right)+\left\langle g_{i}+\tilde{g}_{i}^{\Psi}, x_{i+1}-x_{i}\right\rangle\right)+D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k} t_{i}} \\
& \quad \leq \min _{x}\left\{\phi(x)-\left\langle u_{k}, x\right\rangle\right\}+\min _{x}\left\{\frac{1}{\sum_{i=0}^{k} t_{i}} D_{h}\left(x, x_{0}\right)+\left\langle u_{k}, x\right\rangle\right\}
\end{aligned}
$$

for any $\tilde{g}_{i}^{\Psi} \in \partial \Psi\left(x_{i}\right)$. Hence for all $x \in \operatorname{dom}(\phi)$

$$
\frac{\sum_{i=0}^{k} t_{i}\left(\phi\left(x_{i}\right)+\left\langle g_{i}+\tilde{g}_{i}, x_{i+1}-x_{i}\right\rangle\right)+D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k} t_{i}} \leq f(x)+\frac{1}{\sum_{i=0}^{k} t_{i}} D_{h}\left(x, x_{0}\right) .
$$

Since each $g_{i}+\tilde{g}_{i} \in \partial \phi\left(x_{i}\right)$, the convexity of $\phi$ and $W[\phi, h]$ condition imply that

$$
\begin{aligned}
\min _{i=0, \ldots, k}\left(\phi\left(x_{i}\right)-\phi(x)\right) & \leq \frac{D_{h}\left(x, x_{0}\right)+\sum_{i=0}^{k}\left\langle t\left(g_{i}+\tilde{g}_{i}\right), x_{i}-x_{i+1}\right\rangle-D_{h}\left(x_{i+1}, x_{i}\right)}{\sum_{i=0}^{k} t_{i}} \\
& \leq \frac{D_{h}\left(x, x_{0}\right)+\sum_{i=0}^{k} t_{i}^{2} G^{2} / 2}{\sum_{i=0}^{k} t_{i}}
\end{aligned}
$$

In both Corollary 1 and Corollary 2 it is easy to see that if $t_{i}=1 / \sqrt{k+1}, i=$ $0,1, \ldots, k$ are admissible then for this choice of $t_{i}, i=0,1, \ldots, k$ we have

$$
\min _{i=0, \ldots, k}\left(\phi\left(x_{i}\right)-\phi(x)\right) \leq \frac{D_{h}\left(x, x_{0}\right)+G^{2} / 2}{\sqrt{k+1}} .
$$

A closer look at the proof of Corollary 2 also reveals that if $t_{i}:=1 /(i+1), i=0,1, \ldots$ are admissible then for this choice of $t_{i}, i=0,1, \ldots$ we have $\min _{i=0, \ldots, k} \phi\left(x_{i}\right) \rightarrow$ $\inf _{x \in \mathbb{R}^{n}} \phi(x)$ provided the following weaker version of $W[\phi, h]$ holds: there exist $\gamma>1$ and $G>0$ such that for all $x, u \in \operatorname{dom}(\phi) \cap \operatorname{dom}(h)$ and $g \in \partial \phi(x)$

$$
\langle t g, u-x\rangle-D_{h}(u, x) \leq(G t)^{\gamma}
$$

Likewise for Corollary 1.

### 2.3 Bregman Proximal Gradient

Next, we consider the case when $f$ is differentiable on relint $(\operatorname{dom}(f))$ and we have a gradient oracle for $f$. Algorithm 4 describes a Bregman proximal gradient template for (2.1). This template has been discussed in [3, 4, 48, 69]. Observe that Step 1 and Step 4 in Algorithm 4 automatically guarantee that $x_{k} \in \operatorname{relint}(\operatorname{dom}(f)), k=0,1, \ldots$ by conditions (A.2) and (A.3) in Assumption 1.

The bound (2.7) in Theorem 5 below is similar to the bound (2.4) in Theorem 4. The similarity is more salient if we let $t_{k}:=1 / L_{k}, k=0,1, \ldots$.

Theorem 5. Suppose $L_{k}, k=0,1, \ldots$ in Step 3 of Algorithm 4 are chosen so that the following decrease condition holds

$$
\begin{equation*}
f\left(x_{k+1}\right) \leq f\left(x_{k}\right)+\left\langle\nabla f\left(x_{k}\right), x_{k+1}-x_{k}\right\rangle+L_{k} D_{h}\left(x_{k+1}, x_{k}\right) . \tag{2.6}
\end{equation*}
$$

```
Algorithm 4 Bregman proximal gradient template
    input: \(x_{0} \in \operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)\)
    for \(k=0,1,2, \ldots\) do
        pick \(L_{k}>0\) admissible for \(\nabla f\left(x_{k}\right)\) at \(x_{k}\)
        \(x_{k+1}:=\operatorname{argmin}_{x \in \mathbb{R}^{n}}\left\{\left\langle\nabla f\left(x_{k}\right), x\right\rangle+L_{k} D_{h}\left(x, x_{k}\right)+\Psi(x)\right\}\)
    end for
```

Then for $k=1,2, \ldots$ and $u_{k}:=\frac{1}{\sum_{i=0}^{k-1} 1 / L_{i}}\left(\nabla h\left(x_{0}\right)-\nabla h\left(x_{k}\right)\right)$ the iterates generated by Algorithm 4 satisfy

$$
\begin{align*}
\frac{\sum_{i=0}^{k-1} \phi\left(x_{i+1}\right) / L_{i}}{\sum_{i=0}^{k-1} 1 / L_{i}} & \leq-\phi^{*}\left(u_{k}\right)+\left\langle u_{k}, x_{k}\right\rangle+\frac{1}{\sum_{i=0}^{k-1} 1 / L_{i}} D_{h}\left(x_{k}, x_{0}\right)  \tag{2.7}\\
& =-\phi^{*}\left(u_{k}\right)-\left(\frac{1}{\sum_{i=0}^{k-1} 1 / L_{i}} D_{h}\left(\cdot, x_{0}\right)\right)^{*}\left(-u_{k}\right)
\end{align*}
$$

Proof. The optimality conditions for Step 4 in Algorithm 4 can be written as

$$
\begin{equation*}
\nabla f\left(x_{k}\right)+g_{k}^{\Psi}+L_{k}\left(\nabla h\left(x_{k+1}\right)-\nabla h\left(x_{k}\right)\right)=0 \tag{2.8}
\end{equation*}
$$

for some $g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$. In particular, $u_{1}=\nabla f\left(x_{0}\right)+g_{0}^{\Psi}$. On the other hand, inequality (2.6), the fact that $g_{k}^{\Psi} \in \partial \Psi\left(x_{k+1}\right)$, and $\phi=f+\Psi$ imply that

$$
\begin{align*}
\phi\left(x_{k+1}\right) & \leq-f^{*}\left(\nabla f\left(x_{k}\right)\right)-\Psi^{*}\left(g_{k}^{\Psi}\right)+\left\langle\nabla f\left(x_{k}\right)+g_{k}^{\Psi}, x_{k+1}\right\rangle+L_{k} D_{h}\left(x_{k+1}, x_{k}\right) \\
& \leq-\phi^{*}\left(\nabla f\left(x_{k}\right)+g_{k}^{\Psi}\right)+\left\langle\nabla f\left(x_{k}\right)+g_{k}^{\Psi}, x_{k+1}\right\rangle+L_{k} D_{h}\left(x_{k+1}, x_{k}\right) . \tag{2.9}
\end{align*}
$$

We now prove (2.7) by induction on $k$. The case $k=1$ readily follows from (2.9) and the fact that $u_{1}=\nabla f\left(x_{0}\right)+g_{0}^{\Psi}$ noted above. Suppose (2.7) holds for $k$. Let $\theta_{k}:=\frac{1 / L_{k}}{\sum_{i=0}^{k} 1 / L_{i}}$. From (2.8) it follows that $u_{k+1}=\left(1-\theta_{k}\right) u_{k}+\theta_{k}\left(\nabla f\left(x_{k}\right)+g_{k}^{\Psi}\right)$. Therefore (2.7), (2.9), the convexity of $\phi^{*}$, and the three-point property of $D_{h}$ yield

$$
\begin{aligned}
& \frac{\sum_{i=0}^{k} \phi\left(x_{i+1}\right) / L_{i}}{\sum_{i=0}^{k} 1 / L_{i}} \\
& \leq-\phi^{*}\left(u_{k+1}\right)+\left\langle u_{k+1}, x_{k+1}\right\rangle+\left\langle u_{k}, x_{k}-x_{k+1}\right\rangle+\frac{1}{\sum_{i=0}^{k} 1 / L_{i}}\left(D_{h}\left(x_{k}, x_{0}\right)+D_{h}\left(x_{k+1}, x_{k}\right)\right) \\
& =-\phi^{*}\left(u_{k+1}\right)+\left\langle u_{k+1}, x_{k+1}\right\rangle+\frac{1}{\sum_{i=0}^{k} 1 / L_{i}} D_{h}\left(x_{k+1}, x_{0}\right)
\end{aligned}
$$

Corollary 3. If the assumptions of Theorem 5 hold then

$$
\phi\left(x_{k}\right)-\phi(x) \leq \frac{1}{\sum_{i=0}^{k-1} 1 / L_{i}} D_{h}\left(x, x_{0}\right)
$$

for all $x \in \operatorname{dom}(\phi)$.

Proof. From Theorem 5 and the convexity of $\phi$ it follows that $\phi\left(x_{k+1}\right) \leq \phi\left(x_{k}\right)$ and

$$
\frac{\sum_{i=0}^{k-1} \phi\left(x_{i+1}\right) / L_{i}}{\sum_{i=0}^{k-1} 1 / L_{i}} \leq \min _{x}\left\{\phi(x)-\left\langle u_{k}, x\right\rangle\right\}+\min _{x}\left\{\left\langle u_{k}, x\right\rangle+\frac{1}{\sum_{i=0}^{k-1} 1 / L_{i}} D_{h}\left(x, x_{0}\right)\right\} .
$$

In particular,

$$
\phi\left(x_{k}\right) \leq \frac{\sum_{i=0}^{k-1} \phi\left(x_{i+1}\right) / L_{i}}{\sum_{i=0}^{k-1} 1 / L_{i}} \leq \phi(x)-\frac{1}{\sum_{i=0}^{k-1} 1 / L_{i}} D_{h}\left(x, x_{0}\right)
$$

for all $x \in \operatorname{dom}(\phi)$.
Consider the case when $f$ is $L_{f}$-smooth relative to $h$ on relint $(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$ as defined in [4, 48]. This means that $h-L_{f} f$ is convex on $\operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$ for some constant $L_{f}>0$ and as a consequence [4, Lemma 1]

$$
f(y) \leq f(x)+\langle\nabla f(x), y-x\rangle+L_{f} D_{h}(y, x)
$$

for all $x, y \in \operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$. Suppose that in addition $\phi=f+\Psi$ is bounded below and the pair $(h, \Psi)$ satisfies the sufficient admissibility condition (see Definition 1). Thus to ensure (2.6) we can choose $L_{k}=L:=L_{f}$ if $L_{f}$ is known, or more generally $L_{k} \leq L:=\max \left\{\bar{L}, \alpha L_{f}\right\}$ for some $\alpha>1$ and some initial guess $\bar{L}$ via a standard backtracking procedure. In this case Corollary 3 thus yields the following convergence rate previously established in [4, 48]: for all $x \in \operatorname{dom}(\phi)$

$$
\phi\left(x_{k}\right)-\phi(x) \leq \frac{L D_{h}\left(x, x_{0}\right)}{k}
$$

### 2.4 Accelerated Bregman Proximal Gradient

The interesting challenge of devising an accelerated version of Algorithm 4 was posed as an open problem in both [69] and [48]. A solution to this challenge was recently given by Hanzely, Richtarik, and Xiao in [34]. We develop a new accelerated Bregman proximal gradient template as described in Algorithm 5. This algorithmic template shares some similarities with Algorithm ABPG in [34] but there are also some key differences. In particular, Algorithm 5 relies only on the decrease condition (2.10) at each iteration. The algorithm does not require explicit knowledge of relative smooth or triangle scaling constants. Like Steps 1, 2, and 3 in [34, Algorithm ABPG], the updates of the sequences $x_{k}, y_{k}, z_{k}$ in Steps 6, 8, and 9 of Algorithm 5 follow the same pattern used in the Improved Interior Gradient Algorithm (IGA) in [3].

As in Algorithm ABPG in [34] and in Algorithm IGA in [3], the gist of achieving acceleration in Algorithm 5 is to generate different sequences for the main iterates, the gradients, and the reference points used in the Bregman proximal gradient steps. (See steps 6,8 , and 9.) This is in sharp contrast to Algorithm 4 that generates a single

```
Algorithm 5 Accelerated Bregman proximal gradient template
    input: \(x_{0} \in \operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi) ; \theta_{0}:=1 z_{0}:=x_{0} ; y_{0}:=x_{0}\)
    pick \(L_{0}>0\) admissible for \(\nabla f\left(x_{0}\right)\) at \(x_{0}\)
    \(x_{1}:=z_{1}:=\operatorname{argmin}_{z \in \mathbb{R}^{n}}\left\{\left\langle\nabla f\left(x_{0}\right), z\right\rangle+L_{0} D_{h}\left(z, x_{0}\right)+\Psi(z)\right\}\)
    for \(k=1,2, \ldots\) do
        pick \(\theta_{k} \in(0,1)\) so that \(L_{k}\) is admissible for \(\nabla f\left(y_{k}\right)\) at \(z_{k}\) for \(L_{k}\) and \(y_{k}\) as below
        \(y_{k}:=\left(1-\theta_{k}\right) x_{k}+\theta_{k} z_{k}\)
        \(L_{k}:=L_{k-1} \theta_{k-1}\left(1-\theta_{k}\right) / \theta_{k}\)
        \(z_{k+1}:=\operatorname{argmin}_{z \in \mathbb{R}^{n}}\left\{\left\langle\nabla f\left(y_{k}\right), z\right\rangle+L_{k} D_{h}\left(z, z_{k}\right)+\Psi(z)\right\}\)
        \(x_{k+1}:=\left(1-\theta_{k}\right) x_{k}+\theta_{k} z_{k+1}\)
    end for
```

sequence. The idea of generating different sequences can be traced back to Nesterov's seminal accelerated gradient algorithm [52] and underlies a number of other accelerated first-order algorithms $[8,22,52,53,54]$.

The bound (2.11) in Theorem 6 below has a similar format to the bounds (2.4) and (2.7).

Theorem 6. Suppose $L_{0}>0$ and $\theta_{k} \in(0,1], k=0,1,2, \ldots$ are chosen so that each $L_{k}$ is admissible for $\nabla f\left(y_{k}\right)$ at $z_{k}$ and the following decrease condition holds for $k=0,1,2, \ldots$
$\left.\phi\left(x_{k+1}\right) \leq\left(1-\theta_{k}\right) \phi\left(x_{k}\right)+\theta_{k}\left(f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), z_{k+1}-y_{k}\right\rangle\right)+L_{k} D_{h}\left(z_{k+1}, z_{k}\right)+\Psi\left(z_{k+1}\right)\right)$.

Then for $k=1,2, \ldots$ and $u_{k}:=\theta_{k-1} L_{k-1}\left(\nabla h\left(x_{0}\right)-\nabla h\left(z_{k}\right)\right)$ the iterates generated by Algorithm 5 satisfy

$$
\begin{align*}
\phi\left(x_{k}\right) & \leq-\phi^{*}\left(u_{k}\right)+\left\langle u_{k}, z_{k}\right\rangle+\theta_{k-1} L_{k-1} D_{h}\left(z_{k}, x_{0}\right)  \tag{2.11}\\
& =-\phi^{*}\left(u_{k}\right)-\left(\theta_{k-1} L_{k-1} D_{h}\left(\cdot, x_{0}\right)\right)^{*}\left(-u_{k}\right) .
\end{align*}
$$

Proof. The optimality conditions for Step 8 of Algorithm 5 can be written as

$$
\begin{equation*}
\nabla f\left(y_{k}\right)+g_{k}^{\Psi}+L_{k}\left(\nabla h\left(z_{k+1}\right)-\nabla h\left(z_{k}\right)\right)=0 \tag{2.12}
\end{equation*}
$$

for some $g_{k}^{\Psi} \in \partial \Psi\left(z_{k+1}\right)$. In particular, $u_{1}=\nabla f\left(x_{0}\right)+g_{0}^{\Psi}$.
We next prove (2.11) by induction. The case $k=1$ follows from (2.10). Indeed, since $\theta_{0}=1, y_{0}=x_{0}, z_{1}=x_{1}$, and $u_{1}=\nabla f\left(x_{0}\right)+g_{0}^{\Psi}$ with $g_{0}^{\Psi} \in \partial \Psi\left(z_{1}\right)$, inequality (2.10) yields

$$
\begin{aligned}
\phi\left(x_{1}\right) & \leq f\left(x_{0}\right)+\left\langle\nabla f\left(x_{0}\right), z_{1}-x_{0}\right\rangle+\theta_{0} L_{0} D_{h}\left(z_{1}, z_{0}\right)+\Psi\left(z_{1}\right) \\
& =-f^{*}\left(\nabla f\left(x_{0}\right)\right)-\Psi^{*}\left(g_{0}^{\Psi}\right)+\left\langle\nabla f\left(x_{0}\right)+g_{0}^{\Psi}, z_{1}\right\rangle+\theta_{0} L_{0} D_{h}\left(z_{1}, z_{0}\right) \\
& \leq-\phi^{*}\left(u_{1}\right)+\left\langle u_{1}, z_{1}\right\rangle+\theta_{0} L_{0} D_{h}\left(z_{1}, z_{0}\right) .
\end{aligned}
$$

Suppose (2.11) holds for $k$. Since $\phi=f+\Psi$ and $g_{k}^{\Psi} \in \partial \Psi\left(z_{k+1}\right)$ we have

$$
\begin{align*}
-\phi^{*}\left(\nabla f\left(y_{k}\right)+g_{k}^{\Psi}\right) & \geq-f^{*}\left(\nabla f\left(y_{k}\right)\right)-\Psi^{*}\left(g_{k}^{\Psi}\right)  \tag{2.13}\\
& =f\left(y_{k}\right)-\left\langle\nabla f\left(y_{k}\right), y_{k}\right\rangle+\Psi\left(z_{k+1}\right)-\left\langle g_{k}^{\Psi}, z_{k+1}\right\rangle .
\end{align*}
$$

From (2.12) it follows that $u_{k+1}=\left(1-\theta_{k}\right) u_{k}+\theta_{k}\left(\nabla f\left(y_{k}\right)+g_{k}^{\Psi}\right)$. Thus the identity $\theta_{k} L_{k}=\left(1-\theta_{k}\right) \theta_{k-1} L_{k-1}$, convexity of $\phi^{*}$, three-point property of $D_{h}$, and inequality (2.13) yield

$$
\begin{aligned}
& -\phi^{*}\left(u_{k+1}\right)+\left\langle u_{k+1}, z_{k+1}\right\rangle+\theta_{k} L_{k} D_{h}\left(z_{k+1}, x_{0}\right) \\
& \quad \geq\left(1-\theta_{k}\right)\left(-\phi^{*}\left(u_{k}\right)+\left\langle u_{k}, z_{k+1}\right\rangle+\theta_{k-1} L_{k-1} D_{h}\left(z_{k+1}, x_{0}\right)\right) \\
& \quad+\theta_{k}\left(-\phi^{*}\left(\nabla f\left(y_{k}\right)+g_{k}^{\Psi}\right)+\left\langle\nabla f\left(y_{k}\right)+g_{k}^{\Psi}, z_{k+1}\right\rangle\right) \\
& \quad \geq\left(1-\theta_{k}\right)\left(-\phi^{*}\left(u_{k}\right)+\left\langle u_{k}, z_{k}\right\rangle+\theta_{k-1} L_{k-1} D_{h}\left(z, x_{0}\right)\right) \\
& \quad+\theta_{k}\left(f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), z_{k+1}-y_{k}\right\rangle+L_{k} D_{h}\left(z_{k+1}, z_{k}\right)+\Psi\left(z_{k+1}\right)\right)
\end{aligned}
$$

Therefore the induction hypothesis and (2.10) imply that

$$
\begin{aligned}
& -\phi^{*}\left(u_{k+1}\right)+\left\langle u_{k+1}, z_{k+1}\right\rangle+\theta_{k} L_{k} D_{h}\left(z_{k+1}, x_{0}\right) \\
& \quad \geq\left(1-\theta_{k}\right) \phi\left(x_{k}\right)+\theta_{k}\left(f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), z_{k+1}-y_{k}\right\rangle+L_{k} D_{h}\left(z_{k+1}, z_{k}\right)+\Psi\left(z_{k+1}\right)\right) \\
& \quad \geq \phi\left(x_{k+1}\right) .
\end{aligned}
$$

Corollary 4. If the assumptions of Theorem 6 hold then for $k=1,2, \ldots$

$$
\phi\left(x_{k}\right)-\phi(x) \leq \theta_{k-1} L_{k-1} D_{h}\left(x, x_{0}\right)
$$

for all $x \in \operatorname{dom}(\phi)$.
Proof. From Theorem 6 it follows that

$$
\phi\left(x_{k}\right) \leq \min _{x}\left\{\phi(x)-\left\langle u_{k}, x\right\rangle\right\}+\min _{x}\left\{\left\langle u_{k}, x\right\rangle+\theta_{k-1} L_{k-1} D_{h}\left(x, x_{0}\right)\right\}
$$

Thus $\phi\left(x_{k}\right) \leq \phi(x)+\theta_{k-1} L_{k-1} D_{h}\left(x, x_{0}\right)$ for all $x \in \operatorname{dom}(\phi)$.
Suppose $f$ is $L_{f}$-smooth relative to $h$ on relint $(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$ and let $\gamma>0$ be a triangle scaling exponent of $D_{h}$ introduced by Hanzely, Richtarik, and Xiao [34]. That is, for all $x, z, \tilde{z} \in \operatorname{dom}(h)$ and $\theta \in[0,1]$ the Bregman distance $D_{h}$ satisfies the following triangle scaling property

$$
D_{h}((1-\theta) x+\theta \tilde{z},(1-\theta) x+\theta z) \leq \theta^{\gamma} D_{h}(\tilde{z}, z)
$$

The next proposition shows that if both constants $L_{f}$ and $\gamma$ are known then the admissibility of $L_{k}$ and condition (2.10) for $k=0,1, \ldots$ can be ensured by choosing of $L_{0}:=L_{f}$ and $\theta_{k}$ via $\theta_{0}=1, \theta_{k}^{\gamma}=\left(1-\theta_{k}\right) \theta_{k-1}^{\gamma}$. In this case Algorithm 5 is identical to Algorithm APGM in [34] and to Algorithm APDA in [34] when $x_{0}=\operatorname{argmin}_{x \in \mathbb{R}^{n}} h(x)$. Furthermore, Theorem 6 yields the convergence rate established in [34] as the next proposition shows.

Proposition 1. Suppose $f$ is $L_{f}$-smooth relative to $h$ on $\operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$ and $\gamma \geq 1$ is a triangle scaling exponent of $D_{h}$. Suppose also that $\phi$ is bounded below and the pair $(h, \Psi)$ satisfies the sufficient admissibility condition. If Algorithm 5 chooses $L_{0}=L_{f}$ and $\theta_{k}$ via $\theta_{0}=1$ and $\theta_{k}^{\gamma}=\left(1-\theta_{k}\right) \theta_{k-1}^{\gamma}, k=1,2, \ldots$ then each $L_{k}$ is admissible for $\nabla f\left(y_{k}\right)$ at $z_{k}$ and (2.10) holds for $k=0,1, \ldots$. Furthermore, in this case

$$
\begin{equation*}
\phi\left(x_{k}\right)-\phi(x) \leq\left(\frac{\gamma}{k-1+\gamma}\right)^{\gamma} L_{f} D_{h}\left(x, x_{0}\right) \tag{2.14}
\end{equation*}
$$

for all $x \in \operatorname{dom}(\phi)$.
Proof. For this choice $L_{0}$ and $\theta_{k}$ we have $\theta_{k} L_{k}=\theta_{k}^{\gamma} L_{f}, k=0,1, \ldots$ To show that $L_{k}$ is admissible, we establish a lower bound on the function $z \mapsto\left\langle\nabla f\left(y_{k}\right), z\right\rangle+L_{k} D_{h}\left(z, z_{k}\right)$ and use the sufficient admissibility condition of $(h, \Psi)$. To that end, observe that the convexity of $f$ and $\Psi$, the triangle scaling property of $D_{h}$, and the $L_{f}$-smoothness of $f$ imply that for all $k=0,1, \ldots, z \in \operatorname{relint}(\operatorname{dom}(h))$, and $x:=\left(1-\theta_{k}\right) x_{k}+\theta_{k} z$

$$
\begin{aligned}
& \left.\left(1-\theta_{k}\right) \phi\left(x_{k}\right)+\theta_{k}\left(f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), z-y_{k}\right\rangle\right)+L_{k} D_{h}\left(z, z_{k}\right)+\Psi(z)\right) \\
& \geq f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x-y_{k}\right\rangle+\theta_{k}^{\gamma} L_{f} D_{h}\left(z, z_{k}\right)+\Psi(x) \\
& \geq f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x-y_{k}\right\rangle+L_{f} D_{h}\left(x, y_{k}\right)+\Psi(x) \\
& \geq \phi(x) .
\end{aligned}
$$

The boundedness of $\phi$ and the sufficient admissibility condition of ( $h, \Psi$ ) thus imply that $L_{k}$ is admissible for $\nabla f\left(y_{k}\right)$ at $z_{k}$ for $k=0,1,2, \ldots$. Furthermore, (2.10) also follows by taking $z:=z_{k+1}$. To finish, observe that as shown in [34, Lemma 4], the sequence $\theta_{k}, k=0,1, \ldots$ defined via $\theta_{0}=1$ and $\theta_{k}^{\gamma}=\left(1-\theta_{k}\right) \theta_{k-1}^{\gamma}, k=1,2, \ldots$ satisfies

$$
\theta_{k} \leq \frac{\gamma}{k+\gamma}
$$

Since $\theta_{k-1} L_{k-1}=\theta_{k-1}^{\gamma} L_{f}$, Corollary 4 yields (2.14).
Our next result shows that the same, or a possibly faster, rate of convergence as (2.14) is attained by Algorithm 5 if $L_{0}=L_{f}$ and $\theta_{k} \in(0,2 / 3]$ is chosen as large as possible. This choice of $\theta_{k}$ is motivated by the following considerations. Observe that the iterates of Algorithm 5 satisfy $\theta_{k} L_{k}=\left(1-\theta_{k}\right) \theta_{k-1} L_{k-1}, k=1,2, \ldots$ Therefore, the larger the $\theta_{k}, k=1,2, \ldots$, the tighter the bound in Corollary 4. In Theorem 7 we make the ideal assumptions that $L_{0}=L_{f}$ and that $\theta_{k} \in(0,2 / 3]$ is chosen as large as possible simply for ease of exposition. As we detail below, the slightly weaker rate (2.15) holds for more realistic and easily implementable line-search procedures that choose $L_{0}$ and $\theta_{k}$.

Theorem 7. Suppose $f$ is $L_{f}$-smooth relative to $h$ on $\operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$ and $\gamma>0$ is a triangle scaling exponent of $D_{h}$. Suppose also that $\phi$ is bounded below and the pair $(h, \Psi)$ satisfies the sufficient admissibility condition. If Algorithm 5 chooses
$L_{0}=L_{f}$ in Step 2 and $\theta_{k}, k=1,2, \ldots$ in Step 5 as the largest $\theta_{k} \in(0,2 / 3]$ such that $L_{k}$ is admissible for $\nabla f\left(y_{k}\right)$ at $z_{k}$ and (2.10) holds then for $k=1,2, \ldots$

$$
\phi\left(x_{k}\right)-\phi(x) \leq\left(\frac{\gamma}{k-1+\gamma}\right)^{\gamma} L_{f} D_{h}\left(x, x_{0}\right)
$$

for all $x \in \operatorname{dom}(\phi)$.
Proof. By Corollary 4, it suffices to show that

$$
\theta_{k-1} L_{k-1} \leq\left(\frac{\gamma}{k-1+\gamma}\right)^{\gamma} L_{f}
$$

We proceed by induction. The case $k=1$ is an immediate consequence of the $L_{f^{-}}$ smoothness of $f$ relative to $h$, the boundedness of $\phi$, and the sufficient admissibility condition of $(h, \Psi)$. For the main inductive step, we follow a similar reasoning to that in the proof of Proposition 1. Observe that the convexity of $f$ and $\Psi$, the construction of $L_{k}$, and the triangle scaling property of $D_{h}$ imply that for all $z \in \operatorname{relint}(\operatorname{dom}(h))$ and $x:=\left(1-\theta_{k}\right) x_{k}+\theta_{k} z$

$$
\begin{aligned}
& \left.\left(1-\theta_{k}\right) \phi\left(x_{k}\right)+\theta_{k}\left(f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), z-y_{k}\right\rangle\right)+L_{k} D_{h}\left(z, z_{k}\right)+\Psi(z)\right) \\
& \geq f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x-y_{k}\right\rangle+\frac{\left(1-\theta_{k}\right) \theta_{k-1} L_{k-1}}{\theta_{k}^{\gamma}} D_{h}\left(x, y_{k}\right)+\Psi(x)
\end{aligned}
$$

Hence the $L_{f}$-smoothness of $f$, boundedness of $\phi$, and sufficient admissibility condition of $(f, \Psi)$ imply that $L_{k}$ is admissible for $\nabla f\left(y_{k}\right)$ at $z_{k}$ and (2.10) holds provided $\theta_{k} \in$ $(0,2 / 3]$ is such that

$$
\frac{\left(1-\theta_{k}\right) \theta_{k-1} L_{k-1}}{\theta_{k}^{\gamma}} \leq L_{f}
$$

The induction hypothesis implies that

$$
\frac{1-\theta_{k}}{\theta_{k}^{\gamma}} \leq \frac{L_{f}}{\theta_{k-1} L_{k-1}}=\left(\frac{\hat{k}-1+\gamma}{\gamma}\right)^{\gamma}
$$

for some $\hat{k} \geq k$ not necessarily integral. Thus $\theta_{k} \geq \hat{\theta}$ where $\hat{\theta} \in(0,2 / 3]$ is the root of

$$
\frac{1-\hat{\theta}}{\hat{\theta}^{\gamma}}=\frac{L_{f}}{\theta_{k-1} L_{k-1}}=\left(\frac{\hat{k}-1+\gamma}{\gamma}\right)^{\gamma} .
$$

As shown in [34, Lemma 3], the arithmetic mean geometric mean inequality implies that $\hat{\theta} \leq \gamma /(\hat{k}+\gamma) \leq 2 / 3$. Therefore,

$$
\theta_{k} L_{k}=\left(1-\theta_{k}\right) \theta_{k-1} L_{k-1} \leq(1-\hat{\theta}) \theta_{k-1} L_{k-1}=\hat{\theta}^{\gamma} L_{f} \leq\left(\frac{\gamma}{\hat{k}+\gamma}\right)^{\gamma} L_{f} \leq\left(\frac{\gamma}{k+\gamma}\right)^{\gamma} L_{f}
$$

Consider the following more realistic line-search procedures. Suppose we choose $L_{0}$ via the following standard binary search procedure: Start with an initial guess $L_{0}>0$ for $L_{f}$ and repeatedly scale $L_{0}$ (up or down) by $\alpha>1$ until (2.10) just holds for $k=0$. This kind of procedure will choose $L_{0} \leq \alpha L_{f}$. Suppose $\theta_{k} \in(0,2 / 3], k=1,2, \ldots$ is chosen via the following binary search procedure which is a variant of the approach used in [34, Algorithm ABPG-e]: Set $\theta_{k}:=\gamma_{k} /\left(k+\gamma_{k}\right)$ for some initial guess $\gamma_{k}>0$ and repeatedly increase or decrease $\gamma_{k}$ by some sufficiently small $\delta>0$ until (2.10) just holds. These two procedures and a straightforward modification of the proof of Theorem 7 imply that for some $\tilde{\gamma} \geq \gamma-\delta$ the iterates generated by Algorithm 5 satisfy

$$
\begin{equation*}
\phi\left(x_{k}\right)-\phi(x) \leq\left(\frac{\tilde{\gamma}}{k-1+\tilde{\gamma}}\right)^{\tilde{\gamma}} \alpha L_{f} D_{h}\left(x, x_{0}\right) \tag{2.15}
\end{equation*}
$$

for all $x \in \operatorname{dom}(\phi)$.
We note that although (2.15) is theoretically weaker than (2.14), the above linesearch procedures could choose $L_{0}<L_{f}$ and $\theta_{k}>\gamma /(k+\gamma)$ thereby yielding a faster rate of convergence. Our numerical experiments in Section 2.6 shed some light into this phenomenon.

### 2.5 Linear Convergence of Accelerated Bregman Proximal Gradient

We next show that some variants of Algorithm 5 that include restart attain an accelerated linear rate of convergence provided that some suitable relative smoothness and functional growth conditions hold. The algorithmic schemes and proofs in this section follow in a fairly straightforward fashion from the same ideas used in known restart schemes such as those in $[50,54,55,67]$. We should note than unlike the previous algorithms in the chapter, Algorithm 6 and Algorithm 7 below require some additional knowledge about the problem.

Throughout this section assume that $\bar{\phi}:=\min _{x} \phi(x)<\infty$ and $\bar{X}:=\{x \in \operatorname{dom}(\phi)$ : $\phi(x)=\bar{\phi}\} \neq \emptyset$. Let for $x \in \operatorname{dom}(\phi)$ let $D_{h}(\bar{X}, x):=\inf _{\bar{x} \in \bar{X}} D_{h}(\bar{x}, x)$. Suppose $f$ is both $L_{f}$-smooth relative to $h$ and $\mu_{f}$-strongly convex relative to $h$ on relint $(\operatorname{dom}(h)) \cap$ $\operatorname{dom}(\Psi)$. That is, both $L_{f} h-f$ and $f-\mu_{f} h$ are convex on relint $(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)$. As discussed in [69] and [48], under these conditions the iterates generated by Algorithm 4 satisfy

$$
D_{h}\left(\bar{X}, x_{k}\right) \leq\left(1-\frac{\mu_{f}}{L_{f}}\right)^{k} D_{h}\left(\bar{X}, x_{0}\right)
$$

and

$$
\phi\left(x_{k}\right)-\bar{\phi} \leq L_{f}\left(1-\frac{\mu_{f}}{L_{f}}\right)^{k} D_{h}\left(\bar{X}, x_{0}\right)
$$

provided $L_{k}=L_{f}, k=0,1, \ldots$ A straightforward modification of the argument in [69] shows that these inequalities also hold with $L_{f}$ replaced with $\max \left\{\bar{L}, \alpha L_{f}\right\}$ if $L_{k}$
is instead chosen via a backtracking procedure that starts with an initial guess $\bar{L}$ for $L_{f}$ and repeatedly scales it up by $\alpha>1$ until condition (2.6) holds.

The above bounds imply that Algorithm 4 yields $x_{k} \in \operatorname{dom}(\phi)$ with $\phi\left(x_{k}\right)-\bar{\phi}<\epsilon$ in at most

$$
k=\mathcal{O}\left(\frac{L_{f}}{\mu_{f}} \cdot \log \left(\frac{L_{f} D_{h}\left(\bar{X}, x_{0}\right)}{\epsilon}\right)\right)
$$

iterations. We next show that under the same relative smoothness assumption and a relative functional growth assumption, two variants of Algorithm 5 that include restart achieve a faster linear rate when $\gamma>1$. Note that Algorithm 6 requires knowledge of the optimal value $\bar{\phi}$. On the other hand, Algorithm 7 requires knowledge of a certain condition number $L_{f} / \kappa_{\phi}$ of $\phi$ and of the triangle scaling exponent $\gamma$ of $D_{h}$.

Following [50], define the functional growth constant $\kappa_{\phi}$ of $\phi$ relative to $h$ as follows

$$
\kappa_{\phi}:=\inf _{x \in \mathbb{R}^{n} \backslash \bar{X}} \frac{\phi(x)-\bar{\phi}}{D_{h}(\bar{X}, x)} .
$$

```
Algorithm 6 Accelerated Bregman proximal gradient with restart (version 1)
    Pick \(w_{0} \in \operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)\)
    for \(\ell=0,1, \ldots\) do
        let \(x_{0}:=w_{\ell}\) and run Algorithm 5 until
            \(\phi\left(x_{k}\right)-\bar{\phi} \leq \frac{\phi\left(x_{0}\right)-\bar{\phi}}{2}\)
        let \(w_{\ell+1}:=x_{k}\)
    end for
```

```
Algorithm 7 Accelerated Bregman proximal gradient with restart (version 2)
    Pick \(w_{0} \in \operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi)\)
    for \(\ell=0,1, \ldots\) do
        let \(x_{0}:=w_{\ell}\) and run Algorithm 5 until
            \(k=\gamma\left(\frac{2 L_{f}}{\kappa_{\phi}}\right)^{1 / \gamma}\)
        let \(w_{\ell+1}:=x_{k}\)
    end for
```

Proposition 2. Suppose $f$ is $L_{f}$-smooth relative to $h$ on $\operatorname{relint}(\operatorname{dom}(h)) \cap \operatorname{dom}(\Psi), \phi$ has positive functional growth constant $\kappa_{\phi}$ relative to $h$, and $D_{h}$ has triangle scaling
exponent $\gamma \geq 1$. Then each call to Algorithm 5 in Algorithm 6 halts after at most

$$
\begin{equation*}
k=\gamma\left(\frac{2 L_{f}}{\kappa_{\phi}}\right)^{1 / \gamma} \tag{2.16}
\end{equation*}
$$

iterations. On the other hand, the sequence of outer iterates $\left\{w_{\ell}: \ell=0,1, \ldots\right\}$ generated by Algorithm 7 satisfies

$$
\begin{equation*}
\phi\left(w_{\ell+1}\right)-\bar{\phi} \leq \frac{\phi\left(w_{\ell}\right)-\bar{\phi}}{2} \tag{2.17}
\end{equation*}
$$

and

$$
D_{h}\left(\bar{X}, w_{\ell+1}\right) \leq \frac{D_{h}\left(\bar{X}, w_{\ell}\right)}{2}
$$

In particular, either Algorithm 6 or Algorithm 7 yields $x_{K} \in \operatorname{dom}(\phi)$ such that $\phi\left(x_{K}\right)-$ $\bar{\phi}<\epsilon$ after at most

$$
K=\mathcal{O}\left(\left(\frac{L_{f}}{\kappa_{\phi}}\right)^{1 / \gamma} \log \left(\frac{L_{f} D_{h}\left(\bar{X}, x_{0}\right)}{\epsilon}\right)\right)
$$

accelerated Bregman proximal gradient iterations.
Proof. Theorem 7 implies that the iterates generated by Algorithm 5 satisfy

$$
\phi\left(x_{k}\right)-\bar{\phi} \leq\left(\frac{\gamma}{k-1+\gamma}\right)^{\gamma} L_{f} D_{h}\left(\bar{X}, x_{0}\right) \leq \frac{L_{f}}{\kappa_{\phi}}\left(\frac{\gamma}{k-1+\gamma}\right)^{\gamma}\left(\phi\left(x_{0}\right)-\bar{\phi}\right) .
$$

Thus both (2.16) and (2.17) follow. In addition, for $\ell=0,1, \ldots$ the outer iterates generated by Algorithm 7 satisfy

$$
\phi\left(w_{\ell+1}\right)-\bar{\phi} \leq\left(\frac{\gamma}{k-1+\gamma}\right)^{\gamma} L_{f} D_{h}\left(\bar{X}, w_{\ell}\right) \leq \frac{\kappa_{\phi} D_{h}\left(\bar{X}, w_{\ell}\right)}{2}
$$

and so

$$
D_{h}\left(\bar{X}, w_{\ell+1}\right) \leq \frac{\phi\left(w_{\ell+1}\right)-\bar{\phi}}{\kappa_{\phi}} \leq \frac{D_{h}\left(\bar{X}, w_{\ell}\right)}{2}
$$

### 2.6 Numerical Experiments

We implemented a Python version of Algorithm 4 with line-search to choose $L_{k}$. Following the convention in [34], we will refer to this implementation as Algorithm BPG-LS. We also implemented two Python versions of Algorithm 5. The first one sets $L_{0}:=L_{f}$ and $\theta_{k}$ via $\theta_{0}=1$ and $\theta_{k}^{\gamma}=\left(1-\theta_{k}\right) \theta_{k-1}^{\gamma}, k=1,2, \ldots$ assuming that $L_{f}$ and $\gamma$ are known. As indicated in Section 2.4, this version is identical to Algorithm ABPG in
[34]. We also implemented a second version of Algorithm 5 with the line-search procedures to choose $L_{0}$ and $\theta_{k}$ sketched at the end of Section 2.4 for $\alpha=2$ and $\delta=0.1$. In particular, our implementation sets $\theta_{k}=\frac{\gamma_{k}}{k+\gamma_{k}}, k=1,2, \ldots$ were $\gamma_{k}>0$ is chosen via line-search so that (2.10) holds. We refer to this version as Algorithm ABPG-LS.

We next report results on some numerical experiments on random instances of two problems that provide interesting tests for Bregman proximal methods. The first one is the D-optimal design problem [2, 48]

$$
\min _{x \in \Delta_{n-1}}-\log \left(\operatorname{det}\left(H X H^{\top}\right)\right)
$$

where $X=\operatorname{diag}(x)$ and $H \in \mathbb{R}^{m \times n}$ with $m<n$ and $\Delta_{n-1}:=\left\{x \in \mathbb{R}_{+}^{n}:\|x\|_{1}=1\right\}$.
The second one is the Poisson linear inverse problem [4]

$$
\min _{x \in \mathbb{R}_{+}^{n}} D_{K L}(b, A x)
$$

where $b \in \mathbb{R}_{++}^{n}$ and $A \in \mathbb{R}_{+}^{m \times n}$ with $m>n$ and $D_{K L}(\cdot, \cdot)$ is the Kullback-Leibler divergence, that is, the Bregman distance associated to the Boltzmann-Shannon entropy function $x \mapsto \sum_{i=1}^{n} x_{i} \log \left(x_{i}\right)$.

It was shown in [48] that the function $f(x)=-\log \left(\operatorname{det}\left(H X H^{\top}\right)\right)$ is 1 -smooth relative to the Burg entropy $h(x)=-\sum_{i=1}^{n} \log \left(x_{i}\right)$. On the other hand, it was shown in [4] that the function $x \mapsto D_{K L}(b, A x)$ is $\|b\|_{1}$-smooth relative to $h(x)=-\sum_{i=1}^{n} \log \left(x_{i}\right)$. Thus we use the Burg entropy $h(x)=-\sum_{i=1}^{n} \log \left(x_{i}\right)$ as reference function for both problems. The implementation of Algorithm ABPG requires values of $L_{f}$ and $\gamma$ as input. We used the values $L_{f}=1$ for the D-optimal design problem and $L_{f}=\|b\|_{1}$ for the Poisson linear inverse problem which are "safe" as per the above relative smoothness results. For $\gamma$, we used the default value $\gamma=2$. This value is attractive because it yields the accelerated rate $\mathcal{O}\left(1 / k^{2}\right)$ but is not safe because as discussed in [34], the Bregman distance for the Burg entropy has a smaller uniform triangle scaling exponent. Nonetheless, as in the experiments reported in [34], the choice of $\gamma=2$ worked fine in our numerical experiments.

Figure 2.1 depicts the convergence of Algorithms BPG-LS, ABPG, and ABPG-LS on two typical random instances $H \in \mathbb{R}^{100 \times 250}$ and $H \in \mathbb{R}^{200 \times 300}$ for the D-optimal design problem. The suboptimality gap is measured relative to the smallest objective value attained by the three algorithms, which was ABPG-LS in all cases. The entries of the instances $H$ for this problem are independent draws from the standard normal distribution.

Figure 2.2 depicts similar convergence results on typical random instances $A \in$ $\mathbb{R}^{250 \times 100}, b \in \mathbb{R}^{250}$ and $A \in \mathbb{R}^{300 \times 200}, b \in \mathbb{R}^{300}$ for the Poisson linear inverse problem. In this case the entries of $A$ and of $b$ are independent draws from the uniform distribution on $[0,1]$.

The numerical experiments demonstrate that the convergence rates of the algorithms BPG-LS, ABPG, and ABPG-LS usually follow the pattern one would expect: In most cases Algorithm BPG-LS is the slowest while ABPG-LS is the fastest. An


Figure 2.1: Suboptimality gap on typical instances of the D-optimal design problem.


Figure 2.2: Suboptimality gap on typical instances of the Poisson linear inverse problem.
exception occurs in the easier $200 \times 300$ D-optimal design instances where BPG-LS performs performs as well as ABPG or better. As noted in [34] this can be attributed to the better conditioning of these instances and the linear convergence property of Algorithm 4. Figure 2.3 and Figure 2.4 depict an interesting phenomenon that we observed in our experiments. These figures display plots of the values of $\gamma_{k}$ throughout the execution of Algorithm ABPG-LS in the four instances discussed above. In all of these cases it is evident that $\gamma_{k}$ hovers near 2. Since the algorithm sets $\theta_{k}=\gamma_{k} /\left(k+\gamma_{k}\right)$, these values of $\gamma_{k}$ imply that Algorithm ABPG-LS approximately attains the iconic $\mathcal{O}\left(1 / k^{2}\right)$ convergence rate of accelerated gradient methods. This numerical evidence is striking and consistent with the results reported in [34].


Figure 2.3: Sequence $\left\{\gamma_{k}: k=1,2, \ldots\right\}$ in ABPG-LS for typical instances of D-design optimal problem.


Figure 2.4: Sequence $\left\{\gamma_{k}: k=1,2, \ldots\right\}$ in ABPG-LS for typical instances of Poisson linear inverse problem.

## Chapter 3

## Conditioning: The Condition Number of a Function Relative to a Set

### 3.1 Introduction

In this chapter, we propose a relative smoothness constant $L_{f, X, D}$ and a relative strong convexity constant $\mu_{f, X, D}$ of the function $f$ relative to the pair $(X, D)$ where $f: \mathbb{R}^{m} \rightarrow$ $\mathbb{R} \cup\{\infty\}$ is a convex differentiable function, $X \subseteq \operatorname{dom}(f)$ is a convex set, and $D$ : $X \times X \rightarrow \mathbb{R}_{+}$a distance-like function, that is, $D(y, x) \geq 0$ and $D(x, x)=0$ for all $x, y \in X$. See Definition 4 and equation (3.5) below for details.

The main sections of the chapter are organized as follows. Section 3.2 presents our central construction, namely relative smoothness and relative strong convexity. This section also introduces relative quasi strong convexity and $D$-functional growth, both of which are variants of relative strong convexity. Section 3.3 and Section 3.4 present the main technical results of the chapter when $D$ is a squared norm. Section 3.3 develops several properties of the constants $L_{f, X, D}$ and $\mu_{f, X, D}$. More precisely, Proposition 4 gives an upper bound on $L_{f, X, D}$ when $f$ is of the form $g \circ A$ for some $A \in \mathbb{R}^{m \times n}, g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$. The more involved Theorem 8 and Theorem 9 give lower bounds on $\mu_{f, X, D}$ when $f$ is of the form $g \circ A$ and $X$ is a convex cone or a polyhedron. These bounds readily imply that for $f=g \circ A$ the relative condition number $L_{f, X, D} / \mu_{f, X, D}$ can be bounded in terms of the product of the classical condition number $L_{g} / \mu_{g}$ and a condition number of the pair $(A, X)$. See equation (3.14) and equation (3.16). Section 3.4 develops properties analogous to those in Section 3.3 but for the constants $\mu_{f, X, D}^{\star}$ and $\mu_{f, X, D}^{\sharp}$. Finally Section 3.5 presents linear convergence results for the mirror descent algorithm and for the Frank-Wolfe algorithm with away steps in terms of the relative constants $L_{f, X, D}$ and $\mu_{f, X, D}^{\star}, \mu_{f, X, D}^{\sharp}$.

### 3.2 Conditioning Relative to a Reference Set and Distance Function Pair

This section presents the central ideas of this chapter. We introduce the concepts of relative smoothness and relative strong convexity of a function relative to a reference set and distance function pair. We also introduce some variants of relative strong convexity that are natural extensions of the approach developed by Necoara, Nesterov and Glineur [50].

Throughout the entire chapter we will typically make the following blanket assumption about the triple $(f, X, D)$.

Assumption 2. The function $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is convex and differentiable. The set $X \subseteq \operatorname{dom}(f)$ is convex. The function $D: X \times X \rightarrow \mathbb{R}_{+}$is a reference distance-like function, that is, $D(y, x) \geq 0$ for all $x, y \in X$ and $D(x, x)=0$ for all $x \in X$.

Throughout our development we will consider mainly the following two classes of distance-like functions:

- The Bregman distance associated to a reference convex differentiable function $h: X \rightarrow \mathbb{R}$, that is,

$$
D(y, x):=D_{h}(y, x)=h(y)-h(x)-\langle\nabla h(x), y-x\rangle .
$$

- The square of a (non-necessarily Euclidean) norm $\|\cdot\|$ in $\mathbb{R}^{n}$, that is,

$$
D(y, x):=\frac{1}{2}\|y-x\|^{2} .
$$

Our main construction is based on bounding the behavior of the Bregman distance associated to $f$ in terms of the reference distance function $D$. The following object provides a key building block for our construction. For $y \in X$ let $Z_{f, X}(y) \subseteq X$ denote the set

$$
Z_{f, X}(y):=\{x \in X: f(x)=f(y) \text { and }\langle\nabla f(x)-\nabla f(y), x-y\rangle=0\} .
$$

Observe that if $f$ is strictly convex then $Z_{f, X}(y)=\{y\}$ for all $y \in X$.

### 3.2.1 Relative Smoothness and Relative Strong Convexity

To motivate our main construction we first recall the classical notion of smoothness and strong convexity constants. We recall these classical concepts in a format that we subsequently use for our main construction. Recall that for a convex differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ and $x, y \in \operatorname{dom}(f)$ the Bregman distance $D_{f}(y, x)$ is

$$
D_{f}(y, x)=f(y)-f(x)-\langle\nabla f(x), y-x\rangle .
$$

Definition 3. Suppose $(f, X, D)$ satisfy Assumption 2 and $D(y, x)=\frac{1}{2}\|y-x\|^{2}$ for some norm $\|\cdot\|$ in $\mathbb{R}^{n}$.
(a) The function $f$ is smooth on $X$ if there exists a constant $L>0$ such that

$$
\begin{equation*}
D_{f}(y, x) \leq L D(y, x) \text { for all } x, y \in X \tag{3.1}
\end{equation*}
$$

(b) The function $f$ is strongly convex on $X$ if there exists a constant $\mu>0$ such that

$$
\begin{equation*}
D_{f}(y, x) \geq \mu D(y, x) \text { for all } x, y \in X \tag{3.2}
\end{equation*}
$$

Next, we present our main construction. In Definition 4 and throughout the chapter we will use the following notational convention. For a nonempty $S \subseteq X$ and $x \in X$ let $D_{f}(S, x)$ and $D(S, x)$ denote $\inf _{y \in S} D_{f}(y, x)$ and $\inf _{y \in S} D(y, x)$ respectively.

Definition 4. Let $(f, X, D)$ satisfy Assumption 2.
(a) We say that $f$ is smooth relative to $(X, D)$ if there exists a constant $L>0$ such that

$$
\begin{equation*}
D_{f}(y, x) \leq L D(y, x) \text { for all } x, y \in X \tag{3.3}
\end{equation*}
$$

(b) We say that $f$ is strongly convex relative to $(X, D)$ if there exists a constant $\mu>0$ such that

$$
\begin{equation*}
D_{f}\left(Z_{f, X}(y), x\right) \geq \mu D\left(Z_{f, X}(y), x\right) \text { for all } x, y \in X \tag{3.4}
\end{equation*}
$$

When $D=D_{h}$ for some convex differentiable function $h: X \rightarrow \mathbb{R}$, the above relative smoothness concept is identical to the smoothness of $f$ relative to $h$ on $X$ as defined in [48]. The latter in turn is equivalent to the Lipschitz-like condition defined in [4]. Furthermore, when $D=D_{h}$ and $f$ is strictly convex, the above relative strong convexity concept is identical to the strong convexity of $f$ relative to $h$ on $X$ as defined in [48].

We will use the following notation throughout the rest of the chapter. Suppose $(f, X, D)$ satisfies Assumption 2. Let $L_{f, X, D}$ and $\mu_{f, X, D}$ be the following relative smoothness and strong convexity constants

$$
\begin{equation*}
L_{f, X, D}:=\inf \{L>0: \text { (3.3) holds }\}, \mu_{f, X, D}:=\sup \{\mu>0: \text { (3.4) holds }\} . \tag{3.5}
\end{equation*}
$$

In addition, suppose $(f, X, D)$ satisfies Assumption 2 and $D(x, y)=\frac{1}{2}\|x-y\|^{2}$ for some norm $\|\cdot\|$ in $\mathbb{R}^{n}$. Let $L_{f}$ and $\mu_{f}$ be the following classical smoothness and strong convexity constants

$$
\begin{equation*}
L_{f}:=\inf \{L>0:(3.1) \text { holds }\}, \mu_{f}:=\sup \{\mu>0:(3.2) \text { holds }\} \tag{3.6}
\end{equation*}
$$

The following example illustrates the values of the relative smoothness and convexity constants $L_{f, X, D}$ and $\mu_{f, X, D}$ of a convex quadratic function relative to ( $X, D$ ) for some canonical choices of $X$ and $D$. It also lays the ground for the main properties that we develop in Section 3.3.

Example 2. Let $A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}$ with $A \neq 0$ and $\mathbb{R}^{n}$ and $\mathbb{R}^{n}$ be endowed with the Euclidean norm. Let $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ and $D(y, x):=\frac{1}{2}\|y-x\|_{2}^{2}$. Then $f$ has the following smoothness and strong convexity constants $L_{f, X, D}$ and $\mu_{f, X, D}$ relative to $(X, D)$ for two particular choices of $X$.
(a) For $X=\mathbb{R}^{n}$ we have $L_{f, X, D}=\sigma_{\max }\left(A^{\top} A\right)=\sigma_{\max }(A)^{2}$ and $\mu_{f, X, D}=\sigma_{\min }^{+}\left(A^{\top} A\right)=$ $\sigma_{\min }^{+}(A)^{2}>0$, where $\sigma_{\min }^{+}(\cdot)$ denotes the smallest positive singular value. Observe that in this case $L_{f}=L_{f, X, D}$ but $\mu_{f}=\mu_{f, X, D}$ only when $A$ is full column rank.
(b) Suppose $X \subseteq \mathbb{R}^{n}$ is a linear subspace such that the mapping $A \mid X: X \rightarrow \mathbb{R}^{m}$ defined via $x \in X \mapsto A x \in \mathbb{R}^{m}$ is nonzero. Then $L_{f, X, D}=\sigma_{\max }(A \mid X)^{2}$ and $\mu_{f, X, D}=\sigma_{\min }^{+}(A \mid X)^{2}$. Observe that in this case $L_{f, X, D} \leq L_{f}$ and $L_{f, X, D}$ can be quite a bit smaller. Likewise, $\mu_{f, X, D} \geq \mu_{f}$ and $\mu_{f, X, D}$ could be quite a bit larger.

The statements (a) and (b) in Example 2 can be verified directly but they also follow from the more general Proposition 4 and Corollary 5 in Section 3.3 below.

### 3.2.2 Relative Quasi-strong Convexity and $D$-functional Growth

Following [50], we next consider two variants of relative strong convexity that are natural extensions of the quasi-strong convexity and quadratic functional growth concepts defined in [50]. For that purpose, we will rely on the following strengthening of Assumption 2.

Assumption 3. Suppose $(f, X, D)$ satisfy Assumption 2, $\bar{f}:=\min _{x \in X} f(x)$ is finite, $\bar{X}:=\{x \in X: f(x)=\bar{f}\} \neq \emptyset$, and the map $x \mapsto \bar{x}:=\operatorname{argmin}_{y \in \bar{X}} D(y, x)$ is well defined for all $x \in X$.

Definition 5. Suppose $(f, X, D)$ satisfies Assumption 3.
(a) We say that $f$ is quasi-strongly-convex relative to $(X, D)$ if there exists a constant $\mu>0$ such that

$$
\begin{equation*}
D_{f}(\bar{x}, x) \geq \mu D(\bar{x}, x) \text { for all } x \in X \tag{3.7}
\end{equation*}
$$

(b) We say that $f$ has $D$-functional growth on $X$ if there exists a constant $\mu>0$ such that

$$
\begin{equation*}
f(x)-\bar{f} \geq \mu D(\bar{x}, x) \text { for all } x \in X \tag{3.8}
\end{equation*}
$$

Throughout the sequel we will use the following notation analogous to (3.5). Suppose $(f, X, D)$ satisfies Assumption 3. Let $\mu_{f, X, D}^{\star}$ and $\mu_{f, X, D}^{\sharp}$ be as follows

$$
\begin{equation*}
\mu_{f, X, D}^{\star}:=\sup \{\mu>0:(3.7) \text { holds }\}, \mu_{f, X, D}^{\sharp}:=\sup \{\mu>0:(3.8) \text { holds }\} \tag{3.9}
\end{equation*}
$$

The next proposition shows that, as one may intuitively expect, relative quasistrong convexity is a relaxation of relative strong convexity. In other words, $\mu_{f, X, D} \leq$ $\mu_{f, X, D}^{\star}$ whenever $(f, X, D)$ satisfies Assumption 3.

Proposition 3. Suppose $(f, X, D)$ satisfy Assumption 3. If $\mu>0$ is such that $(f, X, D, \mu)$ satisfies (3.4) then $(f, X, D, \mu)$ satisfies (3.7).

Proof. The construction of $Z_{f, X}(y)$ implies that $Z_{f, X}(y) \subseteq \bar{X}$ for all $y \in \bar{X}$. Therefore, if $(f, X, D, \mu)$ satisfies (3.4) then by taking $y=\bar{x}$ it follows that

$$
D_{f}(\bar{x}, x) \geq D_{f}\left(Z_{f, X}(\bar{x}), x\right) \geq \mu D\left(Z_{f, X}(\bar{x}), x\right)=\mu D(\bar{x}, x) \text { for all } x \in X
$$

The following simple example shows that, perhaps contrary to what one might intuitively expect, $D$-functional growth is not necessarily a relaxation of strong relative convexity unless some additional assumptions are made about $f, X$, or $D$.

Example 3. Let $a>0$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ be the function $f(x)=e^{a x}$. For $X:=\mathbb{R}_{+}$ we have $\bar{X}=\{0\}$. Thus for $D:=D_{f}$ and $\mu=1$ the tuple $(f, X, D, \mu)$ satisfies (3.4). However, observe that for all $\hat{\mu}>0$ and $x \geq 1 /(\hat{\mu} a)$

$$
f(x)-\bar{f}=e^{a x}-1<\hat{\mu}\left(1+a x e^{a x}\right)=\hat{\mu}\left(\bar{f}-f^{\prime}(x)(0-x)\right)=\hat{\mu} D(\bar{X}, x)
$$

In particular, $(f, X, D, \hat{\mu})$ does not satisfy (3.8) for any $\hat{\mu}>0$.
It can be shown that under additional assumptions on $f, X$, or $D$ the $D$-functional growth condition is a relaxation of the relative strong convexity condition. For instance, it is easy to see that this is the case if $D_{f}$ is symmetric, that is, $D_{f}(y, x)=D_{f}(x, y)$ for $x, y \in X$. In addition, $D$-functional growth is a relaxation of relative strong convexity when $D$ is a squared norm and $X$ as we discuss in Section 3.4 below.

### 3.3 Properties of $L_{f, X, D}$ and $\mu_{f, X, D}$ when $D$ is a Squared Norm and $f$ is of the Form $g \circ A$

This section develops some properties of the relative constants $L_{f, X, D}$ and $\mu_{f, X, D}$ when $f$ is of the form $f:=g \circ A$ for $A \in \mathbb{R}^{m \times n}, g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$, and $D$ is of the form $D(x, y)=\frac{1}{2}\|x-y\|^{2}$ for some norm in $\mathbb{R}^{n}$. The main results of this section are Theorem 8 and Theorem 9. These results provide lower bounds on $\mu_{f, X, D}$ in terms of $\mu_{g}$ and the norms of some canonical set-valued maps that depend on $A$ and $X$. In a similar vein, Proposition 4 gives an upper bound on $L_{f, X, D}$ in terms of $L_{g}$ and the norm of a canonical map associated to $A$ and $X$.

We will rely on the objects $Z_{A, X}(\cdot)$ and $A \mid C,(A \mid C)^{-1}$ defined next. For $A \in$ $\mathbb{R}^{m \times n}, \quad X \subseteq \mathbb{R}^{n}$ nonempty and $y \in X$ let $Z_{A, X}(y):=\{x \in X: A x=A y\}$. Observe that the set-valued mapping $Z_{A, X}: X \rightrightarrows X$ can be seen as an extension of the set-valued mapping $Z_{f, X}: X \rightrightarrows X$ introduced in Section 3.2.1.

For $A \in \mathbb{R}^{m \times n}$ and a convex cone $C \subseteq \mathbb{R}^{n}$ let $A \mid C: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ be the set-valued mapping defined via

$$
x \mapsto(A \mid C)(x):= \begin{cases}\{A x\} & \text { if } x \in C \\ \emptyset & \text { otherwise } .\end{cases}
$$

And let $(A \mid C)^{-1}: \mathbb{R}^{m} \rightrightarrows \mathbb{R}^{n}$ be its inverse, that is,

$$
v \mapsto(A \mid C)^{-1}(v):=\{x \in C: A x=v\} .
$$

Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms. Define the norms of $A \mid C$ and of $(A \mid C)^{-1}$ as follows

$$
\|A \mid C\|:=\max _{\substack{x x C \\\|x\| \leq 1}}\|A x\|, \quad\left\|(A \mid C)^{-1}\right\|:=\max _{\substack{v \in A A C \\\|v\| \leq 1}} \min _{\substack{x \in C \\ A x=v}}\|x\| .
$$

Observe that if $A \in \mathbb{R}^{m \times n}$ and $X \subseteq \mathbb{R}^{n}$ is a nonempty convex set such that $A(X)$ contains more than one point then

$$
\begin{equation*}
\|A \mid \operatorname{span}(X-X)\|=\sup _{\substack{y, x \in X \\ x \neq y}} \frac{\|A y-A x\|}{\|y-x\|} \tag{3.10}
\end{equation*}
$$

In particular, the following property of the relative smoothness constant readily follows.
Proposition 4. Suppose $\mathbb{R}^{m}, \mathbb{R}^{n}$ are endowed with norms and $D(y, x):=\frac{1}{2}\|y-x\|^{2}$. Let $A \in \mathbb{R}^{m \times n}$ and $X \subseteq \mathbb{R}^{n}$ be a nonempty convex set such that $A(X)$ contains more than one point.
(a) If $\mathbb{R}^{m}$ is endowed with the Euclidean norm and $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ for some $b \in \mathbb{R}^{m}$ then

$$
L_{f, X, D}=\|A \mid \operatorname{span}(X-X)\|^{2}
$$

(b) If $f=g \circ A$ where $g$ is $L_{g}$ smooth $A(X)$ for the norm in $\mathbb{R}^{m}$ then

$$
L_{f, X, D} \leq L_{g}\|A \mid \operatorname{span}(X-X)\|^{2}
$$

Proof. (a) This follows from (3.10) and $D_{f}(y, x)=\frac{1}{2}\|A y-A x\|_{2}^{2}$.
(b) This follows from (3.10) and $D_{f}(y, x)=D_{g}(A y, A x) \leq \frac{L_{g}}{2}\|A y-A x\|^{2}$. The latter inequality follows from the $L_{g}$ smoothness of $g$.

We next discuss far more interesting results that either characterize or lower bound the relative strong convexity constant $\mu_{f, X, D}$.

### 3.3.1 Lower Bound on $\mu_{f, X, D}$ when $X$ is a Convex Cone and $A(X)$ is a Linear Subspace

In this subsection we will consider the special case when $X \subseteq \mathbb{R}^{n}$ is a convex cone and $A \in \mathbb{R}^{m \times n}$ is such that $A(X)$ is a linear subspace of $\mathbb{R}^{m}$. The latter condition is equivalent to the following Slater condition: there exists $x \in \operatorname{relint}(X)$ such that $A x=$ 0 . When this is the case, the norms $\|A \mid X\|$ and $\left\|(A \mid X)^{-1}\right\|$ have the following geometric interpretation. Let $\mathbb{B}^{m}$ and $\mathbb{B}^{n}$ denote the unit balls in $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$ respectively. It is easy to see that if $X$ is a convex cone and $A(X)$ is a linear subspace then

$$
\begin{equation*}
\|A \mid X\|=\inf \left\{r: A\left(X \cap \mathbb{B}^{n}\right) \subseteq r \mathbb{B}^{m} \cap A(X)\right\} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\left\|(A \mid X)^{-1}\right\|}=\sup \left\{r: r \mathbb{B}^{m} \cap A(X) \subseteq A\left(X \cap \mathbb{B}^{n}\right)\right\} \tag{3.12}
\end{equation*}
$$

In other words, $\|A \mid X\|$ is the radius of the smallest ball in $A(X)$ centered at the origin containing $A\left(X \cap \mathbb{B}^{n}\right)$ and $1 /\left\|(A \mid X)^{-1}\right\|$ is the radius of the largest ball in $A(X)$ centered at the origin and contained in $A\left(X \cap \mathbb{B}^{n}\right)$. The above norms, especially $\left\|(A \mid X)^{-1}\right\|$ and other related quantities, have been extensively studied in the literature on condition measures for convex optimization [19, 24, 27, 58, 64, 63]. They have been further extended to the broader variational analysis context [44, 21]. In particular, when $A(X)=\mathbb{R}^{m}$ the family of conic systems $A x=b, x \in X$ is well-posed. That is, for all $b \in \mathbb{R}^{m}$ the conic system $A x=b, x \in X$ is feasible and remains so for sufficiently small perturbations of $(A, b)$. In this case it follows from [64] that the quantity $1 /\left\|(A \mid X)^{-1}\right\|$ is precisely the distance to ill-posedness introduced by Renegar [63, 64], that is, the size of the smallest perturbation $\Delta A$ on $A$ so that the conic system $(A+\Delta A) x=b, x \in X$ is infeasible for some $b \in \mathbb{R}^{m}$. A similar identity holds for the distance to non-surjectivity of closed sublinear set-valued mappings [44]. The latter in turn extends to a far more general identity for the radius of metric regularity [21].

Observe that if $A \in \mathbb{R}^{m \times n}$ and $X \subseteq \mathbb{R}^{n}$ is a linear subspace then $A(X)$ is automatically a linear subspace. If in addition $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are each endowed with Euclidean norms, then (3.11) and (3.12) yield

$$
\|A \mid X\|=\sigma_{\max }(A \mid X) \text { and } \frac{1}{\left\|(A \mid X)^{-1}\right\|}=\sigma_{\min }^{+}(A \mid X)
$$

Corollary 5 and Theorem 8 below show that there is a tight connection between the relative strong convexity constant $\mu_{f, X, D}$ and the norm $\left\|(A \mid X)^{-1}\right\|$ when $f$ is of the form $g \circ A$. Both of these results rely on the following proposition that characterizes a certain type of Hoffman constant [37]. Proposition 5 is closely related to developments in [57, 62].

Proposition 5. Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms. Let $A \in \mathbb{R}^{m \times n}$ and $X \subseteq \mathbb{R}^{n}$ be a convex cone such that $A(X)$ contains more than one point. If $A(X)$ is a
linear subspace then

$$
\begin{equation*}
\frac{1}{\left\|(A \mid X)^{-1}\right\|}=\inf _{\substack{x \in X \\ y \in X \backslash Z_{A, X}(x)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|} \tag{3.13}
\end{equation*}
$$

Proof. Fix $y \in X$ and $x \in X \backslash Z_{A, X}(y)$. Since $A(X)$ is a linear subspace, it follows that $A y-A x \in A(X)$ and thus $A y-A x=A u$ for some $u \in X$ with $\|u\| \leq\left\|(A \mid X)^{-1}\right\|$. $\|A y-A x\|$. Hence $x+u \in Z_{A, X}(y)$ and $\left\|Z_{A, X}(y)-x\right\| \leq\|u\| \leq\left\|(A \mid X)^{-1}\right\| \cdot\|A y-A x\|$. Since this holds for arbitrary $y \in X$ and $x \in X \backslash Z_{A, X}(y)$ we conclude that

$$
\frac{1}{\left\|(A \mid X)^{-1}\right\|} \leq \inf _{\substack{y \in X \\ x \in X \backslash Z_{A, X}(y)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|}
$$

To prove the reverse inequality, let $v \in A(X)$ be such that $\|v\|=1$ and $\|y\| \geq$ $\left\|(A \mid X)^{-1}\right\|$ for all $y \in X$ with $A y=v$. Pick $\hat{y} \in X$ with $A \hat{y}=v$. Then $\|z\| \geq$ $\left\|(A \mid X)^{-1}\right\|$ for all $z \in Z_{A, X}(\hat{y})$. Thus for $\hat{x}:=0 \in X \backslash Z_{A, X}(\hat{y})$ and

$$
\frac{1}{\left\|(A \mid X)^{-1}\right\|} \geq \frac{\|A \hat{y}-A \hat{x}\|}{\left\|Z_{A, X}(\hat{y})-\hat{x}\right\|} \geq \inf _{\substack{y \in X \\ x \in X \backslash Z_{A, X}(y)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|}
$$

Proposition 5 readily yields the following result that generalizes Example 2.
Corollary 5. Suppose $\mathbb{R}^{m}$ is endowed with the Euclidean norm $\|\cdot\|_{2}, \mathbb{R}^{n}$ is endowed with a norm $\|\cdot\|$, and $D(x, y)=\frac{1}{2}\|x-y\|^{2}$. If $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ for some $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}, X \subseteq \mathbb{R}^{n}$ is a convex cone, and $A(X)$ is a linear subspace that contains more than one point then

$$
\mu_{f, X, D}=\frac{1}{\left\|(A \mid X)^{-1}\right\|^{2}}
$$

Proof. This follows from Proposition 5 and the observation that for this choice of $f$ and $X$ we have $Z_{f, X}(y)=Z_{A, X}(y)$ and $f(y)-f(x)-\langle\nabla f(x), y-x\rangle=\frac{1}{2}\|A y-A x\|_{2}^{2}$.

The following result extends Corollary 5 to a broader class of functions.
Theorem 8. Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms and $D(x, y)=\frac{1}{2}\|x-y\|^{2}$ for the norm $\|\cdot\|$ in $\mathbb{R}^{n}$. Let $A \in \mathbb{R}^{m \times n}, g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$ be a convex differentiable function, and $X \subseteq \mathbb{R}^{n}$ be a convex cone such that $A(X)$ is a linear subspace that contains more than one point. If $g$ is $\mu_{g}$ strongly convex on $A(X)$ for the norm $\|\cdot\|$ in $\mathbb{R}^{m}$ then the function $f=g \circ A$ satisfies

$$
\mu_{f, X, D} \geq \frac{\mu_{g}}{\left\|(A \mid X)^{-1}\right\|^{2}}
$$

Proof. Observe that $D_{f}(y, x)=g(A y)-g(A x)-\langle g(A x), A(y-x)\rangle$ for all $y, x \in X$ Since $g$ is $\mu_{g}$ strongly convex, it follows that $D_{f}(y, x) \geq \mu_{g}\|A y-A x\|^{2} / 2$ for all $y, x \in X$ and $Z_{f, X}(y)=\{x \in X: A x=A y\}=Z_{A, X}(y)$ for all $y \in X$. Therefore Proposition 5 implies that

$$
\mu_{f, X, D}=\inf _{\substack{y \in X \\ x \in X \backslash \in Z_{A, X}(y)}} \frac{D_{f}(y, x)}{\left\|Z_{A, X}(y)-x\right\|^{2} / 2} \geq \inf _{\substack{x \in X \backslash X \in Z_{A, X}(y)}} \frac{\mu_{g}\|A y-A x\|^{2}}{\left\|Z_{A, X}(y)-x\right\|^{2}}=\frac{\mu_{g}}{\left\|(A \mid X)^{-1}\right\|^{2}}
$$

If $f, X, D$ are as in Corollary 5 then by Proposition 4 the relative condition number $L_{f, X, D} / \mu_{f, X, D}$ is

$$
\frac{L_{f, X, D}}{\mu_{f, X, D}}=\left(\|A \mid \operatorname{span}(X)\| \cdot\left\|(A \mid X)^{-1}\right\|\right)^{2}
$$

which has a striking resemblance to the classical condition number of $f(x)=\frac{1}{2} \| A x-$ $b \|_{2}^{2}$. More generally, if $f, X, D$ are as in Theorem 8 and $g$ is also $L_{g}$ Lipschitz then by Proposition 4 we obtain the following bound on the relative condition number $L_{f, X, D} / \mu_{f, X, D}$ in terms of the condition number of $g$ and a condition number of the pair $(A, X)$ :

$$
\begin{equation*}
\frac{L_{f, X, D}}{\mu_{f, X, D}} \leq \frac{L_{g}}{\mu_{g}} \cdot\left(\|A \mid \operatorname{span}(X)\| \cdot\left\|(A \mid X)^{-1}\right\|\right)^{2} \tag{3.14}
\end{equation*}
$$

### 3.3.2 Lower Bound on $\mu_{f, X, D}$ when $X$ is a Polyhedron

The results in Section 3.3.1 require $X$ to be a convex cone and $A(X)$ to be a linear subspace. We next provide some results of similar flavor that relax these assumptions in exchange for the assumption that $X$ is a polyhedron. The main ideas and results that we next develop are inspired by the recent work of Peña, Vera, and Zuluaga [57]. For a nonempty polyhedron $X \subseteq \mathbb{R}^{n}$ let $\mathcal{T}(X):=\left\{T_{X}(y): y \in X\right\}$, where $T_{X}(y)$ is tangent cone of $X$ at $y$, that is,

$$
T_{X}(y):=\left\{d \in \mathbb{R}^{n}: y+t d \in X \text { for some } t>0\right\}
$$

Observe that $\mathcal{T}(X)$ is finite since $X$ is polyhedral. The paper [57] shows that Proposition 5 extends as below in Proposition 6. From this, Corollary 5, and Theorem 8 extend naturally.

Proposition 6. Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms. Let $A \in \mathbb{R}^{m \times n}$ and $X \subseteq \mathbb{R}^{n}$ be a polyhedron such that $A(X)$ contains more than one point. Then

$$
\begin{equation*}
\min _{C \in \mathcal{S}(X)} \frac{1}{\left\|(A \mid C)^{-1}\right\|}=\min _{C \in \mathcal{T}(X)} \frac{1}{\left\|(A \mid C)^{-1}\right\|}=\inf _{\substack{y \in X \\ x \in X \backslash Z_{A}, X^{(y)}}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|} \tag{3.15}
\end{equation*}
$$

where $\mathcal{S}(X):=\{T \in \mathcal{T}(X): A(T)$ is a subspace $\}$.

Corollary 6. Suppose $\mathbb{R}^{m}$ is endowed with the Euclidean norm $\|\cdot\|_{2}$, $\mathbb{R}^{n}$ is endowed with a norm $\|\cdot\|$, and $D(x, y)=\frac{1}{2}\|x-y\|^{2}$. If $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ for some $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}$, and $X \subseteq \mathbb{R}^{n}$ is a polyhedron such that $A(X)$ contains more than one point then

$$
\mu_{f, X, D}=\min _{C \in \mathcal{S}(X)} \frac{1}{\left\|(A \mid C)^{-1}\right\|^{2}}
$$

Proof. Proceed exactly as in the proof of Corollary 5 but apply Proposition 6 instead of Proposition 5.

Theorem 9. Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms and $D(x, y)=\frac{1}{2}\|x-y\|^{2}$ for the norm $\|\cdot\|$ in $\mathbb{R}^{n}$. Let $A \in \mathbb{R}^{m \times n}, g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$ be a convex differentiable function, and $X \subseteq \mathbb{R}^{n}$ be a polyhedron such that $A(X)$ contains more than one point. If $g$ is $\mu_{g}$ strongly convex on $A(X)$ for the norm in $\mathbb{R}^{m}$ then the function $f=g \circ A$ satisfies

$$
\mu_{f, X, D} \geq \min _{C \in \mathcal{S}(X)} \frac{\mu_{g}}{\left\|(A \mid C)^{-1}\right\|^{2}}
$$

Proof. Proceeding exactly as in the proof of Theorem 8 but applying Proposition 6 instead of Proposition 5 we get

$$
\mu_{f, X, D}=\inf _{\substack{y \in X \\ x \notin Z_{A, X}(y)}} \frac{D_{f}(y, x)}{\left\|Z_{A, X}(y)-x\right\|^{2} / 2} \geq \inf _{\substack{y \in X \\ x \notin Z_{A, X}(y)}} \frac{\mu_{g}\|A y-A x\|^{2}}{\left\|Z_{A, X}(y)-x\right\|^{2}}=\min _{C \in \mathcal{S}(X)} \frac{\mu_{g}}{\left\|(A \mid C)^{-1}\right\|^{2}}
$$

Observe that if $X$ is polyhedral then $\operatorname{span}(X-X) \in \mathcal{S}(X)$ and

$$
\left\|A\left|\operatorname{span}(X-X)\left\|=\max _{C \in \mathcal{S}(X)}\right\| A\right| C\right\|
$$

Thus Proposition 4 implies that for $f, X, D$ as in Corollary 6, the relative condition number $L_{f, X, D} / \mu_{f, X, D}$ has the following expression, which is again strikingly similar to the classical condition number of $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ :

$$
\frac{L_{f, X, D}}{\mu_{f, X, D}}=\left(\max _{C \in \mathcal{S}(X)}\|A \mid C\| \cdot \max _{C \in \mathcal{S}(X)}\left\|(A \mid C)^{-1}\right\|\right)^{2}
$$

Proposition 4 also implies that if $f, X, D$ are as in Theorem 9 and $g$ is $L_{g}$ smooth then the relative condition number $L_{f, X, D} / \mu_{f, X, D}$ can be bounded in terms of the condition number of $g$ and a condition number of the pair $(A, X)$ as follows:

$$
\begin{equation*}
\frac{L_{f, X, D}}{\mu_{f, X, D}} \leq \frac{L_{g}}{\mu_{g}} \cdot\left(\max _{C \in \mathcal{S}(X)}\|A \mid C\| \cdot \max _{C \in \mathcal{S}(X)}\left\|(A \mid C)^{-1}\right\|\right)^{2} \tag{3.16}
\end{equation*}
$$

We next place some of the developments by Peña and Rodríguez [60] in the context of this chapter. To that end, consider the special case when $X$ is the standard simplex
$\Delta_{n-1}:=\left\{x \in \mathbb{R}_{+}^{n}:\|x\|_{1}=1\right\}$ in $\mathbb{R}^{n}$. For $A=\left[\begin{array}{lll}a_{1} & \cdots & a_{n}\end{array}\right] \in \mathbb{R}^{m \times n}$ let $\operatorname{conv}(A):=$ $\operatorname{conv}\left(\left\{a_{1}, \ldots, a_{n}\right\}\right)=\left\{A x: x \in \Delta_{n-1}\right\}$ and let faces $(\operatorname{conv}(A))$ denote the set of faces of $\operatorname{conv}(A)$. Furthermore, for $F \in$ faces $(\operatorname{conv}(A))$ let $A \backslash F$ denote the set of columns of $A$ that do not belong to $F$. Suppose $\mathbb{R}^{m}$ is endowed with a norm and for $F, G \subseteq \mathbb{R}^{m}$ let $\operatorname{dist}(F, G):=\inf _{u \in F, v \in G}\|u-v\|$. Following [60] define the facial distance $\Phi(A)$ of $A$ as follows

$$
\Phi(A):=\min _{\substack{F \in \operatorname{faces}(c o n v(A)) \\ \emptyset \neq F \neq \operatorname{conv}(A)}} \operatorname{dist}(F, \operatorname{conv}(A \backslash F))
$$

Let $\operatorname{diam}(A)$ denote the diameter of the set of columns of $A$ defined as follows

$$
\operatorname{diam}(A):=\max _{i, j \in\{1, \ldots, n\}}\left\|a_{i}-a_{j}\right\|
$$

In the special case when $X=\Delta_{n-1}$ it follows from [60, Theorem 1] that (3.15) in Proposition 6 has the following geometric characterization

$$
\begin{equation*}
\min _{\substack{y \in \Delta_{n-1} \\ x \in \Delta_{n-1} \backslash Z_{A, X}(y)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|_{1}}=\frac{\Phi(A)}{2} \tag{3.17}
\end{equation*}
$$

Furthermore, in this same special case when $X=\Delta_{n-1}$ it is easy to see that (3.10) has the following geometric characterization

$$
\begin{equation*}
\max _{\substack{x, y \in \Delta n-1 \\ x \neq y}} \frac{\|A y-A x\|}{\|y-x\|_{1}}=\frac{\operatorname{diam}(A)}{2} \tag{3.18}
\end{equation*}
$$

Example 4 below, a special case of Corollary 6, shows that for $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$, $X=\Delta_{n-1}$, and $D(y, x)=\frac{1}{2}\|y-x\|_{1}^{2}$ the relative condition number $L_{f, \Delta_{n-1}, D} / \mu_{f, \Delta_{n-1}, D}$ is the square of $\operatorname{diam}(A) / \Phi(A)$, which has a flavor of an aspect ratio of $\operatorname{conv}(A)$. This gives an interesting analogy to the classical condition number of $f$.

Example 4. Suppose $\mathbb{R}^{n}$ is endowed with the one-norm, $\mathbb{R}^{m}$ is endowed with the Euclidean norm, and $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ for some $A \in \mathbb{R}^{m \times n}$ with at least two different columns and $b \in \mathbb{R}^{m}$. Then for $D(y, x):=\frac{1}{2}\|y-x\|_{1}^{2}$ Corollary 6 and identities (3.18) and (3.17) yield

$$
L_{f, \Delta_{n-1}, D}=\frac{\operatorname{diam}(A)^{2}}{4} \text { and } \mu_{f, \Delta_{n-1}, D}=\frac{\Phi(A)^{2}}{4}
$$

In particular,

$$
\frac{L_{f, \Delta_{n-1}, D}}{\mu_{f, \Delta_{n-1}, D}}=\left(\frac{\operatorname{diam}(A)}{\Phi(A)}\right)^{2}
$$

### 3.4 Properties of $\mu_{f, X, D}^{\star}$, and $\mu_{f, X, D}^{\sharp}$ when $D$ is a Squared Norm

We next provide bounds on $\mu_{f, X, D}^{\star}$ and $\mu_{f, X, D}^{\sharp}$ analogous to those developed in Section 3.3 for $\mu_{f, X, D}$. Proposition 3 already established $\mu_{f, X, D}^{\star} \geq \mu_{f, X, D} \geq 0$. It is intuitively clear that $\mu_{f, X, D}^{\star}$ could be a lot larger. When $D$ is a squared norm, the techniques developed in [50] show that $\mu_{f, X, D}^{\sharp} \geq \mu_{f, X, D}^{\star}$. Indeed, when $D$ is a squared norm, the relationship among other variants of strong convexity introduced in [50] extend to our context in a straightforward fashion as we next explain.

Definition 6. Suppose $(f, X, D)$ satisfy Assumption 3.
(a) We say that $f$ has $D$-under approximation on $X$ if there exists a constant $\mu>0$ such that

$$
\begin{equation*}
D_{f}(x, \bar{x}) \geq \mu D(\bar{x}, x) \text { for all } x \in X \tag{3.19}
\end{equation*}
$$

(b) We say that $f$ has $D$-gradient growth on $X$ if there exists a constant $\mu>0$ such that

$$
\begin{equation*}
\langle\nabla f(x)-\nabla f(\bar{x}), x-\bar{x}\rangle \geq \mu D(\bar{x}, x) \text { for all } x \in X \tag{3.20}
\end{equation*}
$$

Suppose $(f, X, D)$ satisfies Assumption 3 and $D$ is a squared norm. Then for $\mu>0$ [50, Theorem 4] yields the following chain of implications for $(f, X, D, \mu)$ :

$$
(3.4) \Rightarrow(3.7) \Rightarrow(3.19) \Rightarrow(3.20) \Rightarrow(3.8)
$$

We note that [50, Theorem 4] is stated and proven for the Euclidean norm but the same statement and proof hold for any norm.

From the above chain of implications it follows that if $(f, X, D)$ satisfies Assumption 3 and $D$ is a squared norm then $\mu_{f, X, D} \leq \mu_{f, X, D}^{\star} \leq \mu_{f, X, D}^{\sharp}$. In particular, any lower bound on $\mu_{f, X, D}$, such as those in Theorem 8 or Theorem 9 , is also a lower bound on $\mu_{f, X, D}^{\star}$ and on $\mu_{f, X, D}^{\sharp}$ when $D$ is a squared norm. We next show that the ideas in Section 3.3 can be extended to obtain sharper bounds on these two constants.

### 3.4.1 A Sharper Lower Bound on $\mu_{f, X, D}^{\star}$

Suppose $A \in \mathbb{R}^{m \times n}$ and $X \subseteq \mathbb{R}^{n}$ is a polyhedron such that $A(X)$ contains more than one point, and $S \subseteq X$ is nonempty. Proposition 6 readily implies

$$
\begin{equation*}
\inf _{\substack{y \in S \\ x \in X \backslash Z_{A, X}(y)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|} \geq \min _{C \in \mathcal{S}(X)} \frac{1}{\left\|(A \mid C)^{-1}\right\|}>0 \tag{3.21}
\end{equation*}
$$

Proposition 7 below, which extends Proposition 6, gives a sharper version of (3.21). Suppose $A \in \mathbb{R}^{m \times n}, X \subseteq \mathbb{R}^{n}$ is a polyhedron, and $S \subseteq X$ is nonempty. Let

$$
\mathcal{T}(X ; S, A):=\left\{T_{X}(y ; S, A): y \in X\right\}
$$

where

$$
T_{X}(y ; S, A):=\left\{d \in \mathbb{R}^{n}: y+t d \in X \text { and } A(y+t d) \in \overline{\operatorname{conv}}(A(S)) \text { for some } t>0\right\} .
$$

Proposition 7. Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms. Let $A \in \mathbb{R}^{m \times n}$ and $X \subseteq \mathbb{R}^{n}$ be a polyhedron such that $A(X)$ contains more than one point. Then for all nonempty $S \subseteq X$

$$
\inf _{\substack{y \in S \\ x \in X \backslash Z_{A, X}(y)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|} \geq \inf _{C \in \mathcal{T}(X ; S, A)} \frac{1}{\left\|(A \mid C)^{-1}\right\|} \geq \min _{C \in \mathcal{T}(X)} \frac{1}{\left\|(A \mid C)^{-1}\right\|}
$$

Furthermore, if $A(S)$ is closed and convex then

$$
\inf _{\substack{y \in S \\ x \in X \backslash Z_{A}, X(y)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|}=\inf _{C \in \mathcal{T}(X ; S, A)} \frac{1}{\left\|(A \mid C)^{-1}\right\|}
$$

Proof. The construction of $T_{X}(y ; S, A)$ readily implies that $T_{X}(y ; S, A) \subseteq T_{X}(y)$ and $\left\|\left(A \mid T_{X}(y ; A, S)\right)^{-1}\right\| \leq\left\|\left(A \mid T_{X}(y)\right)^{-1}\right\|$ for all $y \in X$. Hence

$$
\sup _{C \in \mathcal{T}(X ; S, A)}\left\|(A \mid C)^{-1}\right\| \leq \max _{C \in \mathcal{T}(X)}\left\|(A \mid C)^{-1}\right\| .
$$

The rest of the proof follows from a straightforward modification of the proof in [57] of Proposition 6 by using $\sup _{C \in \mathcal{T}(X ; S, A)}\left\|(A \mid C)^{-1}\right\|$ in lieu of $\max _{C \in \mathcal{T}(X)}\left\|(A \mid C)^{-1}\right\|$.

The following theorem gives a lower bound on $\mu_{f, X, D}^{\star}$ analogous to the one on $\mu_{f, X, D}$ in Theorem 9. In light of Proposition 7, the lower bound on $\mu_{f, X, D}^{\star}$ in Theorem 10 is at least as large, and possibly much larger, than the one on $\mu_{f, X, D}$ in Theorem 9.
Theorem 10. Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms and $D(y, x)=\frac{1}{2}\|y-x\|^{2}$ for the norm $\|\cdot\|$ in $\mathbb{R}^{n}$. Let $A \in \mathbb{R}^{m \times n}, g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$ and $X \subseteq \mathbb{R}^{n}$ be a polyhedron such that $A(X)$ has more than one point. If $g$ is $\mu_{g}$-strongly convex on $A(X)$ for the norm in $\mathbb{R}^{m}$ then the function $f=g \circ A$ satisfies

$$
\mu_{f, X, D}^{\star} \geq \inf _{\substack{y \in X \\ x \in X \\ Z_{A}, X \\(y)}} \frac{\mu_{g}\|A y-A x\|^{2}}{\left\|Z_{A, X}(y)-x\right\|^{2}}=\inf _{C \in \mathcal{T}(X ; \bar{X}, A)} \frac{\mu_{g}}{\left\|(A \mid C)^{-1}\right\|^{2}}
$$

Proof. Observe that for all $y \in \bar{X}$ and $x \in X$

$$
D_{f}(y, x)=g(A y)-g(A x)-\langle g(A x), A(y-x)\rangle .
$$

Since $g$ is $\mu_{g}$ strongly convex on $A(X)$, it follows that $D_{f}(y, x) \geq \mu_{g}\|A y-A x\|^{2} / 2$ for all $y \in \bar{X}$ and $x \in X$, and it also follows that $Z_{A, X}(y)=\{x \in X: A x=A y\}=\bar{X}$ for all $y \in \bar{X}$. Therefore

$$
\mu_{f, X, D}^{\star}=\inf _{x \in X \backslash \bar{X}} \frac{D_{f}(\bar{x}, x)}{\|\bar{x}-x\|^{2} / 2} \geq \inf _{\substack{y \in \bar{X} \\ x \in X \backslash \bar{X}}} \frac{D_{f}(y, x)}{\|y-x\|^{2} / 2} \geq \inf _{\substack{y \in \bar{X} \\ x \in X \backslash Z_{A, X}(y)}} \frac{\mu_{g}\|A y-A x\|^{2}}{\left\|Z_{A, X}(y)-x\right\|^{2}}
$$

To finish, observe that $A(\bar{X})$ is closed and convex and apply Proposition 7.

Once again there is an interesting connection with the developments in [60] when $X=\Delta_{n-1}$. Consider the special case when $X=\Delta_{n-1}, A \in \mathbb{R}^{m \times n}$ has at least two different columns, $S \subseteq \Delta_{n-1}$ is nonempty, and $G \in$ faces $(\operatorname{conv}(A))$ is the smallest face of $\operatorname{conv}(A)$ that contains $A(S)$. From [60, Theorem 3] it follows that if $\mathbb{R}^{n}$ is endowed with the one-norm then

$$
\begin{equation*}
\inf _{\substack{y \in S \\ x \in X \backslash Z_{A, X}(y)}} \frac{\|A y-A x\|}{\left\|Z_{A, X}(y)-x\right\|_{1}} \geq \min _{\substack{F \in \text { faces }(G) \\ \emptyset \neq F \neq \operatorname{conv}(A)}} \operatorname{dist}(F, \operatorname{conv}(A \backslash F)) . \tag{3.22}
\end{equation*}
$$

The following example illustrates the difference between $\mu_{f, X, D}$ and $\mu_{f, X, D}^{\star}$.
Example 5. Suppose $\mathbb{R}^{n}$ is endowed with the one-norm and $D(y, x):=\frac{1}{2}\|y-x\|_{1}^{2}$. Suppose $\mathbb{R}^{m}$ is endowed with the Euclidean norm, and $f(x)=\frac{1}{2}\|A x-b\|_{2}^{2}$ for some $A \in \mathbb{R}^{m \times n}$ with at least two different columns and $b \in \mathbb{R}^{m}$. As noted in Example 4, in this case

$$
\mu_{f, \Delta_{n-1}, D}=\frac{\Phi(A)^{2}}{4}=\frac{1}{4}\left(\min _{\substack{F \in \operatorname{facescconv}(A)) \\ \emptyset \neq F \neq \operatorname{conv}(A)}} \operatorname{dist}(F, \operatorname{conv}(A \backslash F))\right)^{2} .
$$

This relative strong convexity constant depends only on $A$ but not on $b$. On the other hand, the smallest face of $\operatorname{conv}(A)$ containing $\bar{X}$ is

$$
G(b):=\underset{G \in \operatorname{faces}(\operatorname{conv}(A))}{\operatorname{argmin}} \operatorname{dist}(G, b),
$$

which evidently depends on both $A$ and $b$. Theorem 10 and (3.22) yield

$$
\mu_{f, \Delta_{n-1}, D}^{\star} \geq \frac{1}{4}\left(\min _{\substack{F \in \operatorname{frases}(G(b)) \\ \emptyset \neq F \neq \operatorname{conv}(A)}} \operatorname{dist}(F, \operatorname{conv}(A \backslash F))\right)^{2}
$$

### 3.4.2 A Sharper Lower Bound on $\mu_{f, X, D}^{\sharp}$

Suppose $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is defined as $f(x)=g(A x)+\langle c, x\rangle$ where $g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$ is a strongly convex function, $A \in \mathbb{R}^{m \times n}$ and $c \in \mathbb{R}^{n}$. Theorem 10 does not apply to this kind of function due to the extra linear term $\langle c, x\rangle$. Indeed for a function of this form the constant $\mu_{f, X, D}^{\star}$ may be zero, see Example 6 below. On the other hand, the next result shows that for a function of this form and for a polyhedral set $X$ it is always the case that $\mu_{f, X, D}^{\sharp}>0$ provided a suitable linear cut is added to $X$.
Theorem 11. Suppose $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are endowed with norms and $D(x, y)=\frac{1}{2}\|x-y\|^{2}$ for the norm $\|\cdot\|$ in $\mathbb{R}^{n}$. Let $A \in \mathbb{R}^{m \times n}$, $c \in \mathbb{R}^{n}$, and $X \subseteq \mathbb{R}^{n}$ be a polyhedron such that $A(X)$ contains more than one point. Suppose $g: \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$ is $\mu_{g}$-strongly convex on $A(X)$ for the norm in $\mathbb{R}^{m}$ and $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is defined via $f(x)=g(A x)+\langle c, x\rangle$. Then the vector $v:=2 \nabla f(y)$ is the same for all $y \in \bar{X}$ and satisfies $\langle v, x-y\rangle \geq 0$ for all $x \in X, y \in \bar{X}$. Furthermore, one of the following two possible cases applies depending on the range of values of $\langle v, x-y\rangle$ for $x \in X, y \in \bar{X}$.

Case 1: For all $x \in X, y \in \bar{X}$ we have $\langle v, x-y\rangle=0$. In this case

$$
\mu_{f, X, D}^{\sharp} \geq \inf _{\substack{y \in \bar{X} \\ x \in X \backslash Z_{A, X}(y)}} \frac{\mu_{g}\|A y-A x\|^{2}}{\left\|Z_{A, X}(y)-x\right\|^{2}}=\inf _{C \in \mathcal{T}(X ; \bar{X}, A)} \frac{\mu_{g}}{\left\|(A \mid C)^{-1}\right\|^{2}}
$$

Case 2: For some $x \in X, y \in \bar{X}$ we have $\langle v, x-y\rangle>0$. In this case for all $\delta>0$

$$
\begin{aligned}
\mu_{f, X_{\delta}, D}^{\sharp} \geq \inf _{\substack{x \in X_{\delta} \backslash \bar{X}_{M, X}(y)}} \frac{\|A y-A x\|^{2}+\langle v, y-x\rangle}{\left\|Z_{M, X}(y)-x\right\|^{2}} & \geq \inf _{\substack{x \in X_{\delta} \backslash \bar{X}_{M, X}(y)}} \frac{\|M y-M x\|^{2}}{\left\|Z_{M, X}(y)-x\right\|^{2}} \\
& =\inf _{C \in \mathcal{T}\left(X_{\delta} ; \bar{X}, M\right)} \frac{1}{\left\|(M \mid C)^{-1}\right\|^{2}},
\end{aligned}
$$

for the polyhedron $X_{\delta}:=\{x \in X:\langle v, x-y\rangle \leq \delta$ for all $y \in \bar{X}\} \supseteq \bar{X}$, the matrix $M \in \mathbb{R}^{(m+1) \times n}$, and the norm $\|\cdot\|$ in $\mathbb{R}^{m+1}$ defined as follows

$$
M:=\left[\begin{array}{c}
\sqrt{\mu_{g}} \cdot A \\
\frac{1}{\sqrt{\delta}} \cdot v^{\mathrm{\top}}
\end{array}\right] \quad \text { and }\left\|\left[\begin{array}{c}
y \\
y_{m+1}
\end{array}\right]\right\|:=\sqrt{\|y\|^{2}+y_{m+1}^{2}} .
$$

Proof. The optimality conditions for $\min _{x \in X} f(x)$ imply that

$$
\begin{equation*}
\langle\nabla f(y), x-y\rangle=\left\langle A^{\top} \nabla g(A y)+c, x-y\right\rangle \geq 0 \text { for all } x \in X, y \in \bar{X} \tag{3.23}
\end{equation*}
$$

Thus for all $y, y^{\prime} \in \bar{X}$ the strong convexity of $g$ and (3.23) imply

$$
\mu_{g}\left\|A y-A y^{\prime}\right\|^{2} \leq\left\langle\nabla g(A y)-\nabla g\left(A y^{\prime}\right), A y-A y^{\prime}\right\rangle=\left\langle\nabla f(y)-\nabla f\left(y^{\prime}\right), y-y^{\prime}\right\rangle \leq 0
$$

Hence $A y=A y^{\prime}$ whenever $y, y^{\prime} \in \bar{X}$. In particular, $v=2 \nabla f(y)=2\left(A^{\top} \nabla g(A y)+c\right)$ is the same for all $y \in \bar{X}$. Furthermore, the optimality conditions for $\min _{x \in X} f(x)$ imply that $\langle v, x-y\rangle \geq 0$ for all $x \in X, y \in Y^{\star}$. In particular, $\langle v, y\rangle=\min _{x \in X}\langle v, x\rangle$ for all $y \in \bar{X}$.

Next, the strong convexity of $g$ on $A(X)$ implies that for all $x \in X, y \in \bar{X}$

$$
\begin{aligned}
f(x)-\bar{f} & =g(A x)-g(A y)+\langle c, x-y\rangle \\
& \geq \frac{\mu_{g}}{2}\|A x-A y\|^{2}+\langle\nabla g(A y), A x-A y\rangle+\langle c, x-y\rangle \\
& =\frac{1}{2}\left(\mu_{g}\|A x-A y\|^{2}+\langle v, x-y\rangle\right) .
\end{aligned}
$$

If $\langle v, x-y\rangle=0$ for all $x \in X, y \in \bar{X}$ then Case 1 applies. In this case $Z_{A, X}(y)=\{x \in$ $X: A x=A y\}=\bar{X}$ for all $y \in \bar{X}$ and thus

$$
\mu_{f, X, D}^{\sharp}=\inf _{\substack{y \in \bar{X} \\ x \in X \backslash \bar{X}}} \frac{f(x)-\bar{f}}{\|y-x\|^{2} / 2} \geq \inf _{\substack{y \in X \in \bar{X} \\ x \in Z_{A, X}(y)}} \frac{\mu_{g}\|A y-A x\|^{2}}{\left\|Z_{A, X}(y)-x\right\|^{2}} .
$$

If $\langle v, x-y\rangle>0$ for some $x \in X, y \in \bar{X}$ then Case 2 applies. In this case $Z_{M, X}(y)=$ $\{x \in X: A x=A y,\langle v, x\rangle=\langle v, y\rangle\}=\bar{X}$ for all $y \in \bar{X}$ and thus

$$
\mu_{f, X_{\delta}, D}^{\sharp}=\inf _{\substack{y \in \bar{X} \\ x \in X_{\delta} \backslash \bar{X}}} \frac{f(x)-\bar{f}}{\|y-x\|^{2} / 2} \geq \inf _{\substack{y \in \bar{X} \\ x \in X_{\delta} Z_{M, X}(y)}} \frac{\mu_{g}\|A y-A x\|^{2}+\langle v, y-x\rangle}{\left\|Z_{M, X}(y)-x\right\|^{2}} .
$$

Next, observe that for $y \in \bar{X}$ and $x \in X_{\delta}$

$$
\mu_{g}\|A y-A x\|^{2}+\langle v, y-x\rangle \geq \mu_{g}\|A y-A x\|^{2}+\frac{\langle v, y-x\rangle^{2}}{\delta}=\|M y-M x\|^{2}
$$

To finish, apply Proposition 7 after observing that $A(\bar{X})$ is closed and convex in Case 1 and likewise for $M(\bar{X})$ in Case 2.

Observe that if $X$ in Theorem 11 is bounded then Case 2 gives a lower bound on $\mu_{f, X, D}^{\sharp}$ by taking $\delta:=\max _{x \in X, y \in \bar{X}}\langle v, x-y\rangle$ because $X=X_{\delta}$ for this choice of $\delta$.

We conclude this section with a simple example showing that $\mu_{f, X, D}^{\sharp}>\mu_{f, X, D}^{\star}=0$ can occur. The example also shows that the additional bound on $X_{\delta}$ in Theorem 11, Case 2 cannot simply be dropped without making some additional assumptions.

Example 6. Let $\mathbb{R}^{3}$ be endowed with the one-norm and let $D(y, x):=\frac{1}{2}\|y-x\|_{1}^{2}$. Suppose $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is as follows

$$
f(x)=\frac{1}{2}\left(x_{1}-x_{2}\right)^{2}+x_{3} .
$$

If $X:=\Delta_{2} \subseteq \mathbb{R}^{3}$ then $\bar{X}=\left\{\left[\begin{array}{lll}1 / 2 & 1 / 2 & 0\end{array}\right]^{\top}\right\}$. For $x=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\top}$ we have $f(\bar{x})-f(x)-\langle\nabla f(x), \bar{x}-x\rangle=0$ and $\|\bar{x}-x\|_{1}=2$. Hence $\mu_{f, X, D}^{\star}=0$. On the other hand, Theorem 11 implies that $\mu_{f, X, D}^{\sharp}>0$. A more careful calculation shows that in this case $\mu_{f, X, D}^{\sharp}=1 / 2$.

On the other hand, if $X=\mathbb{R}_{+}^{3}$ then $\left.\bar{X}=\left\{\begin{array}{lll}t & t & 0\end{array}\right]^{\top}: t \geq 0\right\}$. For $t>0$ and $x=\left[\begin{array}{lll}0 & 0 & t\end{array}\right]^{\top}$ we have $f(x)-\bar{f}=t$ and $\|\bar{X}-x\|_{1}=t$. Therefore $\mu_{f, X, D}^{\sharp}=0$. Furthermore, in the context of Theorem 11 we have $v=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\top}$. Thus for all $\delta>0$ we have $X_{\delta}:=\left\{x \in X: x_{3} \leq \delta\right\}$ and $\mu_{f, X_{\delta}, D}^{\sharp}=2 / \delta>0$.

### 3.5 Convergence of First-order Methods

In our statements in this section sometimes it will be convenient to use the following notation adapted from [50] about some functional classes. Given a convex set $X \subseteq$ $\mathbb{R}^{n}$, a distance-like function $D: X \times X \rightarrow \mathbb{R}$, and positive constants $L$ and $\mu$, let $r \mathcal{S}_{L, \mu}(X, D), q \mathcal{S}_{L, \mu}(X, D)$, and $\mathcal{F}_{L, \mu}(X, D)$ be defined as follows.
$r \mathcal{S}_{L, \mu}(X, D):=\{f:(f, X, D)$ satisfy Assumption 3 and both (3.3) and (3.4) hold $\}$,
$q \mathcal{S}_{L, \mu}(X, D):=\{f:(f, X, D)$ satisfy Assumption 3 and both (3.3) and (3.7) hold\},
$\mathcal{F}_{L, \mu}(X, D):=\{f:(f, X, D)$ satisfy Assumption 3 and both (3.3) and (3.8) hold $\}$.

Observe that $r \mathcal{S}_{L, \mu}(X, D) \subseteq q \mathcal{S}_{L, \mu}(X, D)$ by Proposition 3. In addition, $q \mathcal{S}_{L, \mu}(X, D) \subseteq$ $\mathcal{F}_{L, \mu}(X, D)$ when $D$ is a squared norm as we noted in Section 3.4.

### 3.5.1 Mirror Descent Algorithm

Suppose $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is convex and differentiable on $X \subseteq \mathbb{R}^{n}$ and the Bregman proximal map

$$
g \mapsto \underset{y \in X}{\operatorname{argmin}}\left\{\langle g, y\rangle+L D_{h}(y, x)\right\}
$$

is computable for $x \in X$ and $L>0$. The mirror descent algorithm for problem (5) is based on the following update for $x \in X$ :

$$
x_{+}:=\underset{y \in X}{\operatorname{argmin}}\left\{\langle\nabla f(x), y\rangle+L D_{h}(y, x)\right\}
$$

Algorithm 8 gives a description of the mirror descent algorithm for (5).

```
Algorithm 8 Mirror descent algorithm
    Pick \(x_{0} \in X\);
    for \(k=0,1,2, \ldots\) do
        choose \(L_{k}>0\)
        \(x_{k+1}=\underset{y \in X}{\operatorname{argmin}}\left\{\left\langle\nabla f\left(x_{k}\right), y\right\rangle+L_{k} D_{h}\left(y, x_{k}\right)\right\}\)
    end for
```

Proposition 8 and Proposition 9 show the linear convergence of Algorithm 8 when $f \in q \mathcal{S}_{L, \mu}\left(X, D_{h}\right)$ and when $f \in \mathcal{F}_{L, \mu}\left(X, D_{h}\right)$ respectively. We should note that Proposition 8 and its proof are straightforward modifications of the linear convergence results in [48] and [69]. The latter results rely on some relative smoothness and strong convexity assumptions. Proposition 8 shows that the linear convergence of Algorithm 8 holds with a sharper rate and under the weaker quasi strong convexity assumption. The following lemma, which is a straightforward extension of results presented in [69], provides the crux of the proof of Proposition 8.

Lemma 1. Suppose $f \in q \mathcal{S}_{L, \mu}\left(X, D_{h}\right), x \in X$, and

$$
\begin{equation*}
x_{+}=\underset{y \in X}{\operatorname{argmin}}\left\{f(x)+\langle\nabla f(x), y-x\rangle+L D_{h}(y, x)\right\} . \tag{3.24}
\end{equation*}
$$

Then

$$
\begin{equation*}
f\left(x_{+}\right)-\bar{f} \leq(L-\mu) D_{h}(\bar{x}, x)-L D_{h}\left(\bar{x}, x_{+}\right) . \tag{3.25}
\end{equation*}
$$

Proof. Since $f \in q \mathcal{S}_{L, \mu}\left(X, D_{h}\right)$ we have

$$
\begin{equation*}
f\left(x_{+}\right) \leq f(x)+\left\langle\nabla f(x), x_{+}-x\right\rangle+L D_{h}\left(x_{+}, x\right) \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x) \leq \bar{f}+\langle\nabla f(x), x-\bar{x}\rangle-\mu D_{h}(\bar{x}, x) . \tag{3.27}
\end{equation*}
$$

In addition, the three-point property of $D_{h}[18$, Lemma 3.1] yields

$$
\begin{equation*}
D_{h}\left(x_{+}, x\right)=D_{h}(\bar{x}, x)-D_{h}\left(\bar{x}, x_{+}\right)+\left\langle\nabla h\left(x_{+}\right)-\nabla h(x), x_{+}-\bar{x}\right\rangle . \tag{3.28}
\end{equation*}
$$

By putting together (3.26), (3.27), and (3.28) we get

$$
\begin{aligned}
f\left(x_{+}\right) \leq \bar{f} & +(L-\mu) D_{h}(\bar{x}, x)-L D_{h}\left(\bar{x}, x_{+}\right) \\
& +\left\langle\nabla f(x)+L\left(\nabla h\left(x_{+}\right)-\nabla h(x)\right), x_{+}-\bar{x}\right\rangle .
\end{aligned}
$$

We get (3.25) by observing that the optimality conditions for (3.24) imply

$$
\left\langle\nabla f(x)+L\left(\nabla h\left(x_{+}\right)-\nabla h(x)\right), x_{+}-\bar{x}\right\rangle \leq 0 .
$$

Proposition 8. Suppose $f \in q \mathcal{S}_{L, \mu}\left(X, D_{h}\right)$. If $L_{k}=L, k=0,1, \ldots$ in Algorithm 8 then the iterates generated by Algorithm 8 satisfy

$$
\begin{equation*}
D_{h}\left(\bar{X}, x_{k}\right) \leq\left(1-\frac{\mu}{L}\right)^{k} D_{h}\left(\bar{X}, x_{0}\right) \text { for } k=0,1, \ldots \tag{3.29}
\end{equation*}
$$

and

$$
f\left(x_{k}\right)-\bar{f} \leq L\left(1-\frac{\mu}{L}\right)^{k} D_{h}\left(\bar{X}, x_{0}\right) \text { for } k=1,2, \ldots
$$

Proof. Lemma 1 applied to $x=x_{k}$ implies that

$$
\begin{equation*}
(L-\mu) D_{h}\left(\bar{x}_{k}, x_{k}\right)-L D_{h}\left(\bar{x}_{k}, x_{k+1}\right) \geq f\left(x_{k+1}\right)-\bar{f} \geq 0 \text { for } k=0,1, \ldots \tag{3.30}
\end{equation*}
$$

Therefore

$$
D_{h}\left(\bar{X}, x_{k+1}\right) \leq D_{h}\left(\bar{x}_{k}, x_{k+1}\right) \leq\left(1-\frac{\mu}{L}\right) D_{h}\left(\bar{x}_{k}, x_{k}\right) \text { for } k=0,1, \ldots
$$

Thus (3.29) readily follows. Inequality (3.30) also yields

$$
f\left(x_{k}\right)-\bar{f} \leq L\left(1-\frac{\mu}{L}\right) D_{h}\left(\bar{X}, x_{k-1}\right) \leq L\left(1-\frac{\mu}{L}\right)^{k} D_{h}\left(\bar{X}, x_{0}\right) \text { for } k=1,2, \ldots
$$

Proposition 8 implies that if $f \in q \mathcal{S}_{L, \mu}\left(X, D_{h}\right)$ then Algorithm 8 yields $x_{k} \in X$ such that $f\left(x_{k}\right)-\bar{f}<\epsilon$ in at most

$$
\mathcal{O}\left(\frac{L}{\mu} \log \left(\frac{L D_{h}\left(\bar{X}, x_{0}\right)}{\epsilon}\right)\right)
$$

iterations.
Proposition 9 below shows that the same kind of iteration bound holds when $f \in \mathcal{F}_{L, \mu}\left(X, D_{h}\right)$. Observe that neither Proposition 8 nor Proposition 9 implies the other since neither $q \mathcal{S}_{L, \mu}\left(X, D_{h}\right)$ nor $\mathcal{F}_{L, \mu}\left(X, D_{h}\right)$ necessarily includes the other. (See Example 3 and Example 6.)

Proposition 9. Suppose $f \in \mathcal{F}_{L, \mu}\left(X, D_{h}\right)$. If $L_{k}=L, k=0,1, \ldots$ in Algorithm 8 then for $K=\lceil 2 L / \mu\rceil$ the iterates generated by Algorithm 8 satisfy

$$
\begin{equation*}
D_{h}\left(\bar{X}, x_{k+K}\right) \leq \frac{D_{h}\left(\bar{X}, x_{k}\right)}{2} \text { for } k=0,1,2, \ldots \tag{3.31}
\end{equation*}
$$

In addition, Algorithm 8 yields $x_{k} \in X$ such that $f\left(x_{k}\right)-\bar{f}<\epsilon$ in at most

$$
\begin{equation*}
\mathcal{O}\left(\frac{L}{\mu} \log \left(\frac{L D_{h}\left(\bar{X}, x_{0}\right)}{\epsilon}\right)\right) \tag{3.32}
\end{equation*}
$$

iterations.
Proof. Since $f \in \mathcal{F}_{L, \mu}\left(X, D_{h}\right)$ and $L_{k}=L$, it follows from [48, Theorem 3.1] that the $(k+K)$-th iterate generated by Algorithm 8 satisfies

$$
D_{h}\left(\bar{X}, x_{k+K}\right) \leq \frac{1}{\mu}\left(f\left(x_{k+K}\right)-\bar{f}\right) \leq \frac{L}{\mu K} D_{h}\left(\bar{X}, x_{k}\right) \leq \frac{D_{h}\left(\bar{X}, x_{k}\right)}{2}
$$

Thus (3.31) follows. It also follows that $k=m K, m=1,2, \ldots$

$$
f\left(x_{m K}\right)-\bar{f} \leq \frac{L D_{h}\left(\bar{X}, x_{(m-1) k}\right)}{K} \leq \frac{L D_{h}\left(\bar{X}, x_{0}\right)}{2^{m-1}}
$$

and thus (3.32) follows as well.
To ease our exposition we assumed $L_{k}=L$ in Proposition 8 and Proposition 9. However, it is easy to see that these two results also hold if the assumption $L_{k}=L$ is relaxed to the assumption $L_{k} \leq L$ and $f\left(x_{k+1}\right) \leq \min _{y \in X}\left\{\left\langle\nabla f\left(x_{k}\right), y\right\rangle+L_{k} D_{h}\left(y, x_{k}\right)\right\}$. The latter condition is easier to implement via standard backtracking.

In the recent paper [31], we showed that if $f \in \mathcal{F}_{L, \mu}\left(X, D_{h}\right)$ then an accelerated version of Algorithm 8 with periodic restart has a linear accelerated rate similar to (3.32) but with $L / \mu$ replaced by $(L / \mu)^{1 / \gamma}$ where $\gamma>0$ is the triangle scaling constant of the Bregman distance $D_{h}$ as defined in [34].

### 3.5.2 Frank-Wolfe Algorithm with Away Steps

Suppose $X \subseteq \mathbb{R}^{n}$ is a polytope and a vertex linear oracle for $X$ is available, that is, the map

$$
g \mapsto \underset{y \in X}{\operatorname{argmin}}\langle g, x\rangle
$$

is computable and outputs a vertex of $X$ for all $g \in \mathbb{R}^{n}$.
The Frank-Wolfe algorithm, also known as the conditional gradient algorithm, for (5) is based on the following update for $x \in X$

$$
\begin{aligned}
u & :=\underset{y \in X}{\operatorname{argmin}}\langle\nabla f(x), y\rangle \\
x_{+} & :=x+\alpha(u-x) \text { for some } \alpha \in[0,1]
\end{aligned}
$$

Each step of the Frank-Wolfe algorithm adds weight to some vertex $u$. The basic idea of the Frank-Wolfe algorithm with away steps is to combine the above regular steps with away steps that reduce weight from some vertex $a$. To that end, the algorithm requires an additional vertex representation of $x \in X$. More precisely, let $S(x) \subseteq \operatorname{vertices}(X)$ and $\lambda(x) \in \Delta(S(x)):=\left\{z \in \mathbb{R}_{+}^{S(x)}:\|z\|_{1}=1\right\}$ be such that

$$
x=\sum_{s \in S(x)} \lambda_{s}(x) s \text { and } \lambda(x)>0 .
$$

Algorithm 9 describes a Frank-Wolfe algorithm with away steps. We should highlight that although the set vertices $(X)$ could be immense, the algorithm does not require it explicitly. Instead the algorithm only maintains $S(x)$ and $\lambda(x)$ that are far more manageable. Indeed, by using the IRR procedure in [6] or its modification described in [30], Step 10 in Algorithm 9 can guarantee that the sets $S\left(x_{k}\right)$ have size at most $n+1$ for $k=0,1, \ldots$.

```
Algorithm 9 Frank-Wolfe algorithm with away steps
    Pick \(x_{0} \in \operatorname{vertices}(X) ; S\left(x_{0}\right):=\left\{x_{0}\right\} ; \lambda\left(x_{0}\right)=1\)
    for \(k=0,1,2, \ldots\) do
        \(u:=\operatorname{argmin}_{y \in X}\left\langle\nabla f\left(x_{k}\right), y\right\rangle ; \quad a:=\operatorname{argmax}_{y \in S\left(x_{k}\right)}\left\langle\nabla f\left(x_{k}\right), y\right\rangle\)
        if \(\left\langle\nabla f\left(x_{k}\right), u-x_{k}\right\rangle<\left\langle\nabla f\left(x_{k}\right), x_{k}-a\right\rangle\) then (regular step)
            \(v:=u-x_{k} ; \alpha_{\text {max }}=1 ;\)
        else (away step)
            \(v:=x_{k}-a ; \alpha_{\max }=\frac{\lambda_{a}\left(x_{k}\right)}{1-\lambda_{a}\left(x_{k}\right)} ;\)
        end if
        \(x_{k+1}:=x_{k}+\alpha_{k} v\) for some \(\alpha_{k} \in\left[0, \alpha_{\max }\right]\)
        update \(S\left(x_{k+1}\right)\) and \(\lambda\left(x_{k+1}\right)\)
    end for
```

Proposition 10 below establishes the linear convergence of Algorithm 9 under suitable assumptions on the chosen direction $v$ at each iteration. This proposition can be readily inferred from the ideas and results introduced in [42] and further developed in $[6,60]$. The rate of convergence in Proposition 10 stated in terms of the ratio $\sigma / \mathcal{L}$ is at least as sharp as the sharpest of the linear rates established in [6, 42, 60]. To provide a full picture of this linear convergence result, the section 3.6 gives a proof of Proposition 10 that replicates the main ideas in $[6,42,60]$. We discuss only the linear convergence of Algorithm 9 but the same techniques yield similar results for other variants of the Frank-Wolfe algorithm as those discussed in [42] or the one recently developed in [15].

Proposition 10. Suppose $X \subseteq \mathbb{R}^{n}$ is a polytope and there exist positive constants $\sigma$ and $\mathcal{L}$ such that the following conditions hold at each iteration $k$ of Algorithm 9. First,

$$
\begin{equation*}
\left\langle\nabla f\left(x_{k}\right), v\right\rangle^{2} \geq \sigma\left(f\left(x_{k}\right)-\bar{f}\right) \tag{3.33}
\end{equation*}
$$

Second, the stepsize $\alpha_{k}$ in Step 9 of Algorithm 9 is chosen so that

$$
\begin{equation*}
f\left(x_{k+1}\right)=f\left(x_{k}+\alpha_{k} v\right) \leq \min _{\alpha \in\left[0, \alpha_{\max }\right]}\left\{f\left(x_{k}\right)+\alpha\left\langle\nabla f\left(x_{k}\right), v\right\rangle+\frac{\mathcal{L} \alpha^{2}}{2}\right\} \tag{3.34}
\end{equation*}
$$

Then the iterates generated by Algorithm 9 satisfy

$$
f\left(x_{k}\right)-\bar{f} \leq\left(1-\min \left\{\frac{1}{2}, \frac{\sigma}{2 \mathcal{L}}\right\}\right)^{k / 2}\left(f\left(x_{0}\right)-\bar{f}\right) \text { for } k=1,2, \ldots
$$

We next give bounds on the constants $\mathcal{L}$ and $\sigma$ in Proposition 10 in terms of the relative smoothness and quasi strong convexity or $D$-functional growth constants of a canonical function $\tilde{f}$ associated to $f$ and $X$. To that end, let $A \in \mathbb{R}^{n \times N}$ denote the matrix whose columns are vertices $(X)$ and let $\tilde{f}: \mathbb{R}^{N-1} \rightarrow \mathbb{R} \cup\{\infty\}$ be defined via $\tilde{f}:=f \circ A$. Thus $X=\operatorname{conv}(A)=\left\{A z: z \in \Delta_{N-1}\right\}$ and for all $x=A z \in X$ we have $f_{\tilde{f}}(x)=\tilde{f}(z)$. Once again, we observe that although $N$ could be immense, both $A$ and $\tilde{f}$ are used only in our analysis but Algorithm 9 does not require them explicitly. Let

$$
\Delta_{N-1}^{\star}:=\left\{z \in \Delta_{N-1}: A z \in \bar{X}\right\}=\left\{z \in \Delta_{N-1}: \tilde{f}(z)=\min _{w \in \Delta_{N-1}} \tilde{f}(w)\right\}
$$

Consider the following distance-like function in $\mathbb{R}^{N}$ :

$$
D(z, w):=\frac{1}{2}\|z-w\|_{1}^{2} .
$$

Observe that $\tilde{f}$ is strongly convex relative to $\left(\Delta_{N-1}, D\right)$ if $f$ is strongly convex on $X$. Indeed, Proposition 4, Theorem 9, and identities (3.18) and (3.17) imply that if $f$ is $L_{f}$ Lipschitz and $\mu_{f}$ strongly convex on $X$ then

$$
L_{\tilde{f}, \Delta_{N-1}, D} \leq \frac{L_{f} \cdot \operatorname{diam}(A)^{2}}{4} \text { and } \mu_{\tilde{f}, \Delta_{N-1}, D}^{\star} \geq \mu_{\tilde{f}, \Delta_{N-1}, D} \geq \frac{\mu_{f} \cdot \Phi(A)^{2}}{4}
$$

Similarly, Theorem 11 implies that $\mu_{\tilde{f}, \Delta_{N-1}, D}^{\sharp}>0$ if $f$ is of the form $f(x)=g(E x)+$ $\langle c, x\rangle$ for $g$ strongly convex.

The following result provides an interesting link between the conditioning of $\tilde{f}$ relative to $\left(\Delta_{N-1}, D\right)$ and the constants $\mathcal{L}$ and $\sigma$ in Proposition 10. It also shows an interesting identity between the relative smoothness constant $L_{\tilde{f}, \Delta_{N-1}, D}$ and the following away curvature constant $C_{f}^{A}$ defined by Lacoste-Julien and Jaggi [42]:

$$
\begin{equation*}
C_{f}^{A}:=\sup _{\substack{x, u, w \in \mathcal{X}, \alpha>0 \\ x+\alpha(u-w) \in X}} \frac{2}{\alpha^{2}}(f(x+\alpha(u-w))-f(x)-\alpha\langle\nabla f(x), u-w\rangle) . \tag{3.35}
\end{equation*}
$$

We note that this expression for $C_{f}^{A}$ is equivalent to but not identical to the definition of $C_{f}^{A}$ in [42].

Proposition 11. Suppose $f, X, A, \tilde{f}$, and $D$ are as above.
(a) Inequality (3.33) holds for $\sigma=2 \mu_{\tilde{f}, \Delta_{N-1}, D}^{\star}$.
(b) Inequality (3.33) holds for $\sigma=\mu_{\tilde{f}, \Delta_{N-1}, D}^{\sharp} / 2$.
(c) $4 L_{\tilde{f}, \Delta_{N-1}, D}=C_{f}^{A}$. In particular, inequality (3.34) holds for $\mathcal{L}=4 L_{\tilde{f}, \Delta_{N-1}, D}$ and

$$
\begin{equation*}
\alpha_{k}:=\underset{\alpha \in\left[0, \alpha_{\max }\right]}{\operatorname{argmin}}\left\{f\left(x_{k}\right)+\alpha\left\langle\nabla f\left(x_{k}\right), v\right\rangle+\frac{\mathcal{L} \alpha^{2}}{2}\right\}=\min \left\{-\frac{\left\langle\nabla f\left(x_{k}\right), v\right\rangle}{\mathcal{L}}, \alpha_{\max }\right\} . \tag{3.36}
\end{equation*}
$$

Proof. Suppose that we are at iteration $k$ of Algorithm 9. To ease notation, let $x:=x_{k}$ and $S:=S\left(x_{k}\right)$. Then $u=\operatorname{argmin}_{y \in X}\langle\nabla f(x), y\rangle, a:=\operatorname{argmax}_{s \in S}\langle\nabla f(x), s\rangle$, and

$$
\begin{equation*}
-\langle\nabla f(x), v\rangle \geq \frac{\langle\nabla f(x), a-u\rangle}{2} \tag{3.37}
\end{equation*}
$$

In addition, $x=\sum_{s \in S} \lambda_{s}(x) s$ for some $\lambda(x) \in \Delta(S)$. By setting all components outside $S$ to zero, we can take $\lambda(x) \in \Delta_{N-1}$ and write $x=A \lambda(x)$. From the construction of $A$ and $D$ it follows that $x-\bar{x}=\delta(w-y) / 2$ for $\delta=\left\|\Delta_{N-1}^{\star}-\lambda(x)\right\|_{1}$ and for some $w=A z \in \operatorname{conv}(S)$ and $y \in X$. Then

$$
\begin{align*}
\langle\nabla f(x), x-\bar{x}\rangle & =\frac{\delta}{2}\langle\nabla f(x), w-y\rangle \\
& \leq \frac{\delta}{2}\left(\max _{w \in \operatorname{conv}(S)}\langle\nabla f(x), w\rangle-\min _{y \in X}\langle\nabla f(x), y\rangle\right) \\
& =\frac{\delta}{2}\langle\nabla f(x), a-u\rangle \tag{3.38}
\end{align*}
$$

We next consider each part separately.
(a) For $\mu^{\star}:=\mu_{\tilde{f}, \Delta_{N-1}, D}^{\star}$ inequality (3.38) implies

$$
\frac{\mu^{\star} \delta^{2}}{2} \leq \bar{f}-f(x)+\langle\nabla f(x), x-\bar{x}\rangle \leq \bar{f}-f(x)+\frac{\delta}{2}\langle\nabla f(x), a-u\rangle
$$

Rearranging and applying the arithmetic-mean geometric-mean inequality we get

$$
\langle\nabla f(x), a-u\rangle \geq \mu^{\star} \delta+2(f(x)-\bar{f}) \geq 2 \sqrt{2 \mu^{\star}(f(x)-\bar{f})}
$$

Thus (3.37) implies that (3.33) holds for $\sigma=2 \mu^{\star}$.
(b) For $\mu^{\sharp}:=\mu_{\tilde{f}, \Delta_{N-1}, D}^{\sharp}$ the convexity of $f$ and inequality (3.38) imply

$$
\frac{\mu^{\sharp} \delta^{2}}{2} \leq f(x)-\bar{f} \leq\langle\nabla f(x), x-\bar{x}\rangle \leq \frac{\delta}{2}\langle\nabla f(x), a-u\rangle .
$$

Hence

$$
\langle\nabla f(x), a-u\rangle \geq \sqrt{2 \mu^{\sharp}(f(x)-\bar{f})} .
$$

Again (3.37) implies that (3.33) holds for $\sigma=\mu^{\sharp} / 2$.
(c) We first show $4 L_{\tilde{f}, \Delta_{N-1}, D} \leq C_{f}^{A}$. To that end, suppose $\tilde{y}, \tilde{x} \in \Delta_{N-1}$ and $\alpha:=$ $2\|\tilde{y}-\tilde{x}\|_{1}>0$. Then $A \tilde{y}-A \tilde{x}=\alpha A(\tilde{u}-\tilde{w})$ for some $\tilde{u}, \tilde{w} \in \Delta_{N-1}$. For $x:=$ $A \tilde{x}, y:=A \tilde{y}, u:=A \tilde{u}, w:=A \tilde{w}$ we have $y=x+\alpha(u-w) \in X$ and thus

$$
D_{\tilde{f}}(\tilde{y}, \tilde{x})=f(y)-f(x)-\alpha\langle\nabla f(x), u-w\rangle \leq \frac{C_{f}^{A}}{2} \alpha^{2}=\frac{C_{f}^{A}}{4} D(\tilde{y}, \tilde{x})
$$

Since this holds for all $\tilde{y}, \tilde{x} \in \Delta_{N-1}$ with $\|\tilde{y}-\tilde{x}\|_{1}>0$ it follows that $L_{\tilde{f}, \Delta_{N-1}, D} \leq$ $C_{f}^{A} / 4$.
We next show the reverse inequality $4 L_{\tilde{f}, \Delta_{N-1}, D} \geq C_{f}^{A}$ via a similar argument. Suppose $x, u, w \in X$ and $\alpha>0$ are such that $y:=x+\alpha(u-w) \in X$. Then there exist $\tilde{u}, \tilde{w}, \tilde{x}, \tilde{y} \in \Delta_{N-1}$ such that $u=A \tilde{u}, w=A \tilde{w}, x=A \tilde{x}, y=A \tilde{y}$ and $\|\tilde{y}-\tilde{x}\|_{1}=\alpha\|\tilde{u}-\tilde{w}\|_{1}$. Therefore

$$
\begin{aligned}
& f(x+\alpha(u-w))-f(x)-\alpha\langle\nabla f(x), u-w\rangle=D_{\tilde{f}}(\tilde{y}, \tilde{x}) \\
& \quad \leq L_{\tilde{f}, \Delta_{N-1}, D} \cdot D(\tilde{y}, \tilde{x})=L_{\tilde{f}, \Delta_{N-1}, D} \cdot \frac{\alpha^{2}\|\tilde{u}-\tilde{w}\|_{1}^{2}}{2} \leq 4 L_{\tilde{f}, \Delta_{N-1}, D} \cdot \frac{\alpha^{2}}{2} .
\end{aligned}
$$

The last step holds because $\|\tilde{u}-\tilde{w}\|_{1} \leq 2$ for all $\tilde{u}, \tilde{w} \in \Delta_{N-1}$. Since the above inequality holds for all $x, u, w \in X$ and $\alpha>0$ such that $y:=x+\alpha(u-w) \in X$, it follows that $C_{f}^{A} \leq 4 L_{\tilde{f}, \Delta_{N-1}, D}$.
The identity $4 L_{\tilde{f}, \Delta_{N-1}, D}=C_{f}^{A}$ and (3.35) readily imply that for $\mathcal{L}=4 L_{\tilde{f}, \Delta_{N-1}, D}$ at iteration $k$ of Algorithm 9 we have

$$
f\left(x_{k}+\alpha v\right) \leq f\left(x_{k}\right)+\alpha\left\langle\nabla f\left(x_{k}\right), v\right\rangle+\frac{\mathcal{L} \alpha^{2}}{2} \text { for all } \alpha \in\left[0, \alpha_{\max }\right] .
$$

Thus (3.34) holds for $\mathcal{L}=4 L$ and $\alpha_{k}$ chosen as in (3.36).

### 3.6 Proof of Proposition 10

We consider separately the three possible cases that can occur at iteration $k$, namely $\alpha_{k}<\alpha_{\max }, \alpha_{k}=\alpha_{\max } \geq 1$, and $\alpha_{k}=\alpha_{\max }<1$.
Case 1: $\alpha_{k}<\alpha_{\max }$. In this case $\left|S\left(x_{k+1}\right)\right| \leq\left|S\left(x_{k}\right)\right|+1$. In addition, inequalities (3.33) and (3.34) imply that

$$
\begin{equation*}
f\left(x_{k+1}\right)-f\left(x_{k}\right) \leq-\frac{\left\langle\nabla f\left(x_{k}\right), v\right\rangle^{2}}{2 \mathcal{L}} \leq-\frac{\sigma}{2 \mathcal{L}}\left(f\left(x_{k}\right)-\bar{f}\right) . \tag{3.39}
\end{equation*}
$$

Case 2: $\alpha_{k}=\alpha_{\max } \geq 1$. In this case $\left|S\left(x_{k+1}\right)\right| \leq\left|S\left(x_{k}\right)\right|$. In addition, inequality (3.34), the choice of $v$, and the convexity of $f$ imply that

$$
\begin{equation*}
f\left(x_{k+1}\right)-f\left(x_{k}\right) \leq \frac{1}{2}\left\langle\nabla f\left(x_{k}\right), v\right\rangle \leq \frac{1}{2}\left\langle\nabla f\left(x_{k}\right), \bar{x}_{k}-x_{k}\right\rangle \leq-\frac{1}{2}\left(f\left(x_{k}\right)-\bar{f}\right) . \tag{3.40}
\end{equation*}
$$

Case 3: $\alpha_{k}=\alpha_{\max }<1$. In this case $\left|S\left(x_{k+1}\right)\right| \leq\left|S\left(x_{k}\right)\right|-1$. In addition, (3.34) implies that

$$
f\left(x_{k+1}\right)-f\left(x_{k}\right) \leq 0
$$

We next show that in the first $k$ iterations Case 3 can occur at most $k / 2$ times by using the argument introduced by Lacoste-Julien and Jaggi in [42]. Since $\left|S\left(x_{0}\right)\right|=1$ and $\left|S\left(x_{i}\right)\right| \geq 1$ for $i=1,2, \ldots$, it follows that for each iteration when Case 3 occurred there must have been at least one previous iteration when Case 1 occurred. Hence in the first $k$ iterations Case 3 could occur at most $k / 2$ times.

To finish the proof, observe that at every iteration $k$ when Case 1 or Case 2 occur inequalities (3.39) and (3.40) yield

$$
f\left(x_{k+1}\right)-\bar{f}=f\left(x_{k}\right)-\bar{f}+f\left(x_{k+1}\right)-f\left(x_{k}\right) \leq\left(1-\min \left\{\frac{1}{2}, \frac{\sigma}{2 \mathcal{L}}\right\}\right)\left(f\left(x_{k}\right)-\bar{f}\right)
$$

We note that the minimum in the last expression is necessary because $\sigma / \mathcal{L}>1$ may indeed occur. For a concrete example, see [60, Example 6].

## Chapter 4

## Rescaling: Enhanced Basic Procedures for the Projection and Rescaling Algorithm

### 4.1 Introduction

Peña and Soheili [61] propose a two-step projection and rescaling algorithm, which extends an algorithm by Chubanov [20], to solve the conic feasibility problem

$$
\begin{equation*}
\text { Find } x \in L \cap \mathbb{R}_{++}^{n} \tag{4.1}
\end{equation*}
$$

where $L$ subspace of $\mathbb{R}^{n}[20,61]$. Assuming the projection matrix, $P_{L}$, for $L$ is available we can rewrite (4.1) as

$$
\begin{equation*}
\text { Find } x \text { such that } P_{L} x>0 . \tag{4.2}
\end{equation*}
$$

The projection and rescaling algorithm consists of two subprocedures:

1. Basic Procedure (Projection): This procedure uses $P_{L}$ to find a point in $L \cap \mathbb{R}_{++}^{n}$ provided this cone contains a deeply interior point. This is implemented via one of four schemes based on the Von Neumann/Perceptron algorithm.
2. Rescaling: Using the final iterate from the basic procedure, this step rescales $L \cap \mathbb{R}_{++}^{n}$ such that its interior points - provided $L \cap \mathbb{R}_{++}^{n} \neq \emptyset$ - become "deeper" in the interior of $\mathbb{R}_{+}^{n}$.

In this chapter, we propose enhancements to three of the four Von Neumann/Perceptron basic procedures in [61]. The key feature of these three procedures that allows for our enhancements is that the number of non-zero entries in $x$ grows by at most one in each iteration. Consequently, our enhancements can efficiently and iteratively apply a technique used to prove Carathéodory's Theorem. It remains an interesting open question how fast the Smooth Perceptron, the fourth basic procedure in [61], grows the number of non-zero entries. These enhanced procedures improve the complexity of
the basic procedure from $O\left(n^{4} m\right)$ to $O\left(n^{2} m^{3}\right)$ operations when $L$ has dimension $m$ : a significant improvement when $m \ll n$.

Fundamentally, the basic procedure of Peña and Soheili adapts the Von Neumann and Perceptron procedures to iteratively reduce $\left\|P_{L} x\right\|_{2}$ on the standard $n$ dimensional simplex $\Delta_{n-1}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{1}=1, x \geq 0\right\}$ until either $P_{L} x>0$ or $\left\|P_{L} x\right\|_{2} \leq$ $\frac{1}{3 \sqrt{n}}\|x\|_{\infty}$. Thus, the basic procedure intends to approximately solve the subproblem

$$
\begin{equation*}
\min _{x \in \Delta_{n-1}}\left\|P_{L} x\right\|_{2}^{2} \tag{4.3}
\end{equation*}
$$

The convergence proofs in [61] depends on the observation that $\|x\|_{\infty} \geq \frac{1}{n}$ for all $x \in \Delta_{n-1}$. As such, the reasoning in [61] yields a faster rate provided we restrict the iterates of the Von Neumann/Perceptron schemes to proper faces of $\Delta_{n-1}$. If $Q \in \mathbb{R}^{n \times m}$ is an orthonormal basis for $L$ then $P_{L}=Q Q^{T}$ and we may rephrase (4.3) as

$$
\begin{equation*}
\min _{x \in \Delta_{n-1}}\left\|Q^{T} x\right\|_{2}^{2}=\min _{z \in \operatorname{conv}\left(Q^{T}\right)}\|z\|_{2}^{2} \tag{4.4}
\end{equation*}
$$

where $\operatorname{conv}\left(Q^{T}\right)$ is the convex hull of the columns of $Q^{T}$. By Carathéodory's Theorem, any point in $\operatorname{conv}\left(Q^{T}\right)$ can be written as convex combination of at most $m+1$ columns of $Q^{T}$. Our proposed enhancements apply this observation to ensure that each of the iterates is a convex combinations of no more than $m+1$ columns of $Q^{T}$.

Our enhanced basic procedures iteratively reduce the objective (4.4) using a Von Neumann/Perceptron scheme which applies a modified version of the Incremental Representation Reduction (IRR) procedure of [6] at each iteration. When provided a point $z \in \operatorname{conv}\left(Q^{T}\right)$, the IRR outputs a new affinely independent, convex representation of the point $z$ provided it already contains a sufficiently large set of affinely independent vectors in its support. Whereas the IRR operates in $O\left(m^{3}\right)$ time, our version operates in $O\left(m^{2}\right)$ time by allowing for vectors in the representation of $x$ that have zero support. We call this new version, the Modified Incremental Representation Reduction procedure (mIRR).

This chapter is organized as follows. Section 2 describes the mIRR, and proves important properties of it including its $O\left(m^{2}\right)$ complexity. Section 3 describes the limited support Von Neumann and Perceptron algorithms.

### 4.2 Modified Incremental Representation Reduction

The heart of our improved basic procedure is a modified version of the Incremental Representation Reduction Procedure of [6]. This subprocedure iteratively applies the main technique used in standard proofs of Carathéodory's Theorem [36]. To simplify notation, given a matrix $A \in \mathbb{R}^{m \times n}$ we define $\tilde{A}$ as the augmented matrix $\left[\begin{array}{c}1 \ldots 1 \\ A\end{array}\right]$. If $B=[B(1), \ldots, B(k)] \subseteq\{1, \ldots, n\}$ is an ordered set of indices and $x \in \mathbb{R}^{n}$ we let
$A_{B}=\left[A_{B(1)} \ldots A_{B(k)}\right] \in \mathbb{R}^{m \times k}$ where $A_{B(i)}$ denotes the $B(i)$-th column of $A$ and $x_{B}=$ $\left(x_{B(1)} \ldots x_{B(k)}\right) \in \mathbb{R}^{k}$ and $x_{B(i)}$ denotes the $B(i)$-th entry of $x$. Similarly, we regard $B^{c}=\left[B^{c}(1), \ldots, B^{c}(n-k)\right]=\{1, \ldots, n\} \backslash B$ as an ordered set of indices and define
 a full column rank matrix $M \in \mathbb{R}^{k \times l}$, we let $M^{\dagger}$ denote its unique pseudoinverse, $\left(M^{T} M\right)^{-1} M^{T}$. $I_{k \times k}$ will denote the identity matrix of dimensions $k \times k$ and $0_{k \times \ell}$ will denote the zero matrix of dimensions $k \times \ell$. For $i \in\{1, . ., n\}$, let $e_{i}$ denote the $i$-th coordinate vector. This notation strongly mimics the notation used in [13] to present the revised Simplex method. The resemblance is entirely intentional; our method strongly resembles the revised Simplex method.

Theorem 12. Suppose $B \subseteq\{1, \ldots, n\}$ is an ordered set of indices such that $A_{B}$ consists of affinely independent columns and $\tilde{A}_{B}^{\dagger}$ is known. If $z=A x=A_{B} x_{B}+A_{j} x_{j}$ for some $x \in \Delta_{n-1}$ and $j \in\{1, \ldots, n\} \backslash B$ then we can find $x^{+} \in \Delta_{n-1}$, an ordered set of indices $B^{+} \subseteq B^{\prime}:=\left[\begin{array}{ll}B & j\end{array}\right]$, and $\tilde{A}_{B^{+}}^{\dagger}$ such that $z=A_{B^{+}} x_{B^{+}}^{+}$and $A_{B^{+}}$consists of affinely independent columns in $O\left(m^{2}\right)$ operations.

Proof. There are two cases we must tackle:

1. $\tilde{A}_{j} \neq \tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}: A_{j}$ is affinely independent of the columns of $A_{B}$, i.e. the matrix $\left[\begin{array}{ll}A_{B} & A_{j}\end{array}\right]$ has affinely independent columns.
2. $\tilde{A}_{j}=\tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}: A_{j}$ is affinely dependent on the columns of $A_{B}$, i.e. the matrix $\left[\begin{array}{ll}A_{B} & A_{j}\end{array}\right]$ has affinely dependent columns.
Determining the equality of $\tilde{A}_{j}$ and $\tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}$ requires vector-matrix multiplication, an $O\left(m^{2}\right)$ operation. To simplify notation, we let $k:=|B|$.

Case $1\left(\tilde{A}_{j} \neq \tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}\right)$ : In this case, let $B^{+}=B^{\prime}$ and $x^{+}=x$. We claim that $\tilde{A}_{B^{+}}^{\dagger}$ is given by the formula

$$
\tilde{A}_{B^{+}}^{\dagger}=\left[\begin{array}{c}
\tilde{A}_{B}^{\dagger}  \tag{4.5}\\
0_{1 \times(m+1)}^{\dagger}
\end{array}\right]-\left[\begin{array}{c}
\tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\
-1
\end{array}\right] \frac{\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right)}{\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right) \tilde{A}_{j}}
$$

This may be seen as an application of the Sherman-Morrison formula for the rank-one update of a matrix inverse. The quantity

$$
\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right) \tilde{A}_{j}=\left\|\tilde{A}_{j}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}\right\|^{2}
$$

is non-zero by hypothesis and thus the expression on the right hand side of (4.5) is well defined. It suffices to verify that right multiplication of the right hand side of (4.5) by $\tilde{A}_{B^{+}}=\left[\begin{array}{cc}\tilde{A}_{B} & \tilde{A}_{j}\end{array}\right]$ yields the identity matrix. We compute

$$
\begin{align*}
{\left[\begin{array}{c}
\tilde{A}_{B}^{\dagger} \\
0_{1 \times(m+1)}
\end{array}\right]\left[\begin{array}{cc}
\tilde{A}_{B} & \tilde{A}_{j}
\end{array}\right] } & =\left[\begin{array}{cc}
\tilde{A}_{B}^{\dagger} \tilde{A}_{B} & \tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\
0_{1 \times k} & 0
\end{array}\right]=\left[\begin{array}{cc}
I_{k \times k} & \tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\
0_{1 \times k} & 0
\end{array}\right]  \tag{4.6}\\
\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right)\left[\begin{array}{cc}
\tilde{A}_{B} & \tilde{A}_{j}
\end{array}\right] & =\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right) \tilde{A}_{j}\left[\begin{array}{ll}
0_{1 \times k} & 1
\end{array}\right] . \tag{4.7}
\end{align*}
$$

Observe that the right hand side of (4.7) is non-zero since $\tilde{A}_{j} \neq \tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}$. Combining equations (4.6) and (4.7) yields

$$
\begin{array}{r}
\left(\left[\begin{array}{c}
\tilde{A}_{B}^{\dagger} \\
0_{1 \times(m+1)}
\end{array}\right]-\left[\begin{array}{c}
\tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\
-1
\end{array}\right] \frac{\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right)}{\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right) \tilde{A}_{j}}\right)\left[\begin{array}{ll}
\tilde{A}_{B} & \tilde{A}_{j}
\end{array}\right] \\
=\left[\begin{array}{cc}
I_{k \times k} & \tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\
0_{1 \times k} & 0
\end{array}\right]-\left[\begin{array}{cc}
0 & \tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\
0_{1 \times k} & -1
\end{array}\right]=I_{(k+1) \times(k+1)} \tag{4.8}
\end{array}
$$

thus verifying our formula for $\tilde{A}_{B^{+}}^{\dagger}$. The formula (4.5) uses matrix addition and vectormatrix multiplication so it takes at most $O\left(\mathrm{~m}^{2}\right)$ operations.
Case 2 $\left(\tilde{A}_{j}=\tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}\right)$ : Let $u=\left[\begin{array}{c}\tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\ -1\end{array}\right], \theta^{*}=\min _{i: u_{i}<0}\left(-\frac{x_{B^{\prime}(i)}}{u_{i}}\right), x_{B^{\prime}}^{+}=x_{B^{\prime}}+\theta^{*} u$, and $x_{\left(B^{\prime}\right)^{c}}^{+}=0$. We must show that $x^{+} \in \Delta_{n-1}$. By hypothesis, $u$ is the solution to the system

$$
\left[\begin{array}{ll}
\tilde{A}_{B} & \tilde{A}_{j}
\end{array}\right] u=0_{(m+1) \times 1}
$$

because $\tilde{A}_{j}=\tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}$. Hence, $\sum_{i=1}^{k+1} u_{i}=0$ which implies

$$
\sum_{i=1}^{k+1} x_{B^{\prime}(i)}^{+}=\sum_{i=1}^{k+1} x_{B^{\prime}(i)}=1
$$

Moreover, the definition of $\theta^{*}$ ensures $x^{+} \geq 0$ completing our proof that $x^{+} \in \Delta_{n-1}$.
Next, we construct $B^{+}$and $\tilde{A}_{B^{+}}^{\dagger}$. Let $i^{*}$ denote the smallest index such that $-\frac{x_{B^{\prime}\left(i^{*}\right)}}{u_{i^{*}}}=\theta^{*}$ and $u_{i^{*}}<0$. By construction, $\theta^{*}$ ensures $x_{B^{\prime}\left(i^{*}\right)}^{+}=0$. We now have two subcases: $B\left(i^{*}\right)=j$ and $B\left(i^{*}\right) \neq j$. In the first case, let $B^{+}=B$ and $\tilde{A}_{B^{+}}^{\dagger}=\tilde{A}_{B}^{\dagger}$. By hypothesis, $A_{B^{+}}=A_{B}$ consists of affinely independent columns. In the second case, let $B^{+}(i)=B(i)$ for $i \neq i^{*}$ and $B^{+}\left(i^{*}\right)=j$. We must show that $A_{B^{+}}$consists of affinely independent columns. Assume for the sake of contradiction that it does not. Then there must exist some $w \in \mathbb{R}^{k+1}$ such that $w_{i^{*}}=0$ and

$$
0_{(m+1) \times 1}=\tilde{A}_{B^{+}} w-\tilde{A}_{j}=\tilde{A}_{B} w-\tilde{A}_{j}
$$

but this implies that

$$
\tilde{A}_{B}\left(w-\tilde{A}_{B}^{\dagger} \tilde{A}_{j}\right)=\tilde{A}_{j}-\tilde{A}_{j}=0_{(m+1) \times 1}
$$

since we assume $\tilde{A}_{j}=\tilde{A}_{B} \tilde{A}_{B}^{\dagger} \tilde{A}_{j}$. By affine independence of the columns of $A_{B}$ we determine that

$$
w-\tilde{A}_{B}^{\dagger} \tilde{A}_{j}=0_{(m+1) \times 1} \Leftrightarrow w=\tilde{A}_{B}^{\dagger} \tilde{A}_{j}
$$

so that the $i^{*}$-th entry of $\tilde{A}_{B}^{\dagger} \tilde{A}_{j}$, which is precisely $u_{i^{*}}$, is zero: a contradiction. Thus, the columns of $A_{B^{+}}$are affinely independent. Finally, we prove that it is possible
to derive $A_{B^{+}}$in $O\left(m^{2}\right)$ operations in this second case. Form the augmented matrix $\left[\tilde{A}_{B}^{\dagger} \mid \tilde{A}_{B}^{\dagger} \tilde{A}_{j}\right]$. Add to each row a multiple of the $i^{*}$-th row to make the last column equal to the coordinate vector $e_{i^{*}}$. The first $|B|$ columns of the resultant matrix are $\tilde{A}_{B^{+}}^{\dagger}$. This requires no more than $O\left(m^{2}\right)$ operations since at most $m$ row operations are required.

The proof of this theorem immediately yields our core algorithm as well as an easy corollary.

Algorithm 10 Modified Incremental Representation Reduction Procedure (mIRR)
1: Input: An ordered set of indices $B=[B(1), \ldots, B(k)] \subseteq\{1, \ldots, n\}$ such that $A_{B}$ is a matrix with affinely independent columns, $\tilde{A}_{B}^{\dagger}, j \notin B$, and $z=A x=A_{B} x_{B}+A_{j} x_{j}$ for some $x \in \Delta_{n-1}$ with $x_{[B, j]}=0$.
2: Compute $u^{\prime}=\tilde{A}_{B}^{\dagger} \tilde{A}_{j}$ and $u=\left[\begin{array}{ll}\left(u^{\prime}\right)^{T} & -1\end{array}\right]$. If $\tilde{A}_{B} u^{\prime} \neq \tilde{A}_{j}$ then the columns of $\left[\begin{array}{cc}\tilde{A}_{B} & \tilde{A}_{j}\end{array}\right]$ are affinely independent. In this case, output $x^{+}=x, B^{+}=B \cup\{j\}$, and

$$
\tilde{A}_{B^{+}}^{\dagger}=\left[\begin{array}{c}
\tilde{A}_{B}^{\dagger} \\
0_{1 \times(m+1)}
\end{array}\right]-\left[\begin{array}{c}
\tilde{A}_{B}^{\dagger} \tilde{A}_{j} \\
1
\end{array}\right] \frac{\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right)}{\tilde{A}_{j}^{T}\left(I_{(m+1) \times(m+1)}-\tilde{A}_{B} \tilde{A}_{B}^{\dagger}\right) \tilde{A}_{j}},
$$

to complete the procedure. Otherwise, proceed to the next step.
3: Let $\theta^{*}=\min _{i: u_{i}<0}\left(-\frac{x_{i}}{u_{i}}\right), i^{*}$ be the smallest index for which $\theta^{*}$ is achieved, and

$$
x_{[B, j]}^{+}=x_{[B, j]}+\theta^{*} u, \quad x_{[B, j]^{c}}^{+}=0_{(n-(k+1)) \times 1} .
$$

If $i^{*}=j$ then output $x^{+}, B^{+}=B$, and $\tilde{A}_{B^{+}}=\tilde{A}_{B}$ to complete the procedure. Otherwise, proceed to the next step.
4: Let $B^{+}=\left[B(1), \ldots, B\left(i^{*}-1\right), j, B\left(i^{*}\right), \ldots, B(k)\right]$. Form the $|B| \times(|B|+1)$ matrix $\left[\begin{array}{cc}\tilde{A}_{B}^{\dagger} & u^{\prime}\end{array}\right]$. Add to each row a multiple of the $i^{*}$-th row to make the last column equal to the unit vector $e_{i^{*}}$. The first $|B|$ columns of the resultant matrix are $\tilde{A}_{B^{+}}^{\dagger}$. Output $B^{+}, x^{+}$and $\tilde{A}_{B^{+}}^{\dagger}$.

Corollary 7. The mIRR produces an affinely independent representation, $z=A x=$ $A_{B^{+}} x_{B^{+}}$with $x \in \Delta_{n-1}$ and $x_{\left(B^{+}\right)^{c}}=0_{\left(n-\left|B^{+}\right|\right) \times 1}$, of the input point $z=A x$ and the pseudoinverse $\tilde{A}_{B^{+}}^{\dagger}$ in $O\left(m^{2}\right)$ operations.

### 4.3 Limited Support Basic Procedures

In this section we propose each of our modified basic procedures. Recall that we assume the availability of an orthonormal basis for $L$ and that $Q \in \mathbb{R}^{n \times m}$ is the matrix whose columns are these basis vectors. The convergence results of [61] for the original basic procedures depend upon the maximum size of the support of the iterates. If it were
possible to ensure that the iterates maintained affinely independent support then the support would have maximum size $m+1$. This is the crux of our enhanced procedures and the mIRR enables us to do this. Our enhanced procedures start with a single column of the matrix $Q^{T}$. Then, until the stopping condition is reached, they take a Von-Neumann/Perceptron-like step - which may increase the size of the support by at most one - followed by an application of mIRR to ensure the support remains affinely independent. We will let $\left\{q_{i}\right\}_{1}^{n}$ denote the columns of $Q^{T}$ and we use $P$ in place of $P_{L}$. Given $z \in \mathbb{R}^{\ell}$ for some $\ell \in \mathbb{N}$, we let $z^{+}=\left(\max \left\{z_{1}, 0\right\}, \ldots, \max \left\{z_{\ell}, 0\right\}\right)$.

The first two schemes, the Limited Support Von Neumann and Limited Support Perceptron, are subsumed in the following framework which we call the Limited Support Scheme (LSS). Each of these procedures is an enhancement of those found in [61] using mIRR. Our modified schemes exchange the roles played by $x_{t}$ and $z_{t}$ in [61][Algorithm 5] to accord with our notation in the mIRR. Namely, we want to ensure each $x_{t}$ is an element of the simplex.

```
Algorithm 11 Limited Support Scheme
    \(x_{0}=e_{1}, z_{0}=Q^{T} x_{0}=q_{1}, B_{0}=\{1\}, \tilde{Q}_{B_{0}}^{\dagger}=\frac{1}{\left\|\tilde{q}_{1}\right\|} \tilde{q}_{1}^{T}, t=0\)
    while \(P x_{t} \ngtr 0\) and \(\left\|\left(P x_{t}\right)^{+}\right\| \geq \frac{1}{3 \sqrt{n}}\left\|x_{t}\right\|_{\infty}\) do
        Let \(j=\operatorname{argmin}_{i \in[n]}\left\langle q_{i}, z_{t}\right\rangle\)
        \(x_{t+1}^{\prime}=x_{t}+\theta_{t}\left(e_{j}-x_{t}\right)\)
        \(z_{t+1}=Q^{T} x_{t+1}^{\prime}\)
        if \(j \notin B_{t}\) then
            \(\left(x_{t+1}, B_{t+1}, \tilde{Q}_{B_{t+1}}^{\dagger}\right)=m \operatorname{IRR}\left(B_{t}, \tilde{Q}_{B_{t}}^{\dagger}, j, x_{t+1}^{\prime}, Q_{j}\right)\)
        else
            \(x_{t+1}=x_{t+1}^{\prime}, B_{t+1}=B_{t}, \tilde{Q}_{B_{t+1}}^{\dagger}=\tilde{Q}_{B_{t}}^{\dagger}\)
        end if
        \(t=t+1\)
    end while
```

If $\theta_{t}=\frac{1}{t+1}$ then the resulting procedure is referred to as the Limited Support Perceptron Scheme (LSP). If $\theta_{t}$ is determine by an exact line search then the resulting procedure is referred to as the Limited Support Von Neumann Scheme (LSVN).

Proposition 12. The following hold for algorithms LSP and LSVN:

1. For all $t \geq 0$ such that LSP or LSVN have not halted, $\left\|z_{t}\right\|^{2} \leq \frac{1}{t}$.
2. The stopping condition, $P x_{t}>0$ or $\left\|\left(P x_{t}\right)^{+}\right\| \leq \frac{\left\|x_{t}\right\|_{\infty}}{3 \sqrt{n}}$, occurs in at most $9(m+$ $1)^{2} n$ iterations.
3. LSP and $L S V N$ require $O\left(m^{3} n^{2}\right)$ arithmetic operations.

## Proof.

1. This part of our proposition is known from [61].
2. If $z_{t}$ has affinely independent columns throughout the algorithm then

$$
\left|\left\{i \in\{1, \ldots, n\}: x_{i}>0\right\}\right| \leq\left|B_{t}\right| \leq m+1
$$

In this case, $\left\|x_{t}\right\|_{\infty} \geq \frac{1}{m+1}$ since $x_{t} \in \Delta_{m}$. This implies that $\frac{1}{3 \sqrt{n}}\|x\|_{\infty} \geq \frac{1}{3(m+1) \sqrt{n}}$. As $\left\|(P x)^{+}\right\| \leq\|P x\|$, we conclude from 1 that the one of the two stopping conditions occurs by $t=9(m+1)^{2} n$.

We proceed by induction to show that $z_{t}$ has affinely independent columns in its support and concurrently that LSS maintains the pseudoinverse of the matrix formed by the augmented columns in $z_{t}$ 's support. This is readily seen to be true for $z_{0}$ and $Q_{B_{0}}$. Suppose $z_{t}$ has affinely independent columns and $\tilde{Q}_{B_{t}}^{\dagger}$ is available. Then $x_{t+1}^{\prime}$ has at most one additional non-zero entry $x_{j}$. Indeed, as we highlighted in the introduction, this is they key feature that permits our application of the mIRR. By corollary 7, the mIRR will generate $x_{t+1}$ and $\tilde{Q}_{B_{t+1}}^{\dagger}$ such that $z_{t+1}=Q^{T} x_{t+1}$ and the non-zero entries of $x_{t+1}$, which are given by $B_{t+1}$, correspond to affinely independent columns of $Q^{T}$.
3. By part 1, LSP and LSVN terminate in at most $t=9(m+1)^{2} n$ main iterations. Each of the operations besides mIRR requires at most $n m$ operations while corollary 7 states mIRR requires $O\left(m^{2}\right)$ operations. Since $m^{2} \leq n m$, we conclude each iteration has computational cost $O(n m)$. Thus, the number of required arithmetic operations for LSP and LSVN is $O\left(m^{3} n^{2}\right)$.

### 4.3.1 Limited Support Von Neumann with Away Steps Scheme

Here we propose a limited support variation of the Von Neumann with Away Steps scheme proposed in [61]. This procedure is essentially the same as above except that it allows for "away" directions.

```
Algorithm 12 Limited Support Von Neumann with Away Steps Scheme (LSVN)
    \(x_{0}=e_{1}, z_{0}=Q^{T} x_{0}=q_{1}, B_{0}=\{1\}, \tilde{Q}_{B_{0}}^{\dagger}=\frac{1}{\left\|\tilde{q}_{1}\right\|} \tilde{q}_{1}^{T}, t=0\)
    while \(P x_{t} \ngtr 0\) and \(\left\|\left(P x_{t}\right)^{+}\right\| \geq \frac{1}{3 \sqrt{n}}\left\|x_{t}\right\|_{\infty}\) do
    Let \(j=\operatorname{argmin}_{i \in[n]}\left\langle q_{i}, z_{t}\right\rangle, k=\operatorname{argmax}_{i \in[n]}\left\langle q_{i}, z_{t}\right\rangle\)
    if \(\left\|z_{t}\right\|^{2}-\left\langle q_{j}, z_{t}\right\rangle>\left\langle q_{k}, z_{t}\right\rangle-\left\|z_{t}\right\|^{2}\) then
            (Regular Step) \(a:=e_{j}-x_{t} ; \theta_{\max }=1\)
        else
            (Away Step) \(a:=x_{t}-e_{k} ; \theta_{\max }=\frac{\left(x_{t}\right)_{j}}{1-\left(x_{t}\right)_{j}}\)
        end if
        \(\theta_{t}=\operatorname{argmin}_{\theta \in\left[0, \theta_{\max }\right]}\left\|P\left(x_{t}+\theta a\right)\right\|^{2}=\min \left\{\theta_{\max },-\frac{\left\langle x_{t}, P a\right\rangle}{\|P a\|^{2}}\right\}\)
        \(x_{t+1}^{\prime}=x_{t}+\theta_{t} a\)
        \(z_{t+1}=Q^{T} x_{t+1}^{\prime}\)
        if \(j \notin B_{t}\) and a regular step is taken then
            \(\left(x_{t+1}, B_{t+1}, \tilde{Q}_{B_{t+1}}^{\dagger}\right)=m \operatorname{IRR}\left(B_{t}, \tilde{Q}_{B_{t}}^{\dagger}, j, x_{t+1}^{\prime}, Q_{j}\right)\)
        else
            \(x_{t+1}=x_{t+1}^{\prime}, B_{t+1}=B_{t}, \tilde{Q}_{B_{t+1}}^{\dagger}=\tilde{Q}_{B_{t}}^{\dagger}\)
        end if
        \(t=t+1\)
    end while
```

Proposition 13. The following hold for algorithm LSVNA:

1. For all $t \geq 0$ such that LSVNA has not halted, $\left\|z_{t}\right\|^{2} \leq \frac{1}{t}$.
2. The stopping condition, $P x_{t}>0$ or $\left\|\left(P x_{t}\right)^{+}\right\| \leq \frac{\left\|x_{t}\right\|_{\infty}}{3 \sqrt{n}}$, occurs in at most $9(m+$ $1)^{2} n$ iterations.
3. LSVNA requires $O\left(m^{3} n^{2}\right)$ arithmetic operations.

Proof. The proof of the first part of the proposition is known from [61]. The remaining parts follow from similar reasoning to that in the proof of proposition 12.

## Conclusion

## Summary

In this section, we summarize our findings in the four chapters that comprise this thesis.

- In chapter 1, we applied the analysis of [59] to the class of proximal gradient methods. This method yielded known, modern convergence rates for the proximal gradient, accelerated proximal gradient, and proximal subgradient methods under assumptions weaker than those found in the literature. This chapter is based on our published paper [33].
- In chapter 2, we extended the analysis of chapter 1 and [59] to the class of Bregman proximal first-order methods, a class of first-order methods that is both more general and flexible than proximal gradient methods. Again, we derived convergence rates for this class of methods under weaker than previously employed conditions. This chapter is based on our paper [31] which is currently under review.
- In chapter 3, we proposed condition numbers for a differentiable convex function relative to a domain and a distance-like function on the domain. We demonstrated that these condition numbers naturally arise in the convergence analyses of first-order methods and that they retain much of the geometric flavor of the standard condition number of a convex function. This chapter is based on our paper [32] which is currently under review.
- In chapter 4, we proposed three enhanced versions of the basic procedures for the Projection and Rescaling Algorithm of [61]. These enhancements yield a substantially improved convergence rate when the subspace $L$ has dimension sufficiently smaller than that of the ambient Euclidean space. This chapter is based on our published paper [30].


## Extensions and Future Work

## Acceleration

An alternative and intriguing framework for explaining acceleration examines firstorder methods as discretizations of ordinary differential equations. Prominent examples of this approach include $[68,41]$. However, these techniques have yet to be applied to derive the convergence rates of the primal gradient schemes of [48] or their accelerated variants in [34]. A future interest is the analysis of these methods using a differential equations-based framework.

## Conditioning and Frank-Wolfe

Seemingly all of the research on the Frank-Wolfe algorithm assumes that the feasible set is bounded. For polyhedrally constrained convex optimization problems, such as the non-negative least squares problem

$$
\min _{x \in \mathbb{R}_{+}^{n}} \frac{1}{2}\|A x-b\|_{2}^{2}
$$

where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}$, this condition is not satisfied. The compactness hypothesis precludes Frank-Wolfe's defining linear subproblem from being unbounded and thus producing undefined search directions. However, for unbounded linear problems some well-known solvers such as the Simplex return an extreme ray along which the objective descends to $-\infty$. This hints at one possible path for extending the FrankWolfe algorithm to unbounded domains. This potential extension of the Frank-Wolfe algorithm is one of our topics of interest.

## Convergence Analysis with Approximately Computable Bregman Proximal Maps

The literature on Bregman proximal gradient methods assumes the computability of the Bregman proximal map

$$
\begin{equation*}
(x, g) \mapsto \underset{y \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\langle g, y\rangle+\Psi(y)+L D_{h}(y, x)\right\} . \tag{4.9}
\end{equation*}
$$

Yet in practice this map may only be approximately computable. Thus, in light of the practical relevance of approximate computablity of this map, one direction of interest is the extension of our convergence analysis to this case.
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