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Abstract

In this thesis, a family of integral representation results are proved for problems involving

energies with di�erent dimensionalities and multiscale interactions. The �rst part is work

in the framework of functions of bounded Hessian, with an eye towards application to the

theory of second order structured deformations. A relaxation theorem for BH functionals

is obtained in the spirit of the 1992 work of Ambrosio and Dal Maso, Fonseca and Müller

within the BV context. An integral representation theorem is established for abstract second

order structured deformations functionals, using proof techniques from the global method for

integral representation introduced in 1998 by Bouchitté, Fonseca and Mascarenhas. The

second family of results concerns systems featuring simultaneous homogenization and phase

transition e�ects. These are studied via the technique of Γ-convergence, and multiple regimes

are considered corresponding to the relative scaling of the phase transition thickness and the

scale of the heterogeneity. In particular, Γ-limit results are proved in the general case of

vector-valued functions when the two rates are commensurate and when the frequency of the

heterogeneity is su�ciently small with respect to the thickness.
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1 INTRODUCTION

1 Introduction

This thesis consists of mathematical results in the calculus of variations motivated by ques-

tions in materials science. A recurrent feature of these problems is the presence of microstruc-

ture coupled with macroscopic e�ects. We seek to understand the behavior of minimizers

to families of multi-scale problems by considering the microstructure to be in�nitesimally

small compared to the macroscopic structure. In this endeavour, we make frequent use of

Γ-convergence techniques, due to De Giorgi [33]. By taking the Γ-limit of the multi-scale

problems as the microstructure becomes in�nitely �ne, we can determine an �e�ective� func-

tional, in which the multiple scales decouple, that describes the asymptotic behavior of the

family of functionals.

In order to understand the limiting processes, one hopes to prove integral representation

results, allowing us to work directly with the e�ective functional. To this end, we use so-called

�blow-up� techniques developed by Fonseca and Müller [45] to characterize the pointwise

behavior of a priori abstract functionals. Here we apply this framework and strategy to

problems in the �eld of second order structured deformations and to problems arising from

the interplay of phase transition and homogenization.

The mathematical theory of structured deformations arises as a particular model for

plasticity, fracture and defects in a universal setting. Brie�y, one views the formation of

singularity within a material through the lens of misalignment between the macroscopic de-

formation and the submacroscopic crystalline structure. As there has been recent interest in

a second-order theory of structured deformations, taking into account curvature and bending

e�ects, we include work in the setting of functions of bounded Hessian, BH. The space BH,

which is comprised of ofW 1,1 functions with bounded variation (BV ) gradient, has peculiari-

ties which di�erentiate it from other second order spaces with L1 control, such as BV 2, which

consists of BV functions such that the absolutely continuous part of the gradient is itself

BV . In particular, a BH function may have jumps in the gradient, corresponding to �kinks�

in the function, but cannot have jumps itself. Therefore, we cannot directly apply standard

BV results to BH, and thereby this goal required the development of new mathematics in

order to extend certain Sobolev space constructions, such as Lipschitz extension theorems,

to BH, see Chapter 3.

This thesis also contains the results of a project towards a complete theory of �uid-

�uid phase transitions for materials with small scale heterogeneities. The technique of Γ-

convergence has proven extremely powerful for modelling systems of asymptotic homoge-

nization of composite materials as well as Cahn-Hilliard models of phase transitions. To

understand the nature of potential interaction between the two processes, we study mate-
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1.1 Structured Deformations and BH 1 INTRODUCTION

rials for which both properties hold. One would expect that the relative length scales of

the heterogeneity versus the thickness of the phase transition would have an e�ect on the

interaction, and we see that this is in fact true. If the scale of the heterogeneity is su�ciently

small with respect to the thickness, we see that the system e�ectively �homogenizes� and we

are left with an energy that penalizes the perimeter of the phase transition, as in the classical

Modica-Mortola [62] result. However, when the length scales of the heterogeneity and the

thickness are roughly commensurate, we observe interaction between the relative alignment

between the heterogeneity and the orientation of the phase transition boundary, resulting in

an anisotropic perimeter term. The third regime, where the phase transition is su�ciently

small with respect to the heterogeneity, is part of this ongoing project, but has not been fully

studied at this date.

1.1 Structured Deformations and BH

The space of W 1,1 functions whose Hessian is a Radon measure, BH (bounded Hessian)

was introduced by Demengel [38]. BH is the natural setting to study second-order integral

functionals with linear growths. In Chapter 3 we prove an integral representation result for

relaxed functionals in BH.

In the theory of structured deformations, which model geometrical changes at microscopic

and macroscopic scales, the �rst-order theory fails to account for the e�ect of microscopic

jumps in the gradients. A second-order theory is introduced in [65] which uses the space

BH and related spaces SBH, which consists of BH functions whose Hessian has trivial

Cantor part, and SBV 2, which consists of BV 2 functions whose gradient and Hessian each

have trivial Cantor part. Recent results in [11] approach a second-order theory in the SBV 2

setting and establish relaxation and integral representation theorems.

Beyond applications to second order structured deformations, the space BH appears in

other areas of applied mathematics, motivating its study as a space in its own right. In the

�eld of image processing, there has been some study of second-order energies with linear

growth. The addition of second-order term in Rudin-Osher-Fatemi TV denoising can act

as a regularizing factor, avoiding the so-called "staircasing e�ect", as discussed in [12], [13],

[14]. More applications of second-order terms in regularization and denoising may be found

in [50], [52], [70]. Further, second-order energies have found application in variational image

fusion [58] and image colorization [53].

Another problem, this one again from materials science, in which we see the space BH

as the natural setting is in models of elastic perfectly-plastic materials, where the energy is

a second-order functional with linear growth, see [15], [30], [31], [37], [59], [68].

For a bounded open Lipschitz set Ω in RN we de�ne the functional

2



1.1 Structured Deformations and BH 1 INTRODUCTION

F (u) :=

�
Ω

f(x,∇2u)dx, u ∈ W 2,1(Ω,Rd).

where f : Ω × Rd×N×N → [0,∞) is a continuous function satisfying the following hypotheses:

(H1) Linear growth: f(x,H) ≤ C(1 + |H|) for all x ∈ Ω, H ∈ Rd×N×N and some C > 0;

(H2) Modulus of continuity: |f(x,H)− f(y,H)| ≤ ω(|x− y|)(1 + |H|) for all x, y ∈ Ω, H ∈
Rd×N×N , where ω(s) is a nondecreasing function with w(s)→ 0 as s→ 0+.

We consider the lower-semicontinuous envelope of F in the space BH(Ω;Rd),

F(u) := inf

{
lim inf
n→∞

F [un] : un → u in W 1,1(Ω;Rd),

∇2un LN Ω
∗
⇀ D(∇u) inM(Ω,Rd×N×N)

}
,

whereM(Ω,Rd×N×N) is the set of �nite Radon measures on Ω taking values in Rd×N×N .

In Chapter 3, we will prove the following integral representation result (see Theorem 3.1).

Theorem 1.1. If f satis�es (H1) and (H2), then for every u ∈ BH(Ω;Rd)

F(u) =

�
Ω

Q2f(x,∇2u)dx+

�
Ω

(Q2f)∞
(
x,

dDs(∇u)

d|Ds(∇u)|

)
d|Ds(∇u)|.

where Q2f is the 2-quasiconvex envelope of f , and (Q2f)∞ is the recession function de�ned

via

(Q2f)∞(x,H) := lim sup
t→∞

Q2f(x, tH)

t

This result may be seen as a second-order version of the work of Fonseca and Müller

[45], as well as Ambrosio and Dal Maso [3], on �rst-order linear growth functionals. It is

inspired by recent progress in the �eld of A-quasiconvexity, in the sense of Fonseca and

Müller, introduced in [46]. A recent paper of Arroyo-Rabasa, De Philippis, and Rindler [7]

uses a Young measure based approach to prove a relaxation result in a very general setting.

Knowing that the space BH may be viewed through the lens of A-quasiconvexity, this section
adopts some of these techniques to BH relaxation, using the extra structure of BH to avoid

invoking Young measures as in [7].

The author acknowledges a higher order relaxation result that is contained in the work

of Amar & De Cicco [1]. However, to our knowledge, there seems to be a gap in the proof

of lower semicontinuty in [1], in particular with regards to the singular part. Our proof

3



1.1 Structured Deformations and BH 1 INTRODUCTION

makes use of modern results which take a completely di�erent approach in proving lower

semicontinuity.

The author is also aware of recent work by Breit, Diening and Gmeineder [23] which

examines what they call A-quasiconvexity. As they note in Section 5, with the existence of

the annihilator L, this is what Dacarogna called A-B quasiconvexity [27], where in this case

we have A = L and B = A. Although BH may be viewed in the frame of A-quasiconvexity
by restricting matrix-valued measures to lie in a particular subspace, it is not obvious that we

can view it in the framework of A-B quasiconvexity as easily. Regardless, for their argument

of lower-semicontinuity, Breit, Diening and Gmeineder make use of [7] and thus do not provide

a Young measure-free argument.

The goal of this project is to establish relaxation results in the space BH using standard

blow-up methods. In order to prove the upper bound, we �rst demonstrate an area-strict

density theorem (see Section 3.2), in a very general setting, requiring no extra structure on

the limiting measure µ.

We develop a direct argument with an eye towards ultimately including lower order terms

in the relaxation. It should be noted that while the arguments in this section are only for

second-order case, an extension to higher order derivatives should be possible using similar

arguments.

The macroscopic deformation of a continuous body does not need to coincide with the

submacroscopic deformation. For instance, in a crystalline body deformed beyond the plastic

regime the macroscopic deformation may be simply due to several slips of the crystallographic

planes. Thus, submacroscopically the lattice of the crystalline body does not deform but

simply undergoes to �submacroscopic cracks� or disarrangements. This kind of multi-scale

geometrical changes were addressed by Del Piero and Owen in [36] who introduced the notion

of structured deformation (κ, u,G): κ being the macroscopic crack site, u the macroscopic

deformation, and G a tensor associated with the submacroscopic geometrical changes and

called deformation without disarrangements. In the example of the crystalline body, discussed

above, we would have κ = ∅ since the submacroscopic cracks di�use and do not generate a

macroscopic crack, G = I the identity tensor �eld since the lattice does not deform locally,

and, in general the deformation gradient ∇u is di�erent from G = I.

Del Piero and Owen, still in [36], showed that every structured deformation can be seen

as the (appropriate) limit of sequences of piecewise-continuous �classical deformations�. This

result makes the theory even more interesting from a mechanical point of view, since, for in-

stance, in the example of the crystalline body mentioned above, the �submacroscopic cracks�

that form during the deformation can be thought as the jump sets of the piecewise-continuous

�classical deformations� of an approximating sequence. This result also opens the way to

4



1.1 Structured Deformations and BH 1 INTRODUCTION

de�ne the energy of a structured deformation by using the �classical� energy of piecewise-

continuous �classical deformations�. Indeed, Choksi and Fonseca [26], following the belief

that �Nature always minimizes actions�, made the natural assumption that the structured

deformation (κ, u,G) would be the limit, among all approximating sequences, of the approx-

imating sequence that uses the least amount of energy. Choksi and Fonseca worked within

a variational framework and described the macroscopic deformation by a function u ∈ BV
whose jump set represents the crack site κ of Del Piero and Owen, and with a deformation

without disarrangements G ∈ L1. In this framework, they proved the following approxima-

tion theorem: for any structured deformation (u,G) there exists a sequence {un} ⊂ SBV

such that

un → u in L1, ∇un
∗
⇀ G in the sense of measures, (1.1)

where ∇un denotes the absolutely continuous part of the distributional derivative of un;

moreover, they de�ned the energy E(u,G) of (u,G) as

E(u,G) := inf
{un}

lim inf
n→+∞

E0(un), (1.2)

where the inf is taken among all the sequences that generate, according to (1.1), the struc-

tured deformation (u,G), and E0(un) is the energy associated to the �classical deformation�

un. Thus, the energy E(u,G) is equal to the limit of the energies associated to the most

economic approximating sequence from the energetic point of view.

The concept of structured deformation was extended in [65] by de�ning the second-order

structured deformation (κ, u,G, U): where κ denotes the set of points were the �elds involved

are discontinuous, u, and G are as above, and U , called second-order deformation without

disarrangements, is a third-order tensor �eld that allows to describe the submacroscopic de-

formation up to the second-order; for instance, it allows to describe the �bending� of the

microstructure. Second-order structured deformation are important since they allow to in-

clude the e�ects of limits of second gradients and jumps in the �rst gradients of approximating

deformations: these jumps play a crucial role in the mechanics of phase-transitions. In [67]

two di�erent variational frameworks for second-order structured deformation are discussed:

the primary di�erence being the function space on which the deformation �elds are de�ned.

The �rst framework consider a space named SBV 2 that allows jumps of the displacement as

well as its gradient. A recent paper of Barroso, Matias, Morandotti, and Owen [11] provides

relaxation and integral representation results for second-order structured deformations in the

framework of SBV 2. The second framework considers the space SBH of special functions

of bounded Hessian. Within this framework we have u ∈ W 1,1 and hence G = ∇u and κ is

simply the jump set of ∇u. In the SBH framework, a second-order structured deformation is

5



1.1 Structured Deformations and BH 1 INTRODUCTION

therefore described by the pair (u, U). We remark that the SBH setting is more constrained

than the SBV 2 setting, since the functions may not have �jumps", and hence the techniques

used in [11] cannot be directly applied to the SBH setting.

Consider the family of structured deformations

SD2(Ω) := SBH(Ω;Rd)× L1(Ω;Sd×N×N),

where Sd×N×N ⊂ Rd×N×N denotes the set of tensors (Mijk), i ∈ {1, . . . , d}, j, k ∈ {1, . . . , N},
such that Mijk = Mikj for all i, j ∈ {1, . . . , N}, d,N ∈ N. We prove a general integral

representation result in the spirit of the global method of Bouchitté, Fonseca and Mascarenhas

[19]. Let A(Ω) be the family of open subsets of Ω. Assume that the functional

F : SD2(Ω)×A(Ω)→ [0,+∞]

satis�es the following hypotheses:

(I1) F(u, U ; ·) is the restriction to A(Ω) of a Radon measure for every (u, U) ∈ SD2(Ω).

(I2) F(·, ·;A) is SD2-lower semicontinuous, in the sense that if (u, U) ∈ SD2(Ω) and

{(un, Un)} ⊂ SD2(Ω) with un → u in W 1,1(Ω;Rd) and Un
∗
⇀ U inM(Ω), then

F(u, U ;A) ≤ lim inf
n→+∞

F(un, Un;A).

(I3) F is local, i.e., for all A ∈ A(Ω) if u = v and U = V LN a.e. x ∈ A then F(u, U ;A) =

F(v, V ;A).

(I4) There exists a constant C > 0 such that

1

C
(‖U‖L1(A) + |D2u|(A)) ≤ F(u, U ;A) ≤ C(LN(A) + ‖U‖L1(A) + |D2u|(A))

for every (u, U) ∈ SD2(Ω), A ∈ A(Ω).

In Theorem 3.18 we prove an integral representation for F of the form

F(u, U ;A) =

�
A

f(x, u,∇u,∇2u, U) dx+

�
S(∇u)∩A

h(x, u,∇u+,∇u−, ν∇u) dHN−1.

This result is then used to de�ne the energy of a second-order structured deformation

(u, U), in the same spirit of (1.2), as the limit of the energy of the most energetically conve-

6



1.1 Structured Deformations and BH 1 INTRODUCTION

nient approximating sequence, i.e.

F(u, U) := inf
{un}

lim inf
n→+∞

F0(un),

where the inf is taken among all the sequences that generate the second-order structured

deformation (u, U), and F0(un) is the energy associated to the �classical deformation� un, see

Theorem 3.22.

The general relaxation result proved has applications also outside the framework of struc-

tured deformations. Indeed, it has an immediate corollary to any functional de�ned on SBH:

we can show, see Theorem 3.23, that for any F : SBH(Ω;Rd) × A(Ω)) → [0,∞) satisfying

(H1)-(H4), we have the integral representation

F(u;A) =

�
A

f(x, u,∇u,∇2u) dx+

�
S(∇u)∩A

h(x, u,∇u+,∇u−, ν∇u) dHN−1.

In the case of functionals de�ned in BH(Ω;Rd), with the additional assumptions of a�ne

invariance and area-strict continuity, our earlier BH relaxation results can leveraged along

with the SBH relaxation result to yield Corollary 3.25,

F(u;A) =

�
A

f(x,∇2u) dx+

�
A

f∞
(
x,
dDs(∇u)

|Ds(∇u)|

)
d|Ds(∇u)|(x).

The assumption of a�ne invariance is merely a technical detail due to the lack of a BH

relaxation result involving lower order terms. We motivate the assumption of area-strict

continuity by comparison to the �rst order global method for relaxation [19]. In this situation,

although we do not assume a priori that our abstract lower semicontinuous functional is

area-strict continuous, once we have the integral representation result, area-strict continuity

follows a posteriori, [56]. Thus, in the �rst-order case, nothing is lost by adding the additional

assumption that the functional is area-strict continuous. We expect that the same holds in

the second-order framework.

The BH results are structured as follows. In Chapter 2 we collect some common notions

and establish pointwise results about BH functions. In Section 3.4.1 we prove an approxi-

mation result in the SD2 framework along the lines of the approximation theorems of [36]

and [26]. In Section 3.4.2 we use the global method approach introduced in [19] on func-

tionals de�ned on SD2 in order to prove the main integral representation result. In Section

3.4.3 we apply the integral representation result to the problem of second order structured

deformations to get a relaxation as in [26]. In Section 3.4.4 we �nd further application of the

integral relaxation result in the spaces SBH and BH.

7



1.2 Homogenization and phase transition 1 INTRODUCTION

1.2 Homogenization and phase transition

In order to describe the behavior at equilibrium of a �uid under isothermal conditions con�ned

in a container Ω ⊂ RN and having two stable phases (or a mixture of two immiscible and

non-interacting �uids with two stable phases), Van der Waals in his pioneering work [73]

(then rediscovered by Cahn and Hilliard in [25]) introduced the following Gibbs free energy

per unit volume

Eε(u) :=

�
Ω

[
W (u) + ε2|∇u|2

]
dx . (1.3)

Here ε > 0 is a small parameter, W : R → [0,+∞) is a double well potential vanishing at

two points, say +1 and −1 (the simpli�ed prototype being W (t) := (1− t2)2), and u : Ω→ R
represents the phase of the �uid, where u = +1 correspond to one stable phase and u = −1

to the other one. According to this gradient theory for �rst order phase transitions, observed

stable con�gurations minimize the energy Eε under a mass constraint
�

Ω
u = m, for some

�xed m ∈ (−|Ω|, |Ω|).
The gradient term present in the energy (1.3) provides a selection criterion among mini-

mizers of I : u 7→
�

Ω
W (u) dx. If neglected then every �eld u such that W (u) ≡ 0 in Ω and

satisfying the mass constraint is a minimizer of I. The singular perturbation u 7→ ε2|∇u|2

plays the role of an interfacial energy. It provides a selection criterion as it competes with

the potential term in that it penalizes inhomogeneities of u and acts as a regularization for

the problem. It was conjectured by Gurtin (see [51]) that for 0 < ε � 1 the minimizer uε

of the energy Eε will approximate a piecewise constant function, u, taking values in the zero

set of the potential W , and minimizing the surface area HN−1(Su) of the interface separating

the two phases. Here HN−1 denotes the (N − 1)-dimensional Hausdor� measure and Su is

the set of jump points of u.

Gurtin's conjecture has been validated by Modica in [62] (see also the work of Stern-

berg [72]) using Γ-convergence techniques introduced by De Giorgi and Franzoni in [33]. In

particular, it has been showed that

lim
ε→0

1

ε
Eε(uε) = γHN−1(Su) ,

where the constant γ > 0 is the surface energy density per unit area required to make a

transition from one stable phase to the other, and it is given by

γ := 2

� 1

−1

√
W (t)dt .

Several variants of the Van der Waals-Cahn-Hilliard gradient theory for phase transitions

8
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have been studied analytically. Here we recall the extension to the case of d non-interacting

immiscible �uids, with a vector-valued density u : RN → Rd. In [48] Fonseca and Tartar

treated the case of two stable phases (i.e., the potential W : Rd → [0,∞) has two zeros),

while the general case of several stable phases has been solved by Baldo in [8]. In [8] and

[48] it has been proved that the limit of a sequence {uε}ε>0, where uε is a minimizer of Eε,

is a minimal partition of the container Ω, where each set satis�es a volume constraint and

corresponds to a stable phase, i.e., a zero of W .

Other generalizations of (1.3) include the work of Bouchitté [17], who studied the case

of a �uid where its two stable phases change from point to point, in order to treat the

situation where the temperature of the �uid is not constant inside the container, but given a

priori. From the mathematical point of view, this corresponds to considering the energy (1.3)

with a potential of the form W (x, u) vanishing on the graphs of two non constant functions

z1, z2 : Ω→ Rd. Fonseca and Popovici in [47] dealt with the vectorial case of the energy (1.3)

where the term |∇u| is substituted with a more general expression of the form h(x,∇u),

while the full coupled singular perturbed problem in the vectorial case, with the energy

density of the form f(x, u, ε∇u), has been studied by Barroso and Fonseca in [10]. The case

in which Dirichlet boundary conditions are considered was addressed by Owen, Rubinsten

and Sternberg in [66], while in [63] Modica studied the case of a boundary contact energy.

We refer to the works [72] of Sternberg and [2] of Ambrosio for the case where the zeros of

the potential W are generic compact sets. Finally, in [55] Kohn and Sternberg studied the

convergence of local minimizers for singular perturbation problems.

We consider the problem of �uid-�uid phase transitions in the presence of small scale

heterogeneities. More precisely, for ε, δ > 0 we consider the energy

Fε,δ(u) :=

�
Ω

[
1

δ
W
(x
ε
, u(x)

)
+ δ|∇u(x)|2

]
dx,

where W : RN × Rd → [0,∞) is a double-well potential satisfying the following properties:

(G0) x 7→ W (x, p) is Q-periodic for all p ∈ Rd,

(G1) W is a Carathéodory function, i.e.,

(i) for all p ∈ Rd the function x 7→ W (x, p) is measurable,

(ii) for a.e. x ∈ Q the function p 7→ W (x, p) is continuous,

(G2) there exist a, b ∈ Rd such that W (x, p) = 0 if and only if p ∈ {a, b}, for a.e. x ∈ Q,

(G3) there exists a continuous function Wc : Rd → [0,∞) such that Wc(p) ≤ W (x, p) for a.e.

x ∈ Q and Wc(p) = 0 if and only if p ∈ {a, b}.

9



1.2 Homogenization and phase transition 1 INTRODUCTION

(G4) there exist C > 0 and q ≥ 2 such that 1
C

(|p|q − 1) ≤ W (x, p) ≤ C(1 + |p|q) for a.e.

x ∈ Q and all p ∈ Rd.

Here the periodicity at scale ε �xes the scaling of the heterogeneity while δ corresponds to

the thickness of our transition layers.

We characterize the limiting behavior of minimizers to Fε,δ by identifying the Γ-limit of

Fε,δ as ε, δ → 0 for di�erent regimes corresponding to the relative behavior of ε and δ.

In Section 4.2, we study a scaling in which the homogenization e�ects occur far more

rapidly than that of the phase transition, namely ε << δ. For the key lemma, we require a

certain quantitative control to this scale, namely

ε

δ
3
2

→ 0. (1.4)

We will address this scaling later. Further, we also require an additional locally Lipschitz

assumption on W , to be precise

(G5) W is locally Lipschitz in p, i.e., for every K ⊂ Rd compact there is a constant L such

that

|W (x, p)−W (x, q)| ≤ L|p− q|

for almost every x ∈ Q and every p, q ∈ K.

De�nition 1.2. We de�ne the functional FH
0 : L1(Ω;Rd)→ [0,+∞] as

FH
0 (u) :=


KHP({u = a}; Ω) if u ∈ BV (Ω; {a, b}),

+∞ otherwise,

(1.5)

where P({u = a}; Ω) is the relative perimeter of {u = a} with respect to Ω, and the transition

energy density KH is de�ned as

KH := 2 inf

{� 1

0

√
WH(g(s))|g′(s)|ds : g ∈ C1

pw([0, 1];Rd; a, b)

}
. (1.6)

Here C1
pw([0, 1];Rd; a, b) denotes the space of piecewise C1 curves from [0, 1] to Rd such that

g(0) = a and g(1) = b, and the homogenized potential WH : Rd → [0,+∞) is given by

WH(p) :=

�
Q

W (y, p) dy. (1.7)

In Section 4.2 we prove the following result (see Theorem 4.4).

10
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Theorem 1.3. Assume that W satis�es hypotheses (G0)-(G4). Let {εn}n∈N and {δn}n∈N be

two in�nitesimal sequences such that

lim
n→∞

εn

δ
3
2
n

→ 0

Set Fn := Fεn,δn. Then the following hold:

(i) If {un}n∈N ⊂ H1(Ω;Rd) is such that

sup
n∈N

Fn(un) < +∞,

then, up to a subsequence (not relabeled), we have un → u in L1(Ω;Rd) for some

u ∈ BV (Ω; {a, b}).

(ii) We have Fn
Γ−L1

−→ FH
0 .

Next we turn to the case in which ε and δ are commensurate (see Section 4.3). For

simplicity, we set δ = ε, that is to say

Fε(u) :=

�
Ω

[
1

ε
W
(x
ε
, u(x)

)
+ ε|∇u(x)|2

]
dx.

In this regime, the Γ-limit is an anisotropic perimeter caused by potential mismatch between

the direction of periodicity and the orientation of the interface.

We introduce some notation. For ν ∈ SN−1, with SN−1 the unit sphere of RN , we denote

by Qν the family of cubes Qν centered at the origin with two faces orthogonal to ν and with

unit length sides.

De�nition 1.4. Let ν ∈ SN−1 and de�ne the function u0,ν : RN → Rd as

u0,ν(y) :=

{
a if y · ν ≤ 0 ,

b if y · ν > 0 .
(1.8)

Fix a function ρ ∈ C∞c (B(0, 1)) with
�
RN ρ(x)dx = 1, where B(0, 1) is the unit ball in RN .

For T > 0, consider the family of molli�ers ρT (x) := TNρ(Tx) and

ũρ,T,ν := ρT ∗ u0,ν . (1.9)

When it is clear from the context, we will abbreviate ũρ,T,ν as ũT,ν .

11
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De�nition 1.5. We de�ne the function σ : SN−1 → [0,∞) as

σ(ν) := lim
T→∞

g(ν, T ) ,

where

g(ν, T ) :=
1

TN−1
inf
{ �

TQν

[
W (y, u(y)) + |∇u|2

]
dy : Qν ∈ Qν , u ∈ C(ρ,Qν , T )

}
,

and

C(ρ,Qν , T ) :=
{
u ∈ H1(TQν ;Rd) : u = ũρ,T,ν on ∂ (TQν)

}
.

Just as before, if there is no possibility of confusion, we will write C(ρ,Qν , T ) as C(Qν , T ). A

treatment of the function σ, including a justi�cation of its de�nition as a limit, is found in

Section 4.3.2.

Consider the functional F0 : L1(Ω;Rd)→ [0,∞] de�ned by

F0(u) :=


�
∂∗A

σ(νA(x)) dHN−1(x) if u ∈ BV (Ω; {a, b}),

+∞ else,

(1.10)

where A := {u = a} and νA(x) denotes the measure theoretic external unit normal to the

reduced boundary ∂∗A of A at x (see De�nition 2.9).

In Section 4.3, we prove the following result (see Theorem 4.9).

Theorem 1.6. Let {εn}n∈N be a sequence such that εn → 0 as n → ∞. Assume that (G0),

(G1), (G2), (G3) and (G4) hold.

(i) If {un}n∈N ⊂ H1(Ω;Rd) is such that

sup
n∈N
Fεn(un) < +∞

then, up to a subsequence (not relabeled), un → u in L1(Ω;Rd),

where u ∈ BV (Ω; {a, b}),

(ii) It holds that Fεn
Γ−L1

−→ F0.

Moreover, the function σ : SN−1 → [0,∞) is continuous.

In the literature we can �nd several problems treating simultaneously phase transitions

and homogenization. In [6] (see also [5]) Ansini, Braides and Zeppieri considered the family

12
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of functionals

Sε(u) :=

�
Ω

[
1

ε
W (u(x)) + εf

(
x

δ(ε)
, Du

)]
dx ,

and identi�ed the Γ-limit in all three regimes

lim
ε→0

ε

δ(ε)
= 0 , lim

ε→0

ε

δ(ε)
:= c > 0 , lim

ε→0

ε

δ(ε)
= +∞ , (1.11)

using abstract Γ-convergence techniques to prove the general form of the limiting functional,

and more explicit arguments to derive the explicit expression in the three regimes (actually,

in the �rst case they need to assume ε3/2δ−1(ε)→ 0 as ε→ 0, the same as 1.4).

Moreover, we mention the articles [39] and [40] by Dirr, Lucia and Novaga regarding a

model for phase transition with an additional bulk term modeling the interaction of the �uid

with a periodic mean zero external �eld. In [39] they considered, for α ∈ (0, 1), the family of

functionals

V(1)
ε (u) :=

�
Ω

[
1

ε
W (u(x)) + ε|∇u|2 +

1

εα
g
( x
εα

)
u(x)

]
dx ,

for some g ∈ L∞(Ω), while in [40] they treated the case

V(2)
ε (u) :=

�
Ω

[
1

ε
W (u(x)) + ε|∇u|2 +∇v

(x
ε

)
· ∇u(x)

]
dx ,

where v ∈ W 1,∞(RN). Notice that V(1)
ε is a particular case of V(2)

ε when α = 1 and v ∈ H2(Ω)

has vanishing normal derivative on ∂Ω. An explicit expression of the Γ-limit is provided in

both cases.

The work [22] by Braides and Zeppieri is similar in spirit to an ongoing project of ours

where we consider the case of the wells of W depending on the space variable x. Indeed, in

[22] the authors studied the asymptotic behavior of the family of functionals

G(k)
ε (u) :=

� 1

0

[
W (k)

(
t

δ(ε)
, u(x)

)
+ ε2|u′(t)|2

]
dt ,

for δ(ε) > 0, with the potential W (k) de�ned, for k ∈ [0, 1), as

W (k)(t, s) :=

{
W (s− k) t ∈

(
0, 1

2

)
,

W (s+ k) t ∈
(

1
2
, 1
)
,

with W (t) := min{(t− 1)2, (t + 1)2}. For k ∈ (0, 1) the fact that the zeros of W (k) oscillate

at a scale of δ(ε) leads to the formation of microscopic oscillations, whose e�ect is studied by

identifying the zeroth, the �rst and the second order Γ-limit expansions (with the appropriate
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rescaling) in the three regimes (1.11).

In the context of the gradient theory for solid-solid phase transition, we mention the work

[49] by Francfort and Müller, where the asymptotic behavior of the energy

Lε(u) :=

�
Ω

[
W
( x
εγ
,∇u(x)

)
+ ε2|4u|2

]
dx .

for γ > 0 is studied under some growth conditions on the potential W .

1.3 Publications resulting from this thesis

1. A. Hagerty, Relaxation of functionals in the space of vector-valued functions of bounded

Hessian, Sections 3.2 and 3.3, Calculus of Variations and Partial Di�erential Equations,

2019.

2. R. Cristoferi, I. Fonseca, A. Hagerty, C. Popovici, A homogenization result in the gradi-

ent theory of phase transitions, Section 4.3, accepted to Interfaces and Free Boundaries,

2019.

3. A. Hagerty, A note on homogenization e�ects on phase transition problems, Section 4.2,

published on the Center for Nonlinear Analysis website, 2019.

4. I. Fonseca, A. Hagerty, R. Paroni, Second order structured deformations in the space of

bounded Hessian, Section 3.4, submitted to Proceedings of the Royal Society A, 2019.
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2 PRELIMINARIES

2 Preliminaries

We begin by collecting some basic notions and de�nitions needed throughout the thesis.

The set Ω ⊂ RN will always be a bounded, open domain with Lipschitz boundary. By

Q ⊂ RN we denote the unit cube centered at the origin with faces orthogonal to the coordinate

axes, Q := (−1/2, 1/2)N . We consider the cube of side length r centered at x0 ∈ RN ,

Q(x0, r) := x0 + rQ = {x0 + ry : y ∈ Q}.
In what follows, we �x a function φ ∈ C∞(RN ; [0,∞)) such that supp(φ) ⊂ B(0, 1) and�

RN φ(x)dx = 1. We de�ne the standard molli�ers φε by φε(x) := 1
εN
φ(εx), ε > 0.

2.1 Finite nonnegative Radon measures

The family of �nite nonnegative Radon measures in an open set U ⊂ RN will be denoted

byM(U), and the space of �nite vector valued Radon measures taking values in Rd will be

denotedM(U ;Rd). For simplicity of notation, we will often write the Lebesgue measure of

a Borel set E ⊂ RN via the notation |E| := LN(E).

For any open set U ⊂ RN and any �nite Radon measure µ ∈ M(U ;Rd), by the Radon-

Nikodym theorem there exist

µac ∈ L1(U ;Rd), µs ∈M(U ;Rd)

with |µs| ⊥ LN U , and a |µs|-measurable function νµ := dµs
d|µs| with |νµ(x)| = 1 for |µs| almost

every x ∈ U , such that for every Borel set E ⊂ U we have

µ(E) =

�
E

µac(x)dx+

�
E

νµ(x)d|µs|(x).

When the measure µ being referenced is clear in context, we will often drop the subscript

and write νµ as ν.

De�nition 2.1. We say that a sequence {µn}n∈N ⊂ M(U) weakly-∗ converges to a �nite

nonnegative Radon measure µ if

�
U

ϕ dµn →
�
U

ϕ dµ

as n→∞, for all ϕ ∈ C0(U), the space of continuous functions with compact support in U .

In this case we write µn
∗
⇀ µ.

The following compactness result for Radon measures is well known (see [42, Proposition

1.202]).
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Theorem 2.2. Let {µn}n∈N ⊂ M(U) be such that supn∈N µn(U) < ∞. Then there exists a

subsequence (not relabeled) and µ ∈M(U) such that µn
∗
⇀ µ.

We recall a result of Reshetnyak (see [69]).

Theorem 2.3. Let {µn} be a sequence inM(U ;Rd). If µn
∗
⇀ µ ∈M(U ;Rd), then

lim inf
n→∞

�
U

H

(
dµn
d|µn|

(x)

)
d|µn| ≥

�
U

H

(
dµ

d|µ|
(x)

)
d|µ|

for every positively 1-homogeneous and convex function H : Rd → R satisfying the growth

condition |H(ξ)| ≤ C|ξ| for each ξ ∈ Rd and for some C > 0.

We will use a modi�cation of a lemma which can be found in [45], Lemma 2.13. To be

precise,

Lemma 2.4. Let λ be a nonnegative Radon measure in RN . For λ almost every x0 ∈ RN

and for every 0 < σ < 1,

lim sup
r→0+

λ(Q(x0, σr))

λ(Q(x0, r))
≥ σN . (2.1)

In (2.1) we can choose r → 0+ so that, given another Radon measure µ, neither µ nor λ

charge the boundary of the larger cubes. Namely, we have the following result.

Lemma 2.5. Let λ and µ be nonnegative Radon measures in RN . For every 0 < σ < 1, and

for λ almost every x0 ∈ RN , there exist rn → 0+ such that µ(∂Q(x0, rn)) = λ(∂Q(x0, rn)) = 0

and

lim
n→∞

λ(Q(x0, σrn))

λ(Q(x0, rn))
≥ σN .

Proof. Fix σ ∈ (0, 1) and x0 ∈ RN so that, by Lemma 2.4, we can �nd ρn → 0+ such that

lim
n→∞

λ(Q(x0, σρn))

λ(Q(x0, ρn))
≥ σN .

For every n, we can select δn < ρn such that

λ(Q(x0, σδn)) ≥ n

n+ 1
λ(Q(x0, σρn)).

Find rn ∈ (δn, ρn) such that µ(∂Q(x0, rn)) = λ(∂Q(x0, rn)) = 0. We obtain

λ(Q(x0, σrn))

λ(Q(x0, rn))
≥ λ(Q(x0, σδn))

λ(Q(x0, ρn))
≥ n

n+ 1

λ(Q(x0, σρn))

λ(Q(x0, ρn))
,
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and we conclude that

lim inf
n→∞

λ(Q(x0, σrn))

λ(Q(x0, rn))
≥ σN .

Since the sequence
{λ(Q(x0,σrn))
λ(Q(x0,rn))

}
is bounded, we can extract a subsequence which is conver-

gent. Without loss of generality we can assume that the sequence actually converges and

thus

lim
n→∞

λ(Q(x0, σrn))

λ(Q(x0, rn))
≥ σN .

2.2 Sets of �nite perimeter

We recall the de�nition and some well known facts about sets of �nite perimeter (we refer

the reader to [4] for more details).

De�nition 2.6. Let E ⊂ RN with |E| <∞ and let Ω ⊂ RN be an open set. We say that E

has �nite perimeter in Ω if

P (E; Ω) := sup

{ �
E

divϕ dx : ϕ ∈ C1
c (Ω;RN) , ‖ϕ‖L∞ ≤ 1

}
<∞ .

Remark 2.7. E ⊂ RN is a set of �nite perimeter in Ω if and only if χE ∈ BV (Ω), i.e., the

distributional derivative DχE is a �nite vector valued Radon measure in Ω, with

�
RN
ϕ dDχE =

�
E

divϕ dx

for all ϕ ∈ C1
c (Ω;RN), and |DχE|(Ω) = P (E; Ω).

Remark 2.8. Let Ω ⊂ RN be an open set, let a, b ∈ Rd, and let u ∈ L1(Ω; {a, b}). Then u is

a function of bounded variation in Ω, and we write u ∈ BV (Ω; {a, b}), if the set {u = a} :=

{x ∈ Ω : u(x) = a} has �nite perimeter in Ω.

De�nition 2.9. Let E ⊂ RN be a set of �nite perimeter in the open set Ω ⊂ RN . We de�ne

∂∗E, the reduced boundary of E, as the set of points x ∈ RN for which the limit

νE(x) := − lim
r→0

DχE(x+ rQ)

|DχE|(x+ rQ)
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exists and is such that |νE(x)| = 1. The vector νE(x) is called the measure theoretic exterior

normal to E at x.

We now recall the structure theorem for sets of �nite perimeter due to De Giorgi (see [4,

Theorem 3.59] for a proof).

Theorem 2.10. Let E ⊂ RN be a set of �nite perimeter in the open set Ω ⊂ RN . Then

(i) for all x ∈ ∂∗E the set Er := E−x
r

converges locally in L1(RN) as r → 0 to the halfspace

orthogonal to νE(x) and not containing νE(x),

(ii) DχE = −νEHN−1 ¬ ∂∗E,

(iii) the reduced boundary ∂∗E is HN−1-recti�able, i.e., there exist Lipschitz functions fi :

RN−1 → RN , i ∈ N, such that

∂∗E =
∞⋃
i=1

fi(Ki) ,

where each Ki ⊂ RN−1 is a compact set.

Remark 2.11. Using the above result it is possible to prove that (see [3, Proposition 2.2])

νE(x) = − lim
r→0

DχE(x+ rQ)

rN−1

for all x ∈ ∂∗E.

Finally, we state another theorem of Reshetnyak in a form speci�cally tailored for sets of

�nite perimeter, whose proof may also be found in [69].

Theorem 2.12. Let {En}∞n=1 be a sequence of sets of �nite perimeter in the open set Ω ⊂ RN

such that DχEn
∗
⇀ DχE and |DχEn|(Ω)→ |DχE|(Ω), where E is a set of �nite perimeter in

Ω. Let f : SN−1 → [0,∞) be an upper semi-continuous bounded function. Then

lim sup
n→∞

�
∂∗En∩Ω

f (νEn(x)) dHN−1(x) ≤
�
∂∗E∩Ω

f (νE(x)) dHN−1(x) .

2.3 Γ-convergence

We refer to [20] and [28] for a complete study of Γ-convergence in metric spaces.
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De�nition 2.13. Let (X,m) be a metric space. We say that Fn : X → [−∞,+∞] Γ-

converges to F : X → [−∞,+∞], and we write Fn
Γ−m−→ F , if the following hold:

(i) for every x ∈ X and every xn → x we have

F (x) ≤ lim inf
n→∞

Fn(xn) ,

(ii) for every x ∈ X there exists {xn}∞n=1 ⊂ A (a so called recovery sequence) with xn → x

such that

lim sup
n→∞

Fn(xn) ≤ F (x) .

In the proof of the limsup inequality in Section 4.3.5 we will need to show that a certain

set function is actually (the restriction to the family of open sets of) a �nite Radon measure.

The classical way to prove this is by using the De Giorgi-Letta coincidence criterion (see

[34]), namely to show that the set function is inner regular as well as super and sub additive.

We will use a simpli�ed coincidence criterion due to Dal Maso, Fonseca and Leoni (see [29,

Corollary 5.2]).

Given Ω ⊂ RN an open set, we denote by A(Ω) the family of all open subsets of Ω.

Lemma 2.14. Let λ : A(Ω)→ [0,∞) be an increasing set function such that:

(i) for all A,B,C ∈ A(Ω) with A ⊂ B ⊂ C it holds

λ(C) ≤ λ(C \ A) + λ(B) ,

(ii) λ(A ∪B) = λ(A) + λ(B), for all A,B ∈ A(Ω) with A ∩B = ∅,

(iii) there exists a measure µ : B(Ω)→ [0,∞) such that

λ(A) ≤ µ(A)

for all A ∈ A(Ω), where B(Ω) denotes the family of Borel sets of Ω.

Then λ is the restriction to A(Ω) of a measure de�ned on B(Ω).

2.4 Bounded Hessian functions and 2-quasiconvexity

We recall the space of bounded Hessian functions

BH(Ω;Rd) := {u ∈W1,1(Ω;Rd) : D2u is a �nite Radon measure}

= {u ∈ L1(Ω;Rd) : Du ∈ BV(Ω;Rd×N)}.
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We consider also the space of special functions of bounded Hessian

SBH(Ω;Rd) := {u ∈ BH(Ω;Rd) : Dc(∇u) = 0},

that is, BH functions with no Cantor part in the Hessian. This is distinct from the related

space

SBV 2(Ω;Rd) := {u ∈ BV (Ω;Rd) : Dc(u) = 0,∇u ∈ BV (Ω;Rd×N , Dc(∇u) = 0}.

We now establish some basic results concerning approximate di�erentiability properties

of functions in the setting of BH.

Theorem 2.15. If u ∈ BH(Ω;Rd) then

(i) for LN a.e. x ∈ Ω

lim
r→0+

1

r2

�
Q(x,r)

∣∣∣∣u(y)− u(x)−∇u(x)(y − x)− 1

2
∇2u(x)(y − x, y − x)

∣∣∣∣ dy = 0, (2.2)

and

lim
r→0+

1

r

�
Q(x,r)

∣∣∇u(y)−∇u(x)−∇2u(x)(y − x)
∣∣ dy = 0; (2.3)

(ii) for HN−1 a.e. x ∈ S(∇u) we have

lim
r→0+

1

r

�
Q±ν (x,r)

∣∣u(y)− u(x)−∇u±(x)(y − x)
∣∣ dy = 0, (2.4)

and

lim
r→0+

�
Q±ν (x,r)

∣∣∇u(y)−∇u±(x)
∣∣ dy = 0, (2.5)

where Q+
ν (x, r) = Qν(x, r) ∩ {y : (y − x) · ν(x) > 0} and Q−ν (x, r) = Qν(x, r) ∩ {y :

(y − x) · ν(x) < 0}.

Proof. A proof of (2.3) can be found in Theorem 6.1 in [41], applied to f = ∇u. Similarly, a

proof of (2.4) and (2.5) can be found in Theorem 5.19 in [41], applied to f = u and f = ∇u
respectively.

It remains to show (2.2), which involves a second-order approximation. Its proof uses

arguments similar to those found in [41], and it is included below for completeness.

Fix x0 ∈ Ω such that

lim
r→0+

�
Q(x0,r)

|u(x)− u(x0)| dx = 0, (2.6)
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lim
r→0+

�
Q(x0,r)

|∇u(x)−∇u(x0)| dx = 0, (2.7)

lim
r→0+

�
Q(x0,r)

∣∣∇2u(x)−∇2u(x0)
∣∣ dx = 0, (2.8)

and

lim
r→0+

|D2
su|(Q(x0, r))

rN
= 0. (2.9)

Since the above hold for LN a.e x0 ∈ Ω, it su�ces to show that for every such x0 we have

lim
r→0+

1

r2

�
Q(x0,r)

∣∣∣∣u(x)− u(x0)−∇u(x0)(x− x0)− 1

2
∇2u(x0)(x− x0, x− x0)

∣∣∣∣ dx = 0.

Without loss of generality, we take x0 = 0. De�ne smooth functions uε by u ∗ φε, for
0 < ε << r << dist(0, ∂Ω). By (2.6), (2.7) and (2.8), note that

lim
ε→0+

uε(0) = u(0), lim
ε→0+

∇uε(0) = ∇u(0), lim
ε→0+

∇2uε(0) = ∇2u(0).

For x ∈ Q(0, r), consider now the function gε(t) de�ned by

gε(t) := uε(tx), t ∈ [0, 1].

By smoothness of the uε , applying the fundamental theorem of calculus twice, we see that

g(1) = g(0) + g′(0) +

� 1

0

(1− t)g′′(t) dt

and thus

uε(x) = uε(0) +∇uε(0)x+

� 1

0

(1− t)∇2uε(tx)(x, x) dt.

Rearrange these terms and subtract 1
2
∇2u(0)(x, x) from both sides to obtain

uε(x)− uε(0)−∇uε(0)x− 1

2
∇2uε(0)(x, x) =

� 1

0

(1− t)(∇2uε(tx)−∇2uε(0))(x, x) dt,

and so
1

r2

�
Q(0,r)

|uε(x)− uε(0)−∇uε(0)x− 1

2
∇2uε(0)(x, x)| dx

≤ 1

r2

�
Q(0,r)

� 1

0

|(∇2uε(tx)−∇2uε(0))(x, x)| dt dx.
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By Fatou's lemma,

1

r2

�
Q(0,r)

|u(x)− u(0)−∇u(0)x− 1

2
∇2u(0)(x, x)| dx

≤ lim inf
ε→0+

1

r2

�
Q(0,r)

|uε(x)− uε(0)−∇uε(0)x− 1

2
∇2uε(0)(x, x)| dx

≤ lim inf
ε→0+

1

r2

�
Q(0,r)

� 1

0

∣∣(∇2uε(tx)−∇2uε(0)
)

(x, x)
∣∣ dt dx. (2.10)

Thus, it su�ces to bound (2.10). Applying the change of variables z = tx, we have

� 1

0

1

tN+2

1

rN+2

�
Q(0,tr)

∣∣(∇2uε(z)−∇2uε(0)
)

(z, z)
∣∣ dz dt

≤
� 1

0

1

rN tN

�
Q(0,tr)

|∇2uε(z)−∇2uε(0)| dz dt.

Using the triangle inequality, we obtain

� 1

0

1

rN tN

�
Q(0,tr)

|∇2uε(z)−∇2uε(0)| dz ≤
� 1

0

1

rN
1

tN

�
Q(0,tr)

|∇2uε(z)−∇2u(z)| dzdt

+

� 1

0

�
Q(0,tr)

|∇2u(z)−∇2u(0)| dzdt+

� 1

0

�
Q(0,tr)

|∇2u(0)−∇2uε(0)| dz dt. (2.11)

If we let ε tend to 0+, the second term will be unchanged and the third term will vanish. We

turn our attention to the �rst term, namely

� 1

0

1

tN
1

rN

�
Q(0,tr)

|∇2uε(z)−∇2u(z)| dz dt.

Set

hε(t) :=

�
Q(0,tr)

|∇2uε(z)−∇2u(z)| dz, for t ∈ (0, 1),

and note that

hε(t) ≤
�
Q(0,tr)

|(∇2u ∗ φε)(z)−∇2u(z)| dz +

�
Q(0,tr)

|(D2
su ∗ φε)(z)| dz.

Sending ε→ 0+, we have

lim sup
ε→0+

hε(t) ≤
∣∣D2

su
∣∣ (Q(0, tr)).
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Observe that

hε(t)

tN
=

1

tN

�
Q(0,tr)

|∇2uε(z)−∇2u(z)| dz ≤ 1

tN

�
Q(0,tr)

(
|∇2uε(z)|+ |∇2u(z)|

)
dz,

1

tN

�
Q(0,tr)

|∇2u(z)| dz ≤ |D
2u|(Q(0, tr))

tN
≤ C

for some constant C by (2.8), since r is �xed. On the other hand,

1

tN

�
Q(0,tr)

|∇2uε(z)| dz ≤
�
Q(0,tr)

�
Ω

φε(z − y) d|D2u|(y) dz

=
1

tN

�
Ω

�
Q(0,tr)

φε(z − y) dz d|D2u|(y)

≤ C

εN tN

�
Q(0,tr+ε)

�
Q(0,tr)∩B(y,ε)

dz d|D2u|(y)

≤ C

εN tN
min{εN , tN}|D2u|(Q(0, tr + ε)).

Again by (2.8) and (2.9), we have

|D2u|(Q(0, tr + ε)) ≤ C(tr + ε)N ,

so we conclude that hε(t)
tN

is bounded by a constant for t ∈ (0, 1), and we may apply the

Reverse Fatou Lemma to deduce

lim sup
ε→0+

� 1

0

1

tNrN

�
Q(0,tr)

|∇2uε(z)−∇2u(z)| dzdt ≤
� 1

0

1

tNrN
∣∣D2

su
∣∣ (Q(0, tr))dt.

Thus from (2.10) and (2.11) we have

1

r2

�
Q(0,r)

|u(x)− u(0)−∇u(0)x− 1

2
∇2u(0)(x, x)| dx

≤
� 1

0

(
|D2

su|(Q(0, tr))

tNrN
+

�
Q(0,tr)

|∇2u(z)−∇2u(0)| dz

)
dt. (2.12)

For a given r there are only countably many t ∈ (0, 1) such that |D2
su|(∂Q(0, tr)) > 0. Thus,

we can rewrite (2.12) as

� 1

0

(
|D2

su|(Q(0, tr))

tNrN
+

�
Q(0,tr)

|∇2u(z)−∇2u(0)| dz
)
dt
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We note that by (2.8) and (2.9) we can apply the dominated convergence theorem to conclude

that

lim
r→0+

� 1

0

(
|D2

su|(Q(0, tr))

tNrN
+

�
Q(0,tr)

|∇2u(z)−∇2u(0)| dz
)
dt = 0.

For a Borel measurable function f : Rd×N×N → [0,∞) we de�ne the 2-quasiconvex

envelope

Q2f(H) := inf

{ �
Q

f(H +∇2φ(z))dz | φ ∈ W 2,1
0 (Q;Rd)

}
for H ∈ Rd×N×N .

The notion of 2-quasiconvexity, introduced by Meyers in [61], is an extension of quasicon-

vexity to second-order integrands.

The BH relaxation result of Chapter 3 relies on geometric properties of Hessians and

2-quasiconvex functions. In particular, any 2-quasiconvex function is convex along certain

directions- analogous to quasiconvex functions being rank-one convex, see [27]. To be precise,

we will follow the notation of Ball, Currie, and Olver [9]. By X(N, d, 2) we denote the space

of symmetric bilinear maps from RN × RN into Rd, noting that every Hessian matrix is in

X(N, d, 2) when viewed as a bilinear map

(v1, v2) 7→ ∂2u

∂v1∂v2

(x0).

We de�ne the cone Λ(N, d, 2) as

Λ(N, d, 2) := {a⊗ b⊗ b : a ∈ Rd, b ∈ RN}.

Lemma 2.16. Let M = dim(X(N, d, 2)) = d(d+1)
2

N . There is a basis {ξi}Mi=1 ⊂ Λ(N, d, 2)

for X(N, d, 2) with |ξi| = 1 for every i ∈ {1, . . .M} and there exists c(N, d) > 0 such that for

all H ∈ X(N, d, 2) written as

H =
M∑
i=1

aiξi, ai ∈ R, i = 1, . . . ,M,

it holds that
1

c
|H| ≤

M∑
i=1

|ai| ≤ c|H|.

Proof. Since tensors of the form
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ek ⊗ ei ⊗ ej + ek ⊗ ej ⊗ ei, k = 1, . . . , d, and i, j = 1, . . . , N,

form a basis for X(N, d, 2), to see that we can form a basis contained in Λ(N, d, 2) it will

su�ce to show that the span of Λ(N, d, 2) contains these basis vectors. When i = j, we

trivially have

2ek ⊗ ei ⊗ ei ∈ Λ(N, d, 2),

and if i 6= j, we note that Λ(N, d, 2) contains

ek ⊗ (ei + ej)⊗ (ei + ej) = ek ⊗ (ei ⊗ ei + ej ⊗ ei + ei ⊗ ej + ej ⊗ ej)

which, combined with our above observation, implies that

ek ⊗ ei ⊗ ej + ek ⊗ ej ⊗ ei ∈ Span(Λ(N, d, 2)).

Thus we have Span(Λ(N, d, 2)) = X(N, d, 2) and we can select a basis for X(N, d, 2)

consisting of Λ(N, d, 2) tensors, and by scaling these appropriately we can guarantee |ξi| = 1

for every i ∈ {1, . . . ,M}. Note that with H =
∑M

i=1 aiξi, ai ∈ R, i = 1, . . . ,M ,

‖H‖ :=
M∑
i=1

|ai|

de�nes a norm on X(N, d, 2), and the existence of a constant c > 0 such that

1

c
|H| ≤

M∑
i=1

|ai| ≤ c|H|

follows from the equivalence of norms on �nite dimensional normed spaces.

De�nition 2.17. We say that a function F : X(N, d, 2)→ R is Λ(N, d, 2)-convex if

F (tξ + (1− t)ξ′) ≤ tF (ξ) + (1− t)F (ξ′)

whenever (ξ − ξ′) ∈ Λ(N, d, 2), t ∈ (0, 1).

Theorem 3.3 in [9] relates 2-quasiconvexity to Λ(N, d, 2)-convexity.

Lemma 2.18. Let F : RN×d×d → R be continuous and 2-quasiconvex. Then F is Λ(N, d, 2)-

convex.
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Next we show that Λ(N, d, 2)-convex functions with linear growth are in fact Lipschitz

continuous in all of X(N, d, 2). This lemma is a slight modi�cation of a similar result on

separately convex functions in [42] Proposition 4.64.

Lemma 2.19. Let f : Rd×N×N → R be a Λ(N, d, 2)-convex function such that

|f(H)| ≤ C(1 + |H|) (2.13)

for some C > 0 and all H ∈ Rd×N×N . Then

|f(H)− f(H ′)| ≤ C̃|H −H ′|

for all H,H ′ ∈ X(N, d, 2), where C̃ depends only on C,N and d.

Proof. Step 1: First, consider the case where f ∈ C∞(RN×d×d). From Lemma 2.16 we can

select a basis {ξi} ⊂ Λ(N, d, 2) for X(N, d, 2). Fix H ∈ X(N, d, 2), which can be expressed

as H =
∑M

i=1 aiξi, ai ∈ R, i = 1, . . . ,M . Fix j ∈ {1, . . . ,M} and consider the function

g(t) = f

(
tξj +

∑
i 6=j

aiξi

)
.

Since g is convex and smooth, it follows from [42] Theorem 4.62 that for every t, s ∈ R we

have

g(t+ s)− g(t) ≥ g′(t)s.

In particular, letting s = 1 + |H| and t = aj,

g′(t) =
∂f

∂ξj
(H) ≤ g(t+ s)− g(t)

s
≤ |f(H + (1 + |H|)ξj)|+ |f(H)|

1 + |H|

=
C(1 + |H|+ |ξj|(1 + |H|)) + C(1 + |H|)

1 + |H|

≤ 3C
1 + |H|
1 + |H|

= 3C,

by virtue of (2.13) and the fact that |ξj| = 1. Similarly,

g(t− s)− g(t) ≥ −g′(t)s

so

−g′(t) ≤ g(t− s)− g(t)

s
≤ 3C

1 + |H|
1 + |H|

= 3C
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and thus ∣∣∣∣ ∂f∂ξj (H)

∣∣∣∣ ≤ 3C

for every j = 1, . . . ,M, and H ∈ X(N, d, 2). Let H,H ′ ∈ X(N, d, 2). By the mean value

theorem, we can �nd θ ∈ (0, 1) so that

|f(H)− f(H ′)| = |∇f(θH + (1− θ)H ′) · (H −H ′)| (2.14)

and we can decompose H −H ′ into
∑M

i=1 biξi so that

|∇f(θH + (1− θ)H ′) · (H −H ′)| =
∣∣∣∣ M∑
i=1

M∑
j=1

∂f

∂ξi
(θH + (1− θ)H ′)bjξi · ξj

∣∣∣∣
≤

M∑
i=1

M∑
j=1

3C|bj| ≤ 3cMC|H −H ′|

where we used Lemma 2.16. We conclude in view of (2.14).

Step 2: For an arbitrary Λ(N, d, 2)-convex function f satisfying (2.13), consider the mol-

li�ed functions fε := f ∗ φε, ε > 0. Each function fε is still Λ(N, d, 2)-convex and for every

H ∈ RN×d×d we have

|fε(H)| ≤
∣∣∣∣ �

RN×d×d
φε(S)f(H − S)dS

∣∣∣∣ ≤ C

�
B(0,ε)

φε(S)(1 + |H − S|)dS

≤ C(1 + |H|),

and by Step 1

|fε(H)− fε(H ′)| ≤ C̃|H −H ′|

for every H,H ′ ∈ X(N, d, 2) for some C̃ independent of ε. Since fε → f pointwise as ε→ 0+,

we have our desired result.

To prove the upper bound, we will establish an area-strict density result in BH. The

notion of area-strict convergence is as follows.

De�nition 2.20. We say that a sequence of Radon measures {µn} ⊂ M(Ω;Rd) converges

area-strictly to µ ∈M(Ω;Rd) if µn
∗
⇀ µ, i.e.,

�
Ω

ψ · dµn →
�

Ω

ψ · dµ for every ψ ∈ Cc(Ω;Rd),
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and �
Ω

√
1 +

∣∣µnac∣∣2dx+ |µns |(Ω)→
�

Ω

√
1 +

∣∣µac∣∣2dx+ |µs|(Ω).

We will make use of another Reshetnyak-type theorem found in [56] Theorem 5.

Theorem 2.21. Let f ∈ E(Ω;Rd×N) and let {µn} be a sequence of matrix valued measures

on Ω such that µn → µ area-strictly on Ω. Then,

�
Ω

f(x, µnac)dx+

�
Ω

f∞

(
x,

dµns
d|µns |

)
d|µns | →

�
Ω

f(x, µac)dx+

�
Ω

f∞

(
x,

dµs
d|µs|

)
d|µs|

where E(Ω;Rd×N) is the set of all functions f : Ω× Rd×N → R such that the function

f̂(x, ξ) := (1− |ξ|)f
(
x,

ξ

1− |ξ|

)
, x ∈ Ω, ξ ∈ B(0, 1)

has a continuous extension to Ω×B(0, 1).

In Chapter 3, we apply this Reshetnyak-type theorem of Kristensen and Rindler in the

following form:

Theorem 2.22. Let f : Ω × Rd×N×N → [0,∞) be a 2-quasiconvex continuous integrand

satisfying the growth condition (H1). Then the functional

G(u) :=

�
Ω

f(x,∇2u(x))dx+

�
Ω

f∞

(
x,

dDs(∇u)

d|Ds(∇u)|
(x)

)
d|Ds(∇u)|(x)

is continuous with respect to area-strict convergence of D(∇u).

Proof. From Lemma 1 in [56], we know that since f is continuous and nonnegative with

linear growth, we can �nd gk, hk ∈ E(Ω;Rd×N×N) such that

gk(x,H)↗ f(x,H), g∞k (x,H)↗ f#(x,H),

hk(x,H)↘ f(x,H), h∞k (x,H)↘ f#(x,H),

for every x ∈ Ω, H ∈ X(N, d, 2), where

f#(x,H) := lim inf

{
f(x′, tH ′)

t
: x′ → x,H ′ → H, t→ +∞

}
,

and

f#(x,H) := lim sup

{
f(x′, tH ′)

t
: x′ → x,H ′ → H, t→ +∞

}
.
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Let u ∈ BH(Ω;Rd) and let un ∈ W 2,1(Ω;Rd) be such that un → u in W 1,1 and ∇2unLN

Ω→ D(∇u) area-strictly. For every k we apply Theorem 2.21 to obtain

lim inf
n→∞

G(un) ≥ lim inf
n→∞

�
Ω

gk(x,∇2un)dx

=

�
Ω

gk(x,∇2u)dx+

�
Ω

g∞k

(
x,

dDs(∇u)

d|Ds(∇u)|

)
d|Ds(∇u),

and

lim sup
n→∞

G(un) ≤ lim sup
n→∞

�
Ω

hk(x,∇2un)dx

=

�
Ω

hk(x,∇2u)dx+

�
Ω

h∞k

(
x,

dDs(∇u)

d|Ds(∇u)|

)
d|Ds(∇u).

Taking the supremum over k, we apply Monotone Convergence to conclude

lim inf
n→∞

G(un) ≥
�

Ω

f(x,∇2u)dx+

�
Ω

f#

(
x,

dDs(∇u)

d|Ds(∇u)|

)
d|Ds(∇u)|. (2.15)

Similarly, since h1, h
∞
1 ∈ E(Ω;Rd×N×N) we can apply Monotone Convergence to −hk,−h∞k

to conclude

lim sup
n→∞

G(un) ≤
�

Ω

f(x,∇2u)dx+

�
Ω

f#

(
x,

dDs(∇u)

d|Ds(∇u)|

)
d|Ds(∇u)|. (2.16)

A generalization of Alberti's Rank One theorem to Hessians, proved in [35], Theorem 1.6,

says that
Ds(∇u)

|Ds(∇u)|
(x) ∈ Λ(N, d, 2) (2.17)

for |Ds(∇u)| almost every x. We claim that for all H ∈ Λ(N, d, 2)

f#(x,H) = f#(x,H) = f∞(x,H). (2.18)

To see this, as in [56], we examine the expression

f(x′, tH ′)

t
=
f(x′, tH ′)− f(x′, tH)

t
+
f(x′, 0)

t
+
f(x′, tH)− f(x′, 0)

t
(2.19)

for x′ ∈ Ω, H ′ ∈ X(N, d, 2) and t > 0. By Lemma 2.18, f(x, ·) is Λ(N, d, 2)-convex with
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linear growth. Hence by Lemma 2.19, f(x, ·) is Lipschitz on all ofX(N, d, 2) and the Lipschitz

constant is independent of x. Thus, the �rst term in (2.19) will vanish as H ′ → H.

The second term clearly goes to zero as t→ +∞, so we turn to the third term. We note

that for all H ∈ Λ(N, d, 2), y ∈ Ω,

f(y, tH)− f(y, 0)

t

is an increasing function in t by Λ(N, d, 2)-convexity, and since f(y, ·) is Lipschitz, we have

lim
t→+∞

f(y, tH)− f(y, 0)

t
= sup

t>0

f(y, tH)− f(y, 0)

t
= f∞(y,H).

As f is continuous in y for every H, we can apply Dini's Theorem to conclude that the

convergence as t→ +∞ is locally uniform in y. Thus, the third term converges to f∞(x,H)

as t→ +∞ and x′ → x.

In view of (2.15), (2.16), (2.17) and (2.18) we conclude that

lim
n→∞

G(un) = G(u).
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3 Structured Deformations and BH

3.1 Statement of main results

We consider a functional F : W 2,1(Ω,RN)→ [0,∞] given by

F (u) :=

�
Ω

f(x,∇2u)dx, u ∈ W 2,1(Ω,RN),

where f : Ω × Rd×N×N → [0,∞) satis�es the following hypotheses:

(H1) Linear growth: f(x,H) ≤ C(1 + |H|) for all x ∈ Ω, H ∈ Rd×N×N and some C > 0;

(H2) Modulus of continuity: |f(x,H)− f(y,H)| ≤ ω(|x− y|)(1 + |H|) for all x, y ∈ Ω, H ∈
Rd×N×N , where ω(s) is a nondecreasing function with w(s)→ 0 as s→ 0+.

Denoting the lower-semicontinuous envelope of F onto the space BH(Ω;Rd) by

F(u) := inf

{
lim inf
n→∞

F (un) : un → u in W 1,1(Ω;Rd),

∇2un LN Ω
∗
⇀ D(∇u) inM(Ω,Rd×N×N)

}
,

we will prove the following integral representation result.

Theorem 3.1. If f satis�es (H1) and (H2), then for every u ∈ BH(Ω;Rd) we have

F(u) =

�
Ω

Q2f(x,∇2u)dx+

�
Ω

(Q2f)∞
(
x,

dDs(∇u)

d|Ds(∇u)|

)
d|Ds(∇u)|.

The proof of Theorem 3.1 is structured as follows. In Section 3.2, we prove an area-strict

density result for Radon measures and a second-order extension theorem in order to apply

this theorem to BH. Section 3.3 contains the relaxation result which is achieved by a direct

blow-up argument.

3.2 Density result

Here we prove a useful density result which states that we can approximate a measure in the

area-strict sense via smooth functions, as long as the domain is su�ciently regular. In order

to prove this, we will need the following estimate.

Lemma 3.2. Let Ω ⊂ RN be an open set. Let g : Rd → R be a convex function satisfying

|g(ξ)| ≤ C(1 + |ξ|) for some C > 0 and all ξ ∈ Rd and let µ ∈ M(Ω,Rd). For every x ∈ Ω

and ε < ε0 := dist(x, ∂Ω),
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g((µac ∗ φε)(x)) ≤ (g(µac) ∗ φε)(x),

and

g((µs ∗ 2φε)(x)) ≤
�

Ω

g(2tε(x)ν(y))

tε(x)
φε(y − x)d|µs|(y), (3.1)

where tε ∈ C∞(B(x, ε)); [0,∞)) is given by

tε(x) =

�
Ω

φε(y − x)d|µs|(y)dy

and (3.1) holds whenever tε(x) > 0, a set of |µs| density 1.

Proof. Fix x ∈ Ω and note that ε < ε0 implies that B(x, ε) ⊂ Ω. By Jensen's inequality,

g((µac ∗ φε)(x)) = g

( �
Ω

φε(y − x)µac(y)dy

)
≤

�
Ω

φε(y − x)g(µac(y))dy = (g(µac) ∗ φε)(x).

where we used the fact that
�

Ω
φε(y − x)dy = 1.

For the singular part, we set tε(x) :=
�

Ω
φε(y − x)d|µs|(y)dy. Then, for ε << 1, we have

tε ∈ C∞(B(x, ε0); [0,∞)), and if tε > 0 then the measure πε := 1
tε
φε(·−x)|µs| is a probability

measure. Thus, we can again apply Jensen's inequality to obtain

g((µs ∗ 2φε)(x)) = g

( �
Ω

2φε(y − x)dµs(y)

)
= g

( �
Ω

2tε(x)ν(y)dπε(y)

)
≤

�
Ω

g(2tε(x)ν(y))dπε(y) =

�
Ω

g(2tε(x)ν(y))

tε(x)
φε(y − x)d|µs|(y).

Theorem 3.3. If U is a bounded, open set in RN , µ ∈ M(U ;Rd) is a Radon measure, and

g : Rd → [0,∞) is a nonnegative function with the following properties:

(A1) Linear growth: g(p) ≤ C(1 + |p|) for all p ∈ Rd and some C > 0;

(A2) Convexity: g(tp+ (1− t)q) ≤ tg(p) + (1− t)g(q) for all p, q ∈ Rd and t ∈ (0, 1);

(A3) Monotone in norm: |p| ≤ |q| implies g(p) ≤ g(q) for all p, q ∈ Rd;

(A4) Uniform Convergence to Recession Function: For some α > 1 and C > 0,
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∣∣∣∣g(tp)

t
− g∞(p)

∣∣∣∣ ≤ C

tα

for all p ∈ Rd, t > 0.

Then, for every Ω ⊂⊂ U with |∂Ω| = |µ|(∂Ω) = 0, we have

lim
ε→0+

�
Ω

g(µε)dx =

�
Ω

g(µac)dx+

�
Ω

g(ν)d|µs|

where µε := µ ∗ φε.

Proof. We divide the proof into two steps, a lower and upper bound.

3.2.1 Step 1: Lower bound

We claim that �
Ω

g(µac)dx+

�
Ω

g(ν)d|µs| ≤ lim inf
ε→0+

�
Ω

g(µε)dx (3.2)

For this inequality, we use the fact that {µε} converges weakly-∗ to µ, and that {|µε|}
converges weakly-∗ to |µ| (See [4], Theorem 2.2).

We will apply the blow-up argument originally found in [45]. Choose εk → 0 which

achieve the liminf, and, for simplicity, using the notation µεk =: µk, we de�ne the Radon

measures

λk(E) :=

�
E

g(µk(x))dx

for any Borel set E ⊂ Ω. Due to the growth condition (A1), we have

λk(Ω) =

�
Ω

g(µk(x)) ≤
�

Ω

C(1 + |µk(x)|)dx = C

(
|Ω|+ |µk|(Ω)

)
, (3.3)

and since {µk} converge weakly-∗, the sequence {|µk|(Ω)} is bounded. We deduce that

{λk(Ω)} is bounded, therefore, along a subsequence (not relabeled) we have λk
∗
⇀ λ for some

�nite Radon measure λ.

The growth conditions on g yield

λ << LN Ω + |µ|. (3.4)

Indeed, let E be any Borel subset of Ω with |E| = |µ|(E) = 0. By inner regularity, it su�ces
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to show λ(K) = 0 for every K ⊂ E compact. For any such K, we have

|K| = |µ|(K) = 0. (3.5)

De�ne the open sets

Kδ := {x ∈ Ω : dist(x,K) < δ}. (3.6)

Since ∂Kδ = {x ∈ Ω : dist(x,K) = δ} are an uncountable family of disjoint sets, we can

select δi → 0+ such that

|µ|(∂Kδi) = 0. (3.7)

We have by (3.3)

λ(K) ≤ λ(Kδi) ≤ lim inf
k→∞

λk(Kδi) ≤ lim inf
k→∞

C

(
|Kδi |+ |µk|(Kδi)

)

= lim
k→∞

C

(
|Kδi |+ |µk|(Kδi)

)
= C

(
|Kδi |+ |µ|(Kδi)

)
by virtue of (3.7) and the fact that |µk|

∗
⇀ |µ|. Since

⋂
δ>0Kδ = K, letting i → ∞, we get

by (3.5)

λ(K) ≤ C

(
|K|+ |µ|(K)

)
= 0.

and this concludes (3.4).

We claim that

dλ

dLN
(x0) ≥ g(µac(x0)) for LNa.e. x0 ∈ Ω, (3.8)

and

dλ

d|µs|
(x0) ≥ g∞(ν(x0)) for |µs| a.e. x0 ∈ Ω. (3.9)

If (3.8) and (3.9) hold, then on one hand

λ(Ω) ≤ lim inf
k→∞

λk(Ω) = lim
k→∞

�
Ω

g(µk(x))dx,

while (3.8) and (3.9) yield
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�
Ω

g(µac(x))dx+ |µs|(Ω) ≤ λ(Ω).

Thus, we conclude the lower bound (3.2). We begin by establishing the inequality for the

absolutely continuous part, i.e. (3.8). For LN almost every x0 ∈ Ω, we have

dλ

dLN
(x0) = lim

r→0

λ(Q(x0, r))

rN
exists and is �nite,

lim
r→0

1

rN

�
Q(x0,r)

|µac(x)− µac(x0)|dx = 0, (3.10)

lim
r→0

|µs|(Q(x0, r))

rN
= 0. (3.11)

Choose rn → 0 such that λ(∂Q(x0, rn)) = 0. Then

dλ

dLN
(x0) = lim

n→∞

λ(Q(x0, rn))

rNn
= lim

n→∞
lim
k→∞

λk(Q(x0, rn))

rNn

= lim
n→∞

lim
k→∞

1

rNn

�
Q(x0,rn)

g(µk(x))dx. (3.12)

De�ne the functions vn,k(y) := µk(x0 + rny) for y ∈ Q. Apply a change of variables so

that (3.12) becomes

dλ

dLN
(x0) = lim

n→∞
lim
k→∞

�
Q

g(vn,k(y))dy.

Since µk
∗
⇀ µ, we have that for every n, the measures vn,k LN Q converge weakly-∗ to a

measure πn given by

πn(E) :=
(T#

x0,rn
µ)(E)

rNn
=
µ(x0 + rnE)

rNn
, for every Borel set E ⊂ Q (3.13)

where T#
x0,rn

µ denotes the push-forward of µ under the mapping which takes

x 7→ x− x0

rn

Indeed, by the standard change of variables for push-forward measures (see [16] Theorem

3.6.1), for any test function ψ ∈ Cc(Q) we have
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�
Q

vn,k(y)ψ(y)dy =

�
Q

µk(x0 + rny)ψ(y)dy =
1

rNn

�
Q(x0,rn)

µk(x)ψ

(
x− x0

rn

)
dx

k→0−→ 1

rNn

�
Q(x0,rn)

ψ

(
x− x0

rn

)
dµ(x) =

1

rNn

�
Q

ψ(y)d(T#
x0,rn

µ)(y)

=

�
Q

ψ(y)dπn(y).

In turn, πn
∗
⇀ µac(x0)LN Q. To see this, �x any ψ ∈ Cc(Q). We have∣∣∣∣ �

Q

ψ(y)dπn(y)−
�
Q

ψ(y)µac(x0)dy

∣∣∣∣
=

1

rNn

∣∣∣∣�
Q(x0,rn)

ψ

(
x− x0

rn

)
dµ(x)−

�
Q(x0,rn)

ψ

(
x− x0

rn

)
µac(x0)dx

∣∣∣∣
=

1

rNn

∣∣∣∣�
Q(x0,rn)

ψ

(
x− x0

rn

)
(µac(x)− µac(x0))dx+

�
Q(x0,rn)

ψ

(
x− x0

rn

)
dµs(x)

∣∣∣∣
≤ ‖ψ‖∞

(
1

rNn

�
Q(x0,rn)

|µac(x)− µac(x0)|+ |µs|(Q(x0, rn))

rNn

)

which goes to 0 as n→∞ by (3.10) and (3.11). Thus, πn
∗
⇀ µac(x0) LN Q.

By an identical argument, since |µk|
∗
⇀ |µ| and |µac| = |µ|ac we have |vn,k| LN Q

∗
⇀ |πn|,

and |πn|
∗
⇀ |µac|(x0) LN Q.

Recall that bounded sets inM(Q;Rd) with the weak-∗ topology are metrizable (see [24],

Theorem 3.29). Since

lim sup
n→∞

lim sup
k→∞

‖vn,k‖ = lim sup
n→∞

lim sup
k→∞

|vn,k|(Q) ≤ |µac|(x0)

we have

sup
n

sup
k
‖vn,k‖ <∞.

Thus we can select a diagonal sequence vn := vn,kn such that vn
∗
⇀ µac(x0) LN Q, |vn|

∗
⇀

|µac(x0)| LN Q, and

lim
n→∞

lim
k→∞

�
Q

g(vn,k(y))dy = lim
n→∞

�
Q

g(vn(y))dy.
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Since g is convex by (A2), consider an a�ne function a + b · ξ ≤ g(ξ) (in the manner of

[42] Theorem 5.14) and observe that

dλ

dLN
(x0) = lim

n→∞

�
Q

g(vn(y))dy ≥ lim inf
n→∞

�
Q

(
a+ b · vn(y)

)
dy

= a+ lim inf
n→∞

�
Q

b · vn(y)dy ≥ a+ b · µac(x0). (3.14)

To see why the last step of (3.14) holds, for any t < 1 let ψt ∈ Cc(Q; [0, 1]) be such that

ψt = 1 in tQ. We have

lim
n→∞

∣∣∣∣ �
Q

(vn(y)− µac(x0))dy

∣∣∣∣ ≤ lim
n→∞

∣∣∣∣�
Q

(vn(y)− µac(x0))ψtdy

∣∣∣∣
+ lim

n→∞

∣∣∣∣�
Q

(vn(y)− µac(x0))(1− ψt)dy
∣∣∣∣

= lim
n→∞

∣∣∣∣�
Q

(vn(y)− µac(x0))(1− ψt)dy
∣∣∣∣

≤ lim
n→∞

�
Q\tQ
|vn(y)− µac(x0)|dy

≤ lim
n→∞

�
Q\tQ
|vn(y)|dy + |µac(x0)||Q \ tQ|

≤ 2|µac|(x0)|Q \ tQ| = 2|µac|(x0)(1− tN).

As this holds for any t < 1, we conclude that

lim
n→∞

∣∣∣∣ �
Q

(vn(y)− µac(x0))dy

∣∣∣∣ = 0,

and thus

lim
n→∞

�
Q

vn(y)dy = µac(x0).

Since (3.14) holds for any a�ne function below g, we conclude that

dλ

dLN
(x0) ≥ g(µac(x0)).

To address the singular part, we �x σ ∈ (0, 1). We know that for |µs| almost every x0,

dλ

d|µs|
(x0) = lim

r→0

λ(Q(x0, r))

|µs|(Q(x0, r))
= lim

r→0

λ(Q(x0, r))

|µ|(Q(x0, r))
,
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lim
r→∞

1

|µs|(Q(x0, r))

�
Q(x0,r)

|µac|(x)dx = 0, (3.15)

�
Q(x0,r)

|ν(x)− ν(x0)|d|µs|(x) = 0, (3.16)

and by Lemma 2.5 we may select rn → 0 such that |µ|(∂Q(x0, rn)) = 0 and

lim
n→∞

|µ|(Q(x0, σrn))

|µ|(Q(x0, rn))
≥ σN . (3.17)

Note that in view of (3.4), |λ|(∂Q(x0, rn)) = 0 for all n ∈ N. We have

dλ

d|µs|
(x0) = lim

n→∞

λ(Q(x0, rn))

|µ|(Q(x0, rn))
= lim

n→∞
lim
k→∞

λk(Q(x0, rn))

|µ|(Q(x0, rn))

= lim
n→∞

lim
k→∞

1

|µ|(Q(x0, rn))

�
Q(x0,rn)

g(µk(x))dx. (3.18)

Let

tn :=
|µ|(Q(x0, rn))

rNn
,

and de�ne

vn,k(y) :=
µk(x0 + rny)

|µ|(Q(x0, rn))
rNn =

µk(x0 + rny)

tn
.

We can apply a change of variables to (3.18) to get

dλ

d|µs|
(x0) = lim

n→∞
lim
k→∞

�
Q

1

tn
g(tnvn,k(y))dy.

For a �xed n, as k →∞ we have vn,kLN
∗
⇀ πn with

πn(E) :=
(T#

x0,rn
µ)(E)

|µ|(Q(x0, rn))
=

µ(x0 + rnE)

|µ|(Q(x0, rn))
, for every Borel set E ⊂ Q, (3.19)

where, as in (3.13), T#
x0,rn

µ denotes the push-forward of µ under the mapping which takes

x→ x− x0

rn

On the other hand, if we de�ne measures
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ρn(E) :=
|µ|(x0 + rnE)

|µ|(Q(x0, rn))
, for every Borel Set E ⊂ Q,

we see that πn
∗
⇀ π, ρn

∗
⇀ ρ, for some Radon measures π ∈ M(Q;Rd) and ρ a �nite

nonnegative Radon measure inM(Q), perhaps along a subsequence. We claim that

π = ν(x0)ρ. (3.20)

Indeed, �x ψ ∈ Cc(Q). We have∣∣∣∣ �
Q

ψ(y)dπn(y)−
�
Q

ψ(y)ν(x0)dρn(y)

∣∣∣∣

=
1

|µ|(Q(x0, rn))

∣∣∣∣ �
Q(x0,rn)

ψ

(
x− x0

rn

)
dµ(x)−

�
Q(x0,rn)

ψ

(
x− x0

rn

)
ν(x0)d|µ|(x)

∣∣∣∣
≤ 1

|µ|(Q(x0, rn))

∣∣∣∣ �
Q(x0,rn)

ψ

(
x− x0

rn

)
ν(x)d|µs|(x)−

�
Q(x0,rn)

ψ

(
x− x0

rn

)
ν(x0)d|µs|(x)

∣∣∣∣
+

1

|µ|(Q(x0, rn))

( �
Q(x0,rn)

|ψ|
(
x− x0

rn

)
d|µac|(x) +

�
Q(x0,rn)

|ψ|
(
x− x0

rn

)
ν(x0)d|µac|(x)

)
≤ ‖ψ‖∞
|µ|(Q(x0, rn))

�
Q(x0,rn)

|ν(x)− ν(x0)|d|µs|(x) +
2‖ψ‖∞

|µ|(Q(x0, rn))
|µac|(Q(x0, rn)),

which goes to 0 as n→∞ in view of (3.15) and (3.16). Since

�
Q

ψdπn →
�
Q

ψdπ,

and

�
Q

ψν(x0)dρn = ν(x0)

�
Q

ψdρn → ν(x0)

�
Q

ψdρ =

�
Q

ψν(x0)dρ,

we conclude that π = ν(x0)ρ. We note that ρ(Q) ≥ σN . To see this, by (3.17) we have

ρ(Q) ≥ ρ(σQ) ≥ lim sup
n→∞

ρn(σQ) ≥ lim sup
n→∞

ρn(σQ) = lim sup
n→∞

|µ|(Q(x0, σrn))

|µ|(Q(x0, rn))
≥ σN .

Diagonalizing as in the absolutely continuous case, we have

dλ

d|µs|
(x0) = lim

n→∞

�
Q

1

tn
g(tnvn(y))dy.
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Fix η > 0. Since the convergence to g∞ is uniform as in (A4), we can �nd M > 0 so that

for all p ∈ Rd and t > 0 with |p| > M
t
, we have

g(tp)

t
≥ g∞(p)− η.

De�ne the sets En := {|vn| > M
tn
}. Then,

lim
n→∞

�
Q

1

tn
g(tnvn(y))dy ≥ lim inf

n→∞

�
En

1

tn
g(tnvn(y))dy ≥ lim inf

n→∞

�
En

g∞(vn(y))dy − η.

On the other hand,

lim inf
n→∞

�
En

g∞(vn(y))dy ≥ lim inf
n→∞

�
Q

g∞(vn(y))dy − lim sup
n→∞

�
Q\En

g∞(vn(y))dy

and, since

lim sup
n→∞

�
Q\En

g∞(vn(y))dy ≤ lim sup
n→∞

CM

tn
= 0

we have

lim
n→∞

�
Q

1

tn
g(tnvn(y))dy ≥ lim inf

n→∞

�
Q

g∞(vn(y))dy − η

for every η > 0, and thus

lim
n→∞

�
Q

1

tn
g(tnvn(y))dy ≥ lim inf

n→∞

�
Q

g∞(vn(y))dy.

Now, by Theorem 2.3, since g∞ is convex and 1-homogeneous with the appropriate growth

condition, we have lower semicontinuity with respect to weak-∗ convergence, and so

dλ

d|µs|
(x0) ≥

�
Q

g∞(ν(x0))dρ(y) ≥ g∞(ν(x0))σN ,

and, letting σ → 1− we conclude

dλ

d|µs|
(x0) ≥ g∞(ν(x0)).

3.2.2 Step 2: Upper bound

.
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We claim that

lim sup
ε→∞

�
Ω

g(µε)dx ≤
�

Ω

g(µac)dx+

�
Ω

g(ν)d|µs|. (3.21)

We will use the blow-up method. Choose a sequence {εk} which achieves the limsup, and

de�ne measures

λk(E) :=

�
E

g(µεk)dx for every Borel Set E ⊂ Ω.

As in Step 1, we may pass along a subsequence to a weak-∗ limit

λ << LN + |µs|. (3.22)

To prove the upper bound, we will show that

dλ

dLN
(x0) ≤ g(µac(x0)) for LNa.e. x0 ∈ Ω, (3.23)

and
dλ

d|µs|
(x0) ≤ g∞(ν(x0)) for |µs| a.e. x0 ∈ Ω. (3.24)

Assuming (3.23) and (3.24), by our boundary regularity assumption on Ω and (3.22) we

have λ(∂Ω) = 0, and therefore

λ(Ω) = λ(Ω) ≥ lim sup
k→∞

λk(Ω) = lim sup
k→∞

λk(Ω),

while

λ(Ω) ≤
�

Ω

g(µac(x))dx+

�
Ω

g∞(ν(x))d|µs|(x),

and putting these together, we have (3.21). To prove (3.23), we know that for LN -almost

every x0, we have

dλ

dLN
(x0) = lim

r→0

λ(Q(x0, r))

rN
,

lim
r→0

|µs|(Q(x0, r))

rN
= 0, (3.25)

and

lim
r→0

�
Q(x0,r)

|µac(x)− µac(x0)|dx = 0. (3.26)
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For all such points, we have

dλ

dLN
(x0) = lim

r→0

λ(Q(x0, r))

rN
= lim

r→0
lim
k→∞

λk(Q(x0, r))

rN
,

and thus

dλ

dLN
(x0) = lim

r→0
lim
k→∞

1

rN

�
Q(x0,r)

g(µ ∗ φεk)dx

= lim
r→0

lim
k→∞

1

rN

�
Q(x0,r)

g(µac ∗ φεk + µs ∗ φεk)dx.

By convexity of g, for any p, q ∈ Rd and θ ∈ (0, 1) we have

g(p+ q) ≤ θg

(
1

θ
p

)
+ (1− θ)g

(
1

1− θ
q

)
,

hence

dλ

dLN
(x0) ≤ lim

r→0
lim
k→∞

1

rN

�
Q(x0,r)

[
θg

(
1

θ
µac ∗ φεk

)
+ (1− θ)g

(
1

1− θ
µs ∗ φεk

)]
dx

and in view of Lemma 3.2 we have

dλ

dLN
(x0) ≤ lim

r→0
lim
k→∞

1

rN

�
Q(x0,r)

[
θg

(
1

θ
µac

)
∗ φεk + (1− θ)g

(
1

1− θ
µs ∗ φεk

)]
dx. (3.27)

Moreover,

1− θ
rN

�
Q(x0,r)

g

(
1

1− θ
µs ∗ φεk

)
dx ≤ 1− θ

rN

�
Q(x0,r)

C

(
1 +

∣∣∣∣ 1

1− θ
µs ∗ φεk

∣∣∣∣)dx
≤ (1− θ)C +

C

rN

�
Q(x0,r)

|µs ∗ φεk |dx,

and this yields
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lim
r→0

lim
k→∞

1− θ
rN

�
Q(x0,r)

g

(
1

1− θ
µs ∗ φεk

)
dx ≤ (1− θ)C + C lim

r→0

|µs|(Q(x0, r))

rN

= (1− θ)C, (3.28)

where we have used (3.25). In turn,

lim
r→0

lim
k→∞

1

rN

�
Q(x0,r)

θg

(
1

θ
µac

)
∗ φεkdx = lim

r→0

1

rN

�
Q(x0,r)

θg

(
1

θ
µac

)
dx

= θg

(
1

θ
µac(x0)

)
. (3.29)

To see why the last step above holds, note g is convex with linear growth, and so by regularity

properties of convex functions (see [42] Proposition 4.64) we have that g is Lipschitz with

some constant L > 0. Thus,∣∣∣∣ 1

rN

�
Q(x0,r)

[
g

(
1

θ
µac(x)

)
− g
(

1

θ
µac(x0)

)]
dx

∣∣∣∣ ≤ 1

rN

�
Q(x0,r)

L

θ
|µac(x)− µac(x0)|dx r→0−→ 0

by virtue of (3.26). By (3.27), (3.28), and (3.29), we have for every θ ∈ (0, 1) that

dλ

dLN
(x0) ≤ θg

(
1

θ
µac(x0)

)
+ (1− θ)C,

and letting θ → 1−, by continuity of g we conclude that

dλ

dLN
(x0) ≤ g(µac(x0))

for LN almost every x0 ∈ Ω.

Next, we tackle the singular part, i.e. (3.24) . We know that for |µs| almost every x0, we

have

dλ

d|µs|
(x0) = lim

r→0

λ(Q(x0, r))

|µs|(Q(x0, r))
,

lim
r→0

rN

|µs|(Q(x0, r))
= 0, (3.30)
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lim
r→0

1

|µs|(Q(x0, r))

�
Q(x0,r)

|µac|(x)dx = 0, (3.31)

and

lim
r→0

�
Q(x0,r)

g∞(ν(x))d|µs|(x) = g∞(ν(x0)).

We choose a sequence rn → 0 such that |µs|(∂Q(x0, rn)) = 0. Note that by (3.22) we also

have λ(∂Q(x0, rn)) = 0. We obtain

dλ

d|µs|
(x0) = lim

n→∞

λ(Q(x0, rn))

|µs|(Q(x0, rn))
= lim

n→∞
lim
k→∞

λk(Q(x0, rn))

|µs|(Q(x0, rn))

= lim
n→∞

lim
k→∞

1

|µs|(Q(x0, rn))

�
Q(x0,rn)

g(µ ∗ φεk)dx.

Again appealing to convexity of g, we get

|µs|(x0) ≤ lim
n→∞

lim
k→∞

1

|µs|(Q(x0, rn))

�
Q(x0,rn)

[
1

2
g(2µac ∗ φεk) +

1

2
g(2µs ∗ φεk)

]
dx. (3.32)

Since by (A1)

1

2
g(2µac ∗ φεk) ≤ C(1 + |µac ∗ φεk |),

we have

lim
n→∞

lim
k→∞

1

|µs|(Q(x0, rn))

�
Q(x0,rn)

1

2
g(2µac ∗ φεk)dx

≤ lim
n→∞

lim
k→∞

1

|µs|(Q(x0, rn))

�
Q(x0,rn)

C(1 + |µac ∗ φεk |)dx

= lim
n→∞

C

|µs|(Q(x0, rn))

(
rNn +

�
Q(x0,rn)

|µac|(x)dx

)
= 0, (3.33)

where we used (3.30) and (3.31).

Next, we restrict our attention to the singular part in (3.32). Since

|(φεk ∗ µs)(x)| ≤ (φεk ∗ |µs|)(x) =: tεk(x), (3.34)
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and g is monotone in norm by (A3), we obtain

g(2φεk ∗ µs(x)) ≤ g(2tεk(x)).

Partition Q(x0, rn) into two regions, where tεk < 1 and tεk ≥ 1. In the �rst region we have

�
Q(x0,rn)∩{tεk<1}

g(2φεk ∗ µs(x))dx ≤
�
Q(x0,rn)∩{tεk<1}

g(2tεk(x))dx

≤ rNn g(2) = CrNn . (3.35)

Meanwhile, in the second region, using Lemma 3.2 we obtain

�
Q(x0,rn)∩{tεk≥1}

g(2φεk ∗ µs(x))dx

≤
�
Q(x0,rn)∩{tεk≥1}

�
Ω

g(2tεk(x)ν(y))

tεk(x)
φεk(x− y)d|µs|(y)dx. (3.36)

Note that by (A4), ∣∣∣∣g(2tεk(x)ν(y))

tεk(x)
− 2g∞(ν(y))

∣∣∣∣ ≤ C

tεk(x)α
,

and by (3.36) we have

�
Q(x0,rn)∩{tεk≥1}

g(2φεk ∗ µs(x)) ≤
�
Q(x0,rn)∩{tεk≥1}

�
Ω

2g∞(ν(y))φεk(x− y)d|µs|(y)dx

+

�
Q(x0,rn)∩{tεk≥1}

�
Ω

C

tεk(x)α
φεk(x− y)d|µs|(y)dx

≤
�
Q(x0,rn)

2
(
g∞(ν(·))|µs| ∗ φεk

)
(x)dx+

�
Q(x0,rn)∩{tεk≥1}

C

tεk(x)α−1
dx

≤
�
Q(x0,rn)

2
(
g∞(ν(·))|µs| ∗ φεk

)
(x)dx+ CrN , (3.37)

In view of (3.35), (3.37), we have shown for every θ that

�
Q(x0,rn)

g(2φεk ∗ µs(x))dx ≤
�
Q(x0,rn)

2
(
g∞(ν(·))|µs| ∗ φεk

)
(x)dx+ CrNn ,

therefore,
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1

|µs|(Q(x0, rn))
lim
k→∞

�
Q(x0,rn)

1

2
g(2φεk ∗ µs(x))dx

≤
�
Q(x0,rn)

g∞(ν(x))d|µs|(x) + C
rNn

|µs|(Q(x0, rn))
(3.38)

and by (3.30), (3.33), (3.38) we conclude that

dλ

d|µs|
(x0) ≤ g∞(ν(x0)).

3.2.3 A BH extension result

In our application, we are interested in the case when the measure µ is the Hessian of a

BH function. It should be noted that the �rst-order case, when µ is the gradient of some

BV function, an area-strict density theorem follows from the integral representation results of

Fonseca and Müller, Ambrosio and Dal Maso, with no regularity assumption on the boundary

([45], [3]).

To apply Theorem 3.3 to a given u ∈ BH(Ω;Rd), the main obstacle is �nding an extension

of u to a larger set U such that |D(∇u)|(∂Ω) = 0. In order to achieve a fairly general class

of domains, we shall borrow from the construction of Stein [71].

First we will construct the extension in the case where Ω is of type special Lipschitz. Recall

that we say a set Ω ⊂ RN+1 is special Lipschitz if there is a Lipschitz function f : RN → R
such that

Ω = {(x, t) ∈ RN+1 : t > f(x)}

where we are identifying RN+1 with RN × R.
We begin with a simpler approximation lemma.

Lemma 3.4. Let Ω ⊂ RN+1 be a special Lipschitz domain. For any u ∈ BH(Ω;Rd) there

exists a sequence {un} ∈ W 2,1(Ω;Rd) such that

lim
n→∞

‖un − u‖W 1,1(Ω;Rd) = 0 and sup
n
‖un‖W 1,2(Ω;Rd) <∞.

Proof. Given any v ∈ L1(Ω) and δ > 0, we de�ne its translation Tδv ∈ L1(Ωδ) via

Tδv(x, t) := v(x, t+ δ)
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where Ωδ := {(x, t) ∈ RN+1 : t > f(x)− δ}.
Note that if L is the Lipschitz constant of f , then for (x, t) ∈ Ω and ε < δ

1+L
we have

B((x, t), ε) ⊂ Ωδ, so the function φε ∗ Tδv ∈ C∞(Ω) is well-de�ned. Since ∇Tδu = Tδ∇u and

the translation is continuous in the L1 norm, we have

lim
δ→0+

‖Tδu− u‖W 1,1(Ω;Rd) = 0.

By standard molli�cation results, we must have for every δ > 0 that

lim
ε→0+

‖φε ∗ Tδu− Tδu‖W 1,1(Ω;Rd) = 0,

lim sup
ε→0+

‖φε ∗ Tδu‖W 2,1(Ω;Rd) ≤ ‖u‖BH(Ω)

Thus, for any sequence δn → 0+ we can choose εn <
δn

1+L
such that the smooth (and thus

W 2,1) functions φεn ∗ Tδnu converge to u with bounded W 2,1 norm.

Lemma 3.5. Let Ω ⊂ RN+1 be a special Lipschitz domain. For any function u ∈ BH(Ω;Rd)

there is an extension E[u] ∈ BH(RN+1;Rd) such that E[u] = u in Ω and |D(∇E[u])|(∂Ω) =

0.

Proof. The general theory of extending BH functions can be reduced to the theory of extend-

ing BV functions. We recall that (see [41], 5.4.1) we since Ω is Lipschitz, given w1 ∈ BV (Ω)

and w2 ∈ BV (RN+1 \ Ω), the function

w(x) :=

w1(x) for x ∈ Ω,

w2(x) for x ∈ RN+1 \ Ω,

is a BV function with

Dw = Dw1|Ω +Dw2|RN+1\Ω + (Trace(w1)− Trace(w2))ν HN−1|∂Ω (3.39)

where ν indicates the inward normal vector to ∂Ω.

Let u ∈ BH(Ω). Since ∇u is a BV function, in view of (3.39), to guarantee that our

extension does not charge the boundary, it su�ces to ensure that the traces of ∇u and of

the extension ∇E[u] agree on the boundary ∂Ω.
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We will use the construction given by Stein to introduce E[u]. Namely, for (x, t) ∈
RN+1 \ Ω we de�ne

E[u](x, t) :=

� ∞
1

u(x, t+ λ∆(x, t))ψ(λ)dλ

where ∆ ∈ C∞(RN+1) is the regularized distance function, that is,

c dist((x, t), ∂Ω) ≤ ∆(x, t) ≤ C dist((x, t), ∂Ω)

and ψ : [1,∞)→ R is a continuous function with

� ∞
1

ψ(λ)dλ = 1 and

� ∞
1

ψ(λ)λkdλ = 0, k = 1, 2, 3...

The function E[u] is well-de�ned, and it is clear that if it were su�ciently regular it would

satisfy Trace(E[u]; ∂Ω) = Trace(u; ∂Ω) and Trace(∇E[u]; ∂Ω) = Trace(∇u; ∂Ω).

It remains to prove that E[u] ∈ BH(RN+1;Rd). Consider a sequence {un} ⊂ W 2,1(Ω;Rd)

as in Lemma 3.4. Since {un} is bounded in W 2,1(Ω;Rd) and the extension operator of Stein

is a continuous linear operator

E : W 2,1(Ω;Rd)→ W 2,1(RN+1;Rd),

then the sequence {E[un]} is bounded in W 2,1(RN+1;Rd), and thus, along a subsequence,

there is a function v ∈ BH(RN+1;Rd) such that

E[un]→ v in L1.

We claim that v = E[u]. To see this, �x any (x, t) ∈ RN+1 \ Ω. Then,

∣∣E[u](x, t)− E[un](x, t)
∣∣ ≤ � ∞

1

C|u(x, t+ λ∆(x, t))− un(x, t+ λ∆(x, t))|dλ

=

� ∞
∆(x,t)

C

∆(x, t)
|u(x, t+ s)− un(x, t+ s)|ds.

For �xed t and ` > 0, we can integrate both sides with respect to x over the set RN∩{∆(x, t) ≥
`} to get
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�
RN∩{∆(·,t)≥`}

|E[u](x, t)− E[un](x, t)|dx

≤ C

`

�
RN∩{∆(·,t)≥`}

� ∞
`

|u(x, t+ s)− un(x, t+ s)|dsdx.

=
C

`

�
RN∩{∆(·,t)≥`}

� ∞
`+t

|u(x, τ)− un(x, τ)|dτdx

≤ C

`

�
Ω

|u(x, τ)− un(x, τ)|dxdτ.

Then, for any T <∞ we integrate over t ∈ (0, T ) to get

� T

0

�
RN∩{∆(·,t)≥`}

|E[u](x, t)− E[un](x, t)|dxdt ≤ C
T

`

�
Ω

|u(x, τ)− un(x, τ)|dxdτ.

Since for every �xed T and `, the right hand side goes to 0 as n→∞, we see that {E[un]}
converges to E[u] in L1

loc. However, we also know that {E[un]} converges in L1
loc to v, so we

must have E[u] = v and therefore E[u] ∈ BH. Since E[u] is a BH function whose traces

agree with u on ∂Ω, it is the desired extension.

Theorem 3.6. Let Ω ⊂ RN be bounded and Lipschitz. For any function u ∈ BH(Ω;Rd)

there exists an extension E[u] ∈ BH(RN ;Rd) such that |D(∇E[u])|(∂Ω) = 0.

Proof. Since Ω is a Lipschitz domain, we can cover Ω by bounded open U0 ⊂⊂ Ω and

U1, . . . , Uk such that Ui ∩ ∂Ω is the graph of a Lipschitz function. We may also choose a

smooth partition of unity ψ0, . . . , ψk subordinate to this cover.

For i ≥ 1, the domains Ui are the subgraphs of Lipschitz functions- So, we can �nd special

Lipschitz domains Ωi such that Ωi ∩ Ω = Ui ∩ Ω. Thus, by extending the functions ψiu by

zero, we can consider them to be de�ned on the special Lipschitz domains Ωi. By Lemma 3.5,

we can �nd BH functions E[ψiu] ∈ BH(RN ;Rd) which satisfy Trace(E[ψiu]) = Trace(ψiu)

and Trace(∇E[ψiu]) = Trace(∇(ψiu)) on Ui ∩ ∂Ω.

De�ne the function E[u] via

E[u] :=
k∑
i=0

E[ψiu],
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where, for the sake of notation, E[ψ0u] is just the function ψ0u extended by 0 to RN . As

E[u] is the sum of functions in BH(RN ;Rd), it is clearly in BH(RN ;Rd), and inside Ω we

have

E[u] =
k∑
i=0

E[ψiu] =
k∑
i=0

ψiu = u.

It su�ces to verify that ∇E[u] has the correct trace on ∂Ω. To see this, note that

Trace(∇E[u]; ∂Ω) =
k∑
i=0

Trace(∇E[ψiu]; ∂Ω)

=
k∑
i=0

Trace(∇(ψiu); ∂Ω ∩ Ui)

=
k∑
i=0

Trace(u⊗∇ψi + ψi∇u; ∂Ω ∩ Ui)

=
k∑
i=0

Trace(u; ∂Ω ∩ Ui)⊗∇ψi + ψiTrace(∇u; ∂Ω ∩ Ui)

= Trace(∇u; ∂Ω),

where in the last line we use the fact that
∑k

i=0∇ψi = ∇(
∑k

i=0 ψi) = ∇(1) = 0. Since ∇E[u]

has the same trace as ∇u on ∂Ω, we conclude that |D(∇E[u])|(∂Ω) = 0.

We now present the second-order version of Theorem 3.3.

Corollary 3.7. Let Ω ⊂ RN be a bounded Lipschitz domain. For any function u ∈ BH(Ω;Rd)

there exist smooth functions un such that un → u in L1, ∇un → ∇u in L1, ∇2unLN
∗
⇀

D(∇u), and

�
Ω

√
1 + |∇2un|2dx→

�
Ω

√
1 + |∇2u|2 + |Ds(∇u)|(Ω).

Proof. Since Ω is Lipschitz, by Theorem 3.6 there is a function E[u] ∈ BH(RN ;Rd) with

E[u] = u in Ω and |D(∇E[u])|(∂Ω) = 0.

Let un := E[u] ∗ φ1/n. Since ∇2un = D(∇E[u]) ∗ φ1/n, we can apply Theorem 3.3 to the

measure µ := D(∇E[u]) using the integrand

g(p) :=
√

1 + |p|2.
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noting that g satis�es conditions (A1)-(A4) and

g∞(p) = |p|.

3.3 The integral relaxation theorem

We consider a functional

F (u) :=

�
Ω

f(x,∇2u(x))dx.

where f satis�es the following hypotheses:

(H1) Linear growth: f(x,H) ≤ C(1 + |H|) for all x ∈ Ω, H ∈ Rd×N×N and some C > 0;

(H2) Modulus of continuity: |f(x,H) − f(y,H)| ≤ ω(|x − y|)(1 + |H|) for all x, y ∈
Ω, H ∈ Rd×N×N , where ω(s) is a nondecreasing function with w(s)→ 0 as s→ 0+.

The relaxation of F onto the space BH(Ω;Rd) is de�ned as

F(u) := inf

{
lim inf
n→∞

F (un) : un → u in W 1,1(Ω;Rd),

∇2un LN Ω
∗
⇀ D(∇u) inM(Ω,Rd×N×N)

}
Our goal is to prove the integral representation result stated in Theorem 3.1. We will prove

this in two steps. Setting

G(u) :=

�
Ω

Q2f(x,∇2u)dx+

�
Ω

(Q2f)∞
(
x,

dDs(∇u)

d|Ds(∇u)|

)
d|Ds(∇u)|,

we will show that F ≤ G and G ≤ F .

Theorem 3.8. For all u ∈ BH(Ω;Rd), we have F(u) ≤ G(u).

Proof. We �rst prove this upper bound for u ∈ W 2,1(Ω,Rd). By the de�nition of F , it
su�ces to �nd a sequence of functions {un} ⊂ W 2,1(Ω,Rd) such that un → u in W 1,1,

∇2un LN Ω
∗
⇀ ∇2u LN Ω, and

lim inf
n→∞

�
Ω

f(x,∇2un)dx ≤
�

Ω

Q2f(x,∇2u)dx.

The existence of such a sequence is guaranteed by from the integral representation of the

weakly lower semi-continuous envelope in W 2,1(Ω,Rd) from [21], Theorem 1.3. In addition,
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necessary and su�cient conditions on lower-semicontinuity of second-order vector valued

functionals can be found in [61], Theorem 4. Thus, for any u ∈ W 2,1(Ω,Rd) we have

F(u) ≤ G(u). (3.40)

Next we show that for any u ∈ BH(Ω;Rd) we have F(u) ≤ G(u). By Corollary 3.7, we

know that we can �nd un ∈ W 2,1(Ω,Rd) so that un → u in W 1,1, ∇2unLN
∗
⇀ D(∇u) and the

convergence is area-strict, i.e.,

lim
n→∞

�
Ω

√
1 + |∇2un|2 dx =

�
Ω

√
1 + |∇2u|2 dx+ |Ds(∇u)|(Ω).

Since Q2f is 2-quasiconvex with linear growth, Theorem 2.22 applies. Thus, G is contin-

uous with respect to area-strict convergence, and

F(u) ≤ lim inf
n→∞

F(un) ≤ lim
n→∞

G(un) = G(u)

where we use (3.40) on each of the un.

3.3.1 On coercivity

Before we prove the lower bound in the most general case, we will �rst assume that, in

addition, f(x,H) is coercive, i.e.,

(H3) Coercivity: f(x,H) ≥ c|H| for all x ∈ Ω, H ∈ Rd×N×N and some c ∈ (0, 1).

Note that under (H3), Q2f will inherit the modulus of continuity from f . Indeed, for any

x, y ∈ Ω, H ∈ Rd×N×N and w ∈ W 2,1
0 (Q;Rd) we have

�
Q

f(x,H +∇2w(z))dz −
�
Q

f(y,H +∇2w(z))dz

≤
�
Q

|f(x,H +∇2w(z))− f(y,H +∇2w(z))|dz

≤
�
Q

ω(|x− y|)(1 + |H +∇2w(z)|)dz (3.41)

by (H2). But, if f is coercive, we have

�
Q

cω(|x− y|)(1 + |H +∇2w(z)|)dz ≤
�
Q

ω(|x− y|)(1 + f(y,H +∇2w(z))dz, (3.42)
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and so we have by (3.41) and (3.42),

Q2f(x,H)−
�
Q

f(y,H +∇2w(z))dz ≤ 1

c

�
Q

ω(|x− y|)(1 + f(y,H +∇2w(z))dz

If we choose w such that

�
Q

f(y,H +∇2w(z))dz ≤ Q2f(y,H) + η,

this becomes

Q2f(x,H)−Q2f(y,H)− η ≤ ω(|x− y|)(1 +Q2f(y,H)) ≤ ω(|x− y|)(1 + |H|)

where, in the last line, we may have scaled ω by some constant. Letting η → 0 we have

Q2f(x,H)−Q2f(y,H) ≤ ω(|x− y|)(1 +Q2f(y,H)) ≤ ω(|x− y|)(1 + |H|).

By symmetry, the inequality holds where x and y are switched, yielding

|Q2f(x,H)−Q2f(y,H)| ≤ ω(|x− y|)(1 + |H|).

Thus, if f is coercive, Q2f will inherit a modulus of continuity from f . I claim that if we

can prove the lower bound for coercive integrands, we have it in general.

Lemma 3.9. If we have F ≥ G for every integrand satisfying (H1), (H2), and (H3), then

we have F ≥ G for every integrand satisfying (H1) and (H2).

Proof. Let f be an arbitrary integrand satisfying (H1) and (H2), and consider the coercive

integrand fε := f + ε| · |. We observe that

Q2(fε) ≥ Q2f + ε| · |

since | · | is convex. Furthermore, by basic properties of limits,

(Q2(fε))
∞ ≥ (Q2f + ε| · |)∞ = (Q2f)∞ + ε| · |.
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Now, for any sequence {un} ⊂ W 2,1(Ω,Rd) with un
∗
⇀ u, we have

lim
n→∞

�
Ω

f(x,∇2un(x))dx ≥ lim
n→∞

�
Ω

f(x,∇2un(x)) + ε|∇2un(x)|dx− lim
n→∞

�
Ω

ε|∇2un(x)|dx

≥
�

Ω

Q2f(x,∇2u(x))dx+

�
Ω

(Q2f)∞
(
x,

dDs(∇u(x))

d|Ds(∇u(x))|

)
d|Ds(∇u(x))|+ ε|D(∇)|(Ω)− εC

where we have used the lower bound for fε and the fact that {
�

Ω
|∇2un|} is bounded. Letting

ε→ 0, we have that for any sequence un
∗
⇀ u,

lim
n→∞

F (un) ≥ G(u)

and, taking the in�mum over all such sequences, we have

F(u) ≥ G(u).

We will now prove our theorem in the case where f is coercive.

Theorem 3.10. Assume that f satis�es (H1), (H2) and (H3). For all u ∈ BH(Ω;Rd), we

have G(u) ≤ F(u).

Proof. Let u ∈ BH(Ω;Rd) be given, and let {un} ⊂ W 2,1(Ω,Rd) be an arbitrary sequence

with un → u inW 1,1, ∇2un LN Ω
∗
⇀ D(∇u). We proceed according to the blow-up method.

De�ne nonnegative Radon measures µn via

µn(E) :=

�
E

f(x,∇2un)dx for every Borel set E ⊂ Ω.

Without loss of generality we may assume that {µn(Ω)} is bounded, and so, passing to a

subsequence (not relabeled), we may assume that {µn} has a weak-∗ limit µ.

We consider the Radon-Nikodym decomposition of µ with respect to |D(∇u)|,

µ =
dµ

dLN
LN Ω +

dµ

d|Ds(∇u)|
|Ds(∇u)|+ µs,

where µs is a nonnegative Radon measure such that µs ⊥ D(∇u).

We claim that

dµ

dLN
(x0) ≥ Q2f(x0,∇2u(x0)) for LNa.e. x0 ∈ Ω, (3.43)
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and

dµ

d|Ds(∇u)|
(x0) ≥ (Q2f)∞

(
x0,

dDs(∇u)

d|Ds(∇u)|
(x0)

)
for |Ds(∇u)| a.e. x0 ∈ Ω. (3.44)

If (3.43) and (3.44) hold, then we have

lim inf
n→∞

�
Ω

f(x,∇2un)dx = lim inf
n→∞

µn(Ω) ≥ µ(Ω)

=

�
Ω

dµ

dLN
dx+

�
Ω

dµ

d|Ds(∇u)|
d|Ds(∇u)|+ µs(Ω) ≥ G(u).

The arbitrariness of the sequence {un} would yield F(u) ≥ G(u). The remainder of this

proof is dedicated to proving (3.43) and (3.44).

3.3.2 Step 1: ∇2u

For LN a.e. x0 ∈ Ω, we have

dµ

dLN
(x0) ≥ Q2f(x0,∇2u(x0)).

Note that the measures {|∇2un|LN Ω} are bounded in total variation, so, along a

subsequence, not relabeled, we have |∇2un|
∗
⇀ ν for some measure ν. By the Lebesgue

di�erentiation theorem, for LN a.e. x0 ∈ Ω we have

dµ

dLN
(x0) = lim

ε→0+

µ(Q(x0, ε))

εN
, (3.45)

∇2u(x0) = lim
ε→0+

D(∇u)(Q(x0, ε))

εN
, (3.46)

0 = lim
ε→0+

|Ds(∇u)|(Q(x0, ε))

εN
, (3.47)

dν

dLN
(x0) = lim

ε→0+

ν(Q(x0, ε))

εN
<∞. (3.48)
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Select εk → 0 such that µ(∂Q(x0, εk)) = ν(∂Q(x0, εk)) = |D(∇u)|(∂Q(x0, εk)) = 0, and write

dµ

dLN
(x0) = lim

k→∞

µ(Q(x0, εk))

εNk
= lim

k→∞
lim
n→∞

µn(Q(x0, εk))

εNk

= lim
k→∞

lim
n→∞

1

εNk

�
Q(x0,εk)

f(x,∇2un)dx.

With x = x0 + εky, we obtain

dµ

dLN
(x0) = lim

k→∞
lim
n→∞

�
Q

f(x0 + εky,∇2un(x0 + εky))dy

≥ lim
k→∞

lim
n→∞

�
Q

Q2f(x0 + εky,∇2un(x0 + εky))dy. (3.49)

De�ne functions vn,k ∈ W 2,1(Q;Rd) by

vn,k(y) :=
un(x0 + εky)− Pε,ky − aε,k

ε2
k

− 1

2
∇2u(x0)(y, y),

where aε,k :=
�
�
Q
vn,k and Pε,k :=

�
�
Q
∇vn,k, selected so that each vn,k and its gradient have

average zero. By (3.49) we get

dµ

dLN
(x0) ≥ lim

k→∞
lim
n→∞

�
Q

Q2f(x0 + εky,∇2u(x0) +∇2vn,k(y))dy. (3.50)

For �xed k, the measures {∇2vn,k LN Q} converge weakly-∗ to the measure λk given by

λk(E) :=
D(∇u)(x0 + εkE)

εNk
−∇2u(x0)LN(E), for every Borel set E ⊂ Q,

and by (3.46) {λk} converge weakly-∗ to 0.

To see this, �x any ψ ∈ Cc(Q). We have∣∣∣∣�
Q

ψ(y)dλk(y)

∣∣∣∣ =
1

εNk

∣∣∣∣�
Q(x0,εk)

ψ

(
x− x0

εk

)
dD(∇u)(x)−

�
Q(x0,εk)

ψ

(
x− x0

rn

)
∇2u(x0)dx

∣∣∣∣
=

1

εNk

∣∣∣∣ �
Q(x0,εk)

ψ

(
x− x0

εk

)
(∇2u(x)−∇2u(x0))dx+

�
Q(x0,εk)

ψ

(
x− x0

εk

)
dDs(∇u)(x)

∣∣∣∣
≤ ‖ψ‖∞

(
1

εNk

�
Q(x0,εk)

|∇2u(x)−∇2u(x0)|+ |Ds(∇u)|(Q(x0, εk))

εNk

)
which goes to 0 as k →∞ by (3.46) and (3.47).
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We also note that for any n, k we have

|∇2vn,k(y)| ≤ |∇2un,k(x0 + εky)|+ C

for some C > 0. For �xed k we have

|∇2un,k(x0 + εk·)|LN Q
∗
⇀

T#
x0,εk

ν

εNk

and since, by (3.48) we have

lim
k→∞

ν(Q(x0, εk)

εNk
<∞,

we conclude that

sup
k>0

sup
n>0

�
Q

|∇2vn,k(y)|dy <∞.

Thus, along a diagonalized sequence, we can �nd vk := vnk,k such that {∇2vkLN Q}
converge weakly-∗ to the constant measure 0 and {|∇2vk|LN Q} converge weakly-∗ to some

nonnegative Radon measure π. Using the modulus of continuity of Q2f , which follows from

(H3), we have

dµ

dLN
(x0) ≥ lim

k→∞

�
Q

Q2f(x0 + εky,∇2u(x0) +∇2vk(y))dy

≥ lim
k→∞

�
Q

Q2f(x0,∇2u(x0) +∇2vk(y))dy −
�
Q

ω(εk)(C + |∇2vk(y)|)dy

≥ lim
k→∞

�
Q

Q2f(x0,∇2u(x0) +∇2vk(y))dy

because
�
Q
|∇2vk(y)|dy is bounded and ω(εk)→ 0.

In order to apply 2-quasiconvexity, we have a to use a W 2,1
0 (Q;RN) perturbation of

∇2u(x0). For δ < 1, let φδ ∈ C∞c (Q; [0, 1]) be such that φ = 1 on Qδ = Q(0, 1 − δ),

supp(φ) ⊂ Qδ/2 = Q(0, 1 − δ
2
) , ‖∇φ‖∞ ≤ C

δ
, ‖∇2φ‖∞ ≤ C

δ2
for some C > 0, and let

zk,δ := φδ vk. In view of the de�nition of 2-quasiconvexity, for every k and δ we have

�
Q

Q2f(x0,∇2u(x0) +∇2zk,δ(y))dy ≥ Q2f(x0,∇2u(x0)). (3.51)
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On the other hand, denoting Qδ/2 \Qδ as Sδ, we obtain

�
Q

Q2f(x0,∇2u(x0) +∇2zk,δ(y))dy =

�
Qδ

Q2f(x0,∇2u(x0) +∇2vk(y))dy

+

�
Sδ

Q2f(x0,∇2u(x0) +∇2zk,δ(y))dy +Q2f(x0,∇2u(x0))|Q \Qδ/2| (3.52)

and, as k goes to in�nity,

lim
k→∞

�
Sδ

Q2f(x0,∇2u(x0) +∇2zk,δ(y))dy ≤ C lim
k→∞

(
δ +

�
Sδ

(
1

δ2
|vk|+

1

δ
|∇vk|+ |∇2vk|

)
dy

)
(3.53)

where we have used the growth condition (H1) and the fact that Q2f ≤ f .

Since we have ∇2vk
∗
⇀ 0 and the average of vk and ∇vk are 0, {|vk|} and {|∇vk|} are

vanishing in L1(Q). To see this, let {vki} be an arbitrary subsequence of {vk}. We observe

that, by the Poincaré inequality for BV functions (see [41], 5.10), we must have that {vki}
and {∇vki} are bounded in L1. Since we have a bounded sequence in BH, we can extract a

further subsequence, not relabeled, and a function v ∈ BH such that

lim
i→∞

�
Q

|vki(x)− v(x)|dx = lim
i→∞

�
Q

|∇vki(x)−∇v(x)|dx = 0.

and

D(∇vki)
∗
⇀ D(∇v) in Q

However, since D(∇vki)
∗
⇀ 0, we have D(∇v) = 0 and therefore ∇v is a constant function.

Since Q is connected and
�
Q
∇v = 0, we must have ∇v = 0. Similarly, this implies that v is

a constant function, and
�
Q
v = 0 implies v = 0. Thus, we have

lim
i→∞

�
Q

|vki(x)|dx = lim
i→∞

�
Q

|∇vki(x)|dx = 0.

Due to the arbitrariness of the subsequence of {vk}, we conclude that it is true for our

original sequence. Since the vk and ∇vk are going to 0 in L1, (3.53) becomes

lim
k→∞

�
Sδ

Q2f(x0,∇2u(x0) +∇2zk,δ(y))dy ≤ Cδ + Cπ(Sδ).
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Thus, we have that for every δ < 1, using (3.51) and (3.52)

lim
k→∞

�
Q

Q2f(x0,∇2u(x0) +∇2vk(y))dy ≥ lim
k→∞

�
Qδ

Q2f(x0,∇2u(x0) +∇2vk(y))dy

≥ Q2f(x0,∇2u(x0))− Cδ − C|Q \Qδ/2| − Cπ(Sδ).

Note that for every δ > 0, Sδ ⊂ Q \ Qδ and (Q \ Qδ) ↘ ∅ as δ → 1−. Thus, as we let δ

increase to 1, we have

lim
k→∞

�
Q

Q2f(x0,∇2u(x0) +∇2vk(y))dy ≥ Q2f(x0,∇2u(x0)).

3.3.3 Step 2: Ds(∇u)

For |Ds(∇u)| a.e. x0 ∈ Ω, we have

dµ

d|Ds(∇u)|
(x0) ≥ (Q2f)∞

(
x0,

dDs(∇u)

d|Ds(∇u)|
(x0)

)
.

If we note that the measures {|∇2un|LN Ω} are bounded in total variation, along a

subsequence, not relabeled, we have |∇2un|
∗
⇀ π for some measure π.

Fix σ ∈ (0, 1). By standard properties of BV functions, we know that for |Ds(∇u)| a.e.
x0 ∈ Ω we have

dµ

d|Ds(∇u)|
(x0) = lim

ε→0+

µ(Q(x0, ε))

|Ds(∇u)|(Q(x0, ε))
, (3.54)

dDs(∇u)

d|Ds(∇u)|
(x0) = lim

ε→0+

D(∇u)(Q(x0, ε))

|Ds(∇u)|(Q(x0, ε))
, (3.55)

dπ

d|Ds(∇u)|
(x0) = lim

ε→0+

π(Q(x0, ε))

|Ds(∇u)|(Q(x0, ε))
<∞, (3.56)

and

lim
ε→0+

|Ds(∇u)|(Q(x0, ε))

εN
=∞. (3.57)

By Lemma 2.5 we can select εk → 0 such that |Ds(∇u)|(∂(Q(x0, εk)) = µ(∂Q(x0, εk)) =

π(∂Q(x0, εk)) = 0 and

lim
k→∞

|Ds(∇u)|(Q(x0, σεk))

|Ds(∇u)|(Q(x0, εk))
≥ σN . (3.58)
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Then, we have

dµ

d|Ds(∇u)|
(x0) = lim

k→∞

µ(Q(x0, εk))

|Ds(∇u)|(Q(x0, εk))
= lim

k→∞
lim
n→∞

µn(Q(x0, εk))

|Ds(∇u)|(Q(x0, εk))

= lim
k→∞

lim
n→∞

1

|Ds(∇u)|(Q(x0, εk))

�
Q(x0,εk)

f(x,∇2un)dx.

With the change of variables x = x0 + εky, we obtain

dµ

d|Ds(∇u)|
(x0) = lim

k→∞
lim
n→∞

εNk
|Ds(∇u)|(Q(x0, εk))

�
Q

f(x0 + εky,∇2un(x0 + εky))dy

≥ lim
k→∞

lim
n→∞

εNk
|Ds(∇u)|(Q(x0, εk))

�
Q

Q2f(x0 + εky,∇2un(x0 + εky))dy.

(3.59)

Note that by (3.57)

tk := ε−Nk |Ds(∇u)|(Q(x0, εk))→∞

as k →∞ by (3.57). We de�ne functions Vn,k ∈ L1(Q,Rd×N×N) de�ned by

Vn,k(y) :=
1

tk
∇2un(x0 + εky)

and consider the associated matrix-valued measures Σn,k

Σn,k(E) :=

�
E

Vn,k(y)dy =
1

|Ds(∇u)|(Q(x0, εk))

�
x0+εkE

∇2un(x)dx

for every Borel set E ⊂ Q. Note that the total variation of Σn,k is given by

|Σn,k|(E) =
1

|Ds(∇u)|(Q(x0, εk))

�
x0+εkE

|∇2un(x)|dx =
(|∇2un|LN Ω)(x0 + εkE)

|Ds(∇u)|(Q(x0, εk))
.

Note that we can now write (3.59) as

dµ

d|Ds(∇u)|
(x0) ≥ lim

k→∞
lim
n→∞

1

tk

�
Q

Q2f(x0 + εky, tkVn,k(y))dy. (3.60)

Now, for a �xed k, we have Σn,k
∗
⇀ Σk as n→∞ where

Σk(E) :=
D(∇u)(x0 + εkE)

|Ds(∇u)|(Q(x0, εk))
for every Borel set E ⊂ Q, (3.61)
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and |Σn,k|
∗
⇀ πk where

πk(E) :=
π(x0 + εkE)

|Ds(∇u)|(Q(x0, εk))
for every Borel set E ⊂ Q

Letting k →∞, by (3.55) we have

Σk
∗
⇀

dDs(∇u)

d|Ds(∇u)|
(x0)ρ (3.62)

where ρ denotes the weak-∗ limit of |Σk|. This follows from an identical argument to the

claim in (3.20).

Note that

ρ(Q) ≥ ρ(σQ) ≥ lim
k
|Σk|(σQ) = lim

k

|D(∇u)|(Q(x0, σεk))

|Ds(∇u)|(Q(x0, εk))
≥ σN (3.63)

by (3.58). Recall that we have

H0 =
dDs(∇u)

d|Ds(∇u)|
(x0) ∈ Λ(N, d, 2). (3.64)

by the generalized form of the Alberti rank-one theorem. We also have for any Borel set E,

lim
k→∞

πk(E) = lim
k→∞

π(x0 + εkE)

|Ds(∇u)|(Q(x0, εk))
(3.65)

≤ lim
k→∞

dπ

d|Ds(∇u)|
(x0)
|Ds(∇u)|(x0 + εkE)

|Ds(∇u)|(Q(x0, εk))
(3.66)

+ lim
k→∞

1

|Ds(∇u)|(Q(x0, εk))

�
x0+εkE

∣∣∣∣ dπ

d|Ds(∇u)|
(x)− dπ

d|Ds(∇u)|
(x0)

∣∣∣∣d|Ds(∇u)|(x)

(3.67)

= lim
k→∞

dπ

d|Ds(∇u)|
(x0)
|Ds(∇u)|(x0 + εkE)

|Ds(∇u)|(Q(x0, εk))
. (3.68)

Thus, taking E = Q \ σQ we have

lim
k→∞

πk(Q \ σQ) ≤ C(1− σN)

for some C > 0.

Since supk πk(Q) <∞ by (3.56), we have

sup
k

sup
n
|Σn,k|(Q) <∞
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and we can consider a diagonalized sequence of the vn,k and Σn,k so that, using (3.62) and

(3.63) Σnk,k
∗
⇀ H0ρ, lim |Σnk,k|(Q \ σQ) ≤ C(1− σN) and

lim
k→∞

lim
k→∞

1

tk

�
Q

Q2f(x0 + εky, tkVn,k(y))dy = lim
k→∞

1

tk

�
Q

Q2f(x0 + εky, tkVnk,k(y))dy.

Applying our modulus of continuity (H2) to (3.60), we have

dµ

d|Ds(∇u)|
(x0) ≥ lim

k→∞

�
Q

1

tk
Q2f(x0 + εky, tkVnk,k(y))dy

≥ lim
k→∞

�
Q

1

tk
Q2f(x0, tkVnk,k(y))dy − 1

tk

�
Q

ω(εk)(1 + |tkVnk,k(y)|)dy

= lim
k→∞

�
Q

1

tk
Q2f(x0, tkVnk,k(y))dy −

�
Q

ω(εk)

(
1

tk
+ |Vnk,k(y)|

)
dy

= lim
k→∞

�
Q

1

tk
Q2f(x0, tkVnk,k(y))dy. (3.69)

since {
�
Q
|Vnk,k(y)|dy} is bounded and tk →∞.

For any η > 0 we can �nd M such that t > M implies

Q2f(x0, tHu)

t
≥ (Q2f)#(x0, Hu)− η

for every Hu with |Hu| = 1. If not, there exist {Hu,n} with |Hu,n| = 1 and tn →∞ such that

Q2f(x0, tnHu,n)

tn
< (Q2f)#(x0, Hu,n)− η. (3.70)

Without loss of generality, since the unit sphere is compact, we can assume Hu,n → Hu for

some Hu with |Hu| = 1. Note that for any t > 0 �xed, we have∣∣∣∣Q2f(x0, tH)

t
− Q2f(x0, tH

′)

t

∣∣∣∣ ≤ L
|tH − tH ′|

t
= L|H −H ′|.

where L is the Lipschitz constant of Q2f . Since the mappings

H 7→ Q2f(x0, tH)

t

are uniformly Lipschitz, their in�mum Q2f# is Lipschitz. Thus, letting n→∞ in (3.70)

Q2f#(x0, Hu) ≤ lim
n→∞

Q2f(x0, tnHu,n)

tn
≤ lim

n→∞
Q2f#(x0, Hu,n)− η

= Q2f#(x0, Hu)− η
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which is impossible. Thus, for any η > 0 we can �nd M such that t > M implies

Q2f(x0, tHu)

t
≥ (Q2f)#(x0, Hu)− η

for every Hu with |Hu| = 1. This in turn implies that for any H and t such that |H| > M
t

we have
Q2f(x0, tH)

t
≥ (Q2f)#(x0, H)− η|H| (3.71)

by letting Hu := H
|H| . Consider the set

Ek :=

{
x ∈ Q : |Vnk,k(x)| > M

tk

}
We have by (3.71)

�
Q

1

tk
Q2f(x0, tkVnk,k(y))dy ≥

�
Ek

1

tk
Q2f(x0, tkVnk,k(y))dy

≥
�
Ek

(Q2f)#(x0, Vnk,k(y))− η|Vnk,k(y)|dy

≥
�
Ek

(Q2f)#(x0, Vnk,k(y))dy − η
�
Q

|Vnk,k(y)|dy (3.72)

We can write

�
Q

(Q2f)#(x0, Vnk,k(y))dy =

�
Ek

(Q2f)#(x0, Vnk,k(y))dy +

�
Q\Ek

(Q2f)#(x0, Vnk,k(y))dy

≤
�
Ek

(Q2f)#(x0, Vnk,k(y))dy +

�
Q\Ek

C|Vnk,k(y)|dy

≤
�
Ek

(Q2f)#(x0, Vnk,k(y))dy + C
M

tk
. (3.73)

Now (3.73) yields

�
Ek

(Q2f)#(x0, Vnk,k(y))dy ≥
�
Q

(Q2f)#(x0, Vnk,k(y))dy − CM
tk

(3.74)

As discussed in Theorem 2.22, the function (Q2f)#(x0, ·) is positively 1-homogeneous and

Λ(N, d, 2)-convex. Since H0 ∈ Λ(N, d, 2) (see (3.64)), by [54], Theorem 1.1 we can �nd an

a�ne function L(H) = b+ ξ ·H such that L ≤ (Q2f)#(x0, ·) and

L(H0) = (Q2f)#(x0, H0). (3.75)
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We have

lim sup
k→∞

�
Q

(Q2f)#(x0, Vnk,k(y))dy ≥ lim sup
k→∞

�
Q

L(Vnk,k(y))dy

= lim sup
k→∞

�
Q

(
b+ ξ · Vnk,k(y)

)
dy = b+ lim sup

k→∞

�
Q

ξ · dΣnk,k(y). (3.76)

Let ψσ ∈ Cc(Q; [0, 1]) be such that ψσ = 1 in σQ. We have

lim sup
k→∞

�
Q

ξ · dΣnk,k(y) = lim
k→∞

�
Q

ψσ(y)ξ · dΣnk,k(y) + lim sup
k→∞

�
Q

(1− ψσ(y))ξ · dΣnk,k(y)

=

�
Q

ξ ·H0ψσ(y)dρ(y) + lim sup
k→∞

�
Q

(1− ψσ(y))ξ · dΣnk,k(y)

≥ ξ ·H0 ρ(σQ)− lim sup
k→∞

�
Q\σQ

|ξ|d|Σnk,k|(y)

≥ ξ ·H0 σ
N − C lim sup

k→∞
|Σnk,k|(Q \ σQ) (3.77)

for some C > 0, where we use (3.63).

But,

lim sup
k→∞

|Σnk,k|(Q \ σQ) ≤ C(1− σN), (3.78)

therefore, by (3.76),

lim sup
k→∞

�
Q

ξ · dΣnk,k(y) ≥ ξ ·H0σ
N − C(1− σN),

and so by (3.76), (3.77), and (3.78)

lim inf
k→∞

�
Q

(Q2f)#(x0, vnk,k(y))dy ≥ b+ ξ ·H0σ
N − C(1− σN)

≥ σN(Q2f)#(x0, H0)− C(1− σN).

Putting this together with (3.69), (3.72) and (3.74), we have

lim
k→∞

�
Q

1

tk
Q2f(x0, tkvnk,k(y))dy ≥ lim

k→∞

[�
Ek

(Q2f)#(x0, vnk,k(y))dy − η
�
Q

|vnk,k(y)|dy
]

≥ lim sup
k→∞

( �
Q

(Q2f)#(x0, vnk,k(y))dy − CM
tk

)
− ηC

≥ σN(Q2f)#(x0, H0)− C(1− σN)− ηC.
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Given the arbitrariness of η > 0, we conclude that

lim sup
k→∞

�
Q

1

tk
Q2f(x0, tkvnk,k(y))dy ≥ σN(Q2f)#(x0, H0)− C(1− σN)

for every σ ∈ (0, 1). Thus, as we send σ → 1− we have

lim sup
k→∞

�
Q

1

tk
Q2f(x0, tkvnk,k(y))dy ≥ (Q2f)#(x0, H0).

3.4 Global method in SD2

3.4.1 An approximation lemma

Let Ω be an open, bounded subset of RN . Set

Sd×N×N = {U ∈ Rd×N×N : Uijk = Uikj,∀i = 1, . . . , d, j, k = 1, . . . , N}.

De�nition 3.11. The space of second-order structured deformations SD2(Ω) consists of

pairs (u, U) with u ∈ SBH(Ω;Rd) and U ∈ L1(Ω;Sd×N×N),

SD2(Ω) := SBH(Ω;Rd)× L1(Ω;Sd×N×N).

The approximation result stated next can be proved by applying the generalization of

Alberti's theorem to BH functions contained in [43].

Theorem 3.12. For every (u, U) ∈ SD2(Ω) there exists a sequence {un} ⊂ SBH(Ω;Rd)

such that un → u in W 1,1(Ω;Rd) and ∇2un
∗
⇀ U inM(Ω), with

sup
n
‖un‖BH ≤ C(‖u‖BH + ‖U‖L1)

for some constant C > 0.

For convenience of the reader, we give a self-contained proof of Theorem 3.12, for which

we will make use of the following lemma.

Lemma 3.13. Let U ∈ L1(Ω,Rd×N×N), and for every δ > 0 let {Qδ
i}i∈N be a countable family

of open sets such that Qδ
i ⊂ Ω, Qδ

i ∩Qδ
j = ∅ for every i, j ∈ N with i 6= j, LN(Ω\ ∪i Qδ

i ) = 0,
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and supi diam Qδ
i ≤ δ. For i ∈ N let V δ

i : Qδ
i → Rd×N×N be such that

�
Qδi

V δ
i dx =

�
Qδi

U dx,

and set

V δ :=
∑
i

χQδiV
δ
i .

If supδ ‖V δ‖L1 < +∞ then V δLN ∗
⇀ ULN .

Proof. Arguing component-wise, it su�ces to prove the lemma for scalar �elds, hence we

suppose that U ∈ L1(Ω). De�ne

V
δ

:=
∑
i

χQδi

�
Qδi

V δ
i dx =

∑
i

χQδi

�
Qδi

U dx.

Fix ε > 0 and choose W ∈ L1(Ω) ∩ C∞0 (Ω) such that ‖U −W‖L1(Ω) < ε/3. De�ne

W
δ

:=
∑
i

χQδi

�
Qδi

W dx.

Since W is uniformly continuous, there exists η > 0 such that if |x − y| < η then |W (x) −
W (y)| ≤ ε/(3LN(Ω)). For 0 < δ ≤ η we have

‖W δ −W‖L1(Ω) =
∑
i

�
Qδi

∣∣∣∣∣W (x)−
�
Qδi

W (y) dy

∣∣∣∣∣ dx
≤

∑
i

�
Qδi

�
Qδi

|W (x)−W (y)| dy dx ≤ ε

3
,

and

‖W δ − V δ‖L1(Ω) =
∑
i

LN(Qδ
i )

∣∣∣∣∣
�
Qδi

(W (y)− U(y)) dy

∣∣∣∣∣ ≤ ‖U −W‖L1(Ω) ≤
ε

3
.

Thus

‖V δ − U‖L1(Ω) ≤ ‖U −W‖L1(Ω) + ‖W δ −W‖L1(Ω) + ‖W δ − V δ‖L1(Ω) ≤ ε,

and we conclude that V
δ → U in L1(Ω). For ψ ∈ C0(Ω) we have

lim
δ→0+

�
Ω

(V δ − U)ψ dx = lim
δ→0+

�
Ω

(V δ − V δ
)ψ dx,
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and hence it su�ces to show that limδ→0+
�

Ω
(V δ − V δ

)ψ dx = 0. Note that

�
Ω

V
δ
ψ dx =

∑
i

�
Qδi

�
Qδi

V δ(y) dy ψ(x) dx =
∑
i

�
Qδi

V δ(y) dy

�
Qδi

ψ(x) dx

=
∑
i

�
Qδi

V δ(y)ψ(y) dy +
∑
i

�
Qδi

V δ(y)

�
Qδi

(ψ(x)− ψ(y)) dx dy,

and therefore∣∣∣∣�
Ω

(V δ − V δ
)ψ dx

∣∣∣∣ =

∣∣∣∣∣∑
i

�
Qδi

V δ(y)

�
Qδi

(ψ(x)− ψ(y)) dx dy

∣∣∣∣∣ ≤ sup
δ
‖V δ‖L1(Ω)O(δ),

since ψ is uniformly continuous. This concludes the proof.

We now proceed to establish the approximation theorem.

Proof of Theorem 3.12 We claim that it su�ces to prove that for every

V ∈ L1(Ω;Sd×N×N) there exists a sequence {f ε} ⊂ SBH(Ω;Rd) such that f ε → 0 in

W 1,1(Ω;Rd), ∇2f ε
∗
⇀ V in M(Ω) and supε |D2f ε|(Ω) ≤ C‖V ‖L1(Ω). In fact, if the claim

holds then we can de�ne un := u + f εn where the sequence {f ε} is the one obtained by

applying the claim to V := U −∇2u.

We now prove the claim. For simplicity of notation we will consider N = 2, however the

same argument works for a generic N . Extend V outside Ω by 0 and denote this extension

still by V . Fix ε > 0 and let {Qε,l}l be the family of open cubes whose side length is ε and

whose centers yε,l belong to the lattice (εZ)2. Let

φε(x) :=

(
1− 2|x1|

ε

)
χ{|x2|<ε/2,|x1|<|x2|} +

(
1− 2|x2|

ε

)
χ{|x1|<ε/2,|x2|<|x1|}

i.e., φε is the function whose graph is the pyramid over the cube Q(0, ε) of height one. Let

{Aε,l}l be a family of tensors in Sd×2×2 to be de�ned later and let f ε ∈ SBH(Ω;Rd) be given

by

f ε(x) :=
∑
l

1

2
φε(x− yε,l)Aε,l(x− yε,l, x− yε,l).

We now de�ne Aε,l as the tensor for which

�
Qε,l
∇2f ε dx =

�
Qε,l

V dx. (3.79)

67



3.4 Global method in SD2 3 STRUCTURED DEFORMATIONS AND BH

Note that, since ∇2φε = 0 and A must be symmetric,

(∇2f ε)irs = (∇φε)sAε,lijr(xj − y
ε,l
j ) + (∇φε)rAε,lijs(xj − y

ε,l
j ) + φεAε,lirs,

where the summation convention is adopted throughout this proof. De�ne

Zε
js :=

�
Q(0,ε)

(∇φε)s(x)xj dx =

�
Qε,l

(∇φε)s(x− yε,l)(xj − yε,lj ) dx,

z̃ε :=

�
Q(0,ε)

φε(x) dx =

�
Qε,l

φε(x− yε,l) dx, and Ṽ ε,l :=

�
Qε,l

V dx,

and rewrite (3.79) as

Aε,lijrZ
ε
js + Aε,lijsZ

ε
jr + Aε,lirsz̃

ε = Ṽ ε,l
irs . (3.80)

It turns out that Zε = −ε2I, where I is the identity matrix. Indeed,

Zε
11 =

�
Q(0,ε)

x1
−2 sgn(x1)

ε
χ{|x1|<|x2|} dx = 2

� ε/2

ε/2

� x1

−x1

−2x1

ε
dx2dx1 = −ε2

and, similarly,

Zε
22 =

�
Q(0,ε)

x2
−2 sgn(x2)

ε
χ{|x2|<|x1|} dx = −ε2.

On the other hand,

Zε
12 =

�
Q(0,ε)

x2
−2 sgn(x1)

ε
χ{|x1|<|x2|} dx = 0

since the integrand is odd in x2 and x1 and the region of integration is symmetric in both

variables, and the same is true for Zε
21. We can also calculate z̃ε as the volume of a pyramid

with base ε2 and height 1 to �nd z̃ε = 1
3
ε2.

From this, (3.80) becomes

−5

3
ε2Aε,l = Ṽ ε,l, (3.81)

We now prove that f ε → 0 in W 1,1(Ω;Rd). We have

�
Ω

|f ε| dx =
1

2

∑
l

�
Qε,l∩Ω

|φε(x− yε,l)Aε,l(x− yε,l, x− yε,l)| dx

≤ C
∑
l

|Aε,l|ε2L2(Qε,l ∩ Ω) ≤ Cε2
∑
l

|Ṽ ε,l|

≤ Cε2
∑
l

�
Qε,l
|V | dx ≤ Cε2‖V ‖L1(Ω)
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where we have used (3.81). Furthermore, again by (3.81) we obtain

�
Ω

|∇f ε| dx ≤ C

[∑
l

‖∇φε‖L∞|Aε,l|ε2L2(Qε,l ∩ Ω) + ‖φε‖L∞|Aε,l|εL2(Qε,l ∩ Ω)

]

≤ C

[∑
l

1

ε
ε2L2(Qε,l ∩ Ω) + |Aε,l|εL2(Qε,l ∩ Ω)

]
≤ Cε‖V ‖L1(Ω).

Next, we show that supε |D2f ε|(Ω) ≤ C‖V ‖L1(Ω). Indeed, by (3.81)

�
Ω

|∇2f ε| dx ≤ C
∑
l

[
|Aε,l|ε1

ε
L2(Qε,l ∩ Ω) + |Aε,l|L2(Qε,l ∩ Ω)

]
≤ C‖V ‖L1(Ω),

and

�
Ω∩S(∇fε)

|[∇f ε]| dH1 ≤
∑
l

�
∂Qε,l∩Ω

|[∇f ε]| dH1 +

�
dε,l
|[∇f ε]| dH1

≤ C
∑
l

(
1

ε

(
|Aε,l|ε2

)
ε+ |Aε,l|ε2

)
≤ C

∑
l

|Aε,l|L2(Qε,l) ≤ C‖V ‖L1(Ω),

where dε,l is the union of the diagonals of Qε,l, and we used the estimate

�
dε,l
|[∇f ε]| dH1 ≤ C

� ε

0

1

ε
|Aε,l||(t, t)|2 dt ≤ C|Aε,l|ε2.

That ∇2f ε
∗
⇀ V in M(Ω) follows from (3.79), the inequalities above and from Lemma

3.13.

3.4.2 The global method

Let A(Ω) be the family of open subsets of Ω. Consider a functional

F : SD2(Ω)×A(Ω)→ [0,+∞] (3.82)

satisfying the following hypotheses:

(I1) F(u, U ; ·) is the restriction to A(Ω) of a Radon measure for every (u, U) ∈ SD2(Ω).

(I2) F(·, ·;A) is SD2-lower semicontinuous, in the sense that if (u, U) ∈ SD2(Ω), {(un, Un)} ⊂
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SD2(Ω), un → u in W 1,1(Ω;Rd) and Un
∗
⇀ U inM(Ω), then

F(u, U ;A) ≤ lim inf
n→+∞

F(un, Un;A).

(I3) F is local, i.e., for all A ∈ A(Ω), if u = v and U = V LN a.e. x ∈ A then F(u, U ;A) =

F(v, V ;A).

(I4) There exists a constant C > 0 such that

1

C
(‖U‖L1(A) + |D2u|(A)) ≤ F(u, U ;A) ≤ C(LN(A) + ‖U‖L1(A) + |D2u|(A))

for every (u, U) ∈ SD2(Ω), A ∈ A(Ω).

In the spirit of the global method for relaxation [18, 19], given (u, U ;A) ∈ SD2(Ω)×A(Ω)

we de�ne

A(u, U ;A) :=

{
(v, V ) ∈ SD2(Ω) : spt (u− v) ⊂⊂ A,

�
A

(U − V ) dx = 0

}
, (3.83)

and

m(u, U ;A) := inf {F(v, V ;A) : (v, V ) ∈ A(u, U ;A)} . (3.84)

Lemma 3.14. If (I1) and (I4) hold, then for every (u, U) ∈ SD2(Ω) and A ∈ A(Ω)

lim sup
δ→0+

m(u, U ;Aδ) ≤ m(u, U ;A),

where Aδ = {x ∈ A : dist(x, ∂A) > δ}.

Proof. Let ε > 0. Choose (ũ, Ũ) ∈ A(u, U ;A) such that

F(ũ, Ũ ;A) ≤ m(u, U ;A) + ε.

Let δ0 := dist(spt(u− ũ), ∂A) > 0. For 0 < δ < δ0/2 de�ne

Û =

{
Ũ in A2δ,

(LN(Aδ\A2δ))
−1(

�
Aδ
U dx−

�
A2δ

Ũ dx) on Aδ \ A2δ.
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Since (ũ, Û) ∈ A(u, U ;Aδ), for every compact set K ⊂ A2δ we have by (I1) and (I3),

m(u, U ;Aδ) ≤ F(ũ, Û ;Aδ)

≤ F(ũ, Ũ ;A2δ) + F(u, Û ;Aδ\K)

≤ F(ũ, Ũ ;A) + C

(
LN(A\K) +

�
Aδ\K

|Û | dx+ |D2u|(A\K)

)
≤ m(u, U ;A) + ε+ C

(
LN(A\K) + |D2u|(A\K)

+
LN(Aδ\K)

LN(Aδ\A2δ)

∣∣∣∣�
Aδ

U dx−
�
A2δ

Ũ dx

∣∣∣∣ ).
Using inner regularity and letting K ↗ A2δ, we have

m(u, U ;Aδ) ≤ m(u, U ;A) + ε

+ C

(
LN(A\A2δ) + |D2u|(A\A2δ) +

∣∣∣∣�
Aδ

U dx−
�
A2δ

Ũ dx

∣∣∣∣ )

and since
�
A
U dx =

�
A
Ũ dx, we obtain

lim sup
δ→0+

m(u, U ;Aδ) ≤ m(u;A) + ε

and by letting ε go to zero we �nish the proof.

Again by analogy with [18, 19], for a �xed (u, U) ∈ SD2(Ω) we set µ := LN Ω + |D2
su|,

we de�ne

A∗(Ω) := {Qν(x, ε) : x ∈ Ω, ν ∈ SN−1, ε > 0},

and for A ∈ A(Ω) and δ > 0,

mδ(u, U ;A) := inf

{ ∞∑
i=1

m(u, U ;Qi) : Qi ∈ A∗(Ω), Qi ∩Qj = ∅, Qi ⊂ A,

diam(Qi) < δ, µ(A \ ∪∞i=1Qi) = 0

}
.

Since mδ increases as δ goes to 0, we can de�ne

m∗(u, U ;A) := sup
δ>0

mδ(u, U ;A) = lim
δ→0+

mδ(u, U ;A).
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Lemma 3.15. Assume that hypotheses (I1)-(I4) hold. Then for all A ∈ A(Ω)

F(u, U ;A) = m∗(u, U ;A).

Proof. Fix A ∈ A(Ω). For every δ > 0 and every collection of cubes {Qi}∞i=1 admissible in

the de�nition of mδ we obtain

mδ(u, U ;A) ≤
∞∑
i=1

m(u, U ;Qi) ≤
∞∑
i=1

F(u, U ;Qi) ≤ F(u, U ;A)

where we used (I1) in the last inequality. Hence m∗(u, U ;A) ≤ F(u, U ;A).

Conversely, �x δ > 0 and choose a family {Qδ
i}∞i=1 such that

∞∑
i=1

m(u, U ;Qδ
i ) ≤ mδ(u, U ;A) + δ.

For each Qδ
i let (vδi , V

δ
i ) ∈ A(u, U ;Qδ

i ) be such that

F(vδi , V
δ
i ;Qδ

i ) ≤ m(u, U ;Qδ
i ) + δLN(Qδ

i ).

Now, we stitch together these vδi and V
δ
i to de�ne

vδ :=
∞∑
i=1

vδiχQδi + uχNδ , V
δ :=

∞∑
i=1

V δ
i χQδi + UχNδ ,

where Nδ := Ω \ ∪∞i=1Q
δ
i . By the coercivity hypothesis (I4), we have vδ ∈ BH(Ω) and

V δ ∈ L1(Ω). By (I1) and (I3),

F(vδ, V δ;A) =
∞∑
i=1

F(vδi , V
δ
i ;Qδ

i ) + F(u, U ;Nδ ∩ A),

and since µ(Nδ ∩ A) = 0, by (I4) we have F(u, U ;Nδ ∩ A) = 0, and so

F(vδ, V δ;A) ≤
∞∑
i=1

[
m(u, U ;Qδ

i ) + δLN(Qδ
i )
]
≤ mδ(u, U ;A) + δ + δLN(A).

If we prove that vδ → u in W 1,1(Ω;Rd) and V δ ∗⇀ U inM(Ω), then by lower semiconti-

nuity of F (see (I2)), we will have

F(u, U ;A) ≤ lim inf
δ→0+

F(vδ, V δ;A) ≤ lim inf
δ→0+

mδ(u, U ;A) = m∗(u, U ;A),
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thus proving the lemma. To see that vδ → u in W 1,1, by the BV Poincaré inequality (see

Theorem 5.10 in [41]) applied to
(
∇u−∇vδ

)
we obtain

‖∇u−∇vδ‖L1(Ω) =
∞∑
i=1

‖∇u−∇vδ‖L1(Qδi )
≤

∞∑
i=1

Cδ|D2u−D2vδ|(Qδ
i )

≤ Cδ(|D2u|(A) + |D2vδ|(A)).

By coercivity of F (see (I4)) we have that {|D2vδ|(A)} is bounded, so this term goes to 0

with δ. By Poincaré's inequality applied now to u−v, we see that since ‖∇u−∇vδ‖L1(Ω) → 0

we have that ‖u− vδ‖W 1,1(Ω) → 0. Finally, again by (I4)

sup
δ
‖V δ‖L1(Ω) <∞

and applying Lemma 3.13 we conclude that V δ ∗⇀ U inM(Ω).

Theorem 3.16. If (I1), (I2) and (I4) hold then for every (u, U) ∈ SD2(Ω) and for all

ν ∈ SN−1

lim
ε→0+

F(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))
= lim

ε→0+

m(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))

for µ a.e. x0 ∈ Ω where µ := LN Ω + |D2
su|.

Proof. By (I4), F (u, U ; ·) is absolutely continuous with respect to µ. Therefore, by Besicov-

itch's derivation theorem,

lim
ε→0+

F(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))

exist for µ-almost every x0 ∈ Ω. Since m(u, U ; ·) ≤ F(u, U ; ·), we have trivially that

lim
ε→0+

F(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))
≥ lim sup

ε→0+

m(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))

whenever the left-hand limit exists. Thus, it su�ces to show that

lim inf
ε→0+

m(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))
≥ lim

ε→0+

F(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))

for µ-almost every x0 ∈ Ω. Fix t > 0 and let

Et := {x ∈ Ω : ∃ εn → 0 such that µ(∂Qν(x, εn)) = 0 and

F(u, U ;Qν(x, εn)) > m(u, U ;Qν(x, εn)) + tµ(Qν(x, εn)) for every n}.
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First, we observe that the condition that µ does not charge the boundary of the cubes is

innocuous: for every x ∈ Ω such that there is a sequence {εn} converging to 0 with

F(u, U ;Qν(x, εn)) > m(u, U ;Qν(x, εn)) + tµ(Qν(x, εn))

we can �nd another sequence {ε′n} such that

F(u, U ;Qν(x, ε
′
n)) > m(u, U ;Qν(x, ε

′
n)) + tµ(Qν(x, ε

′
n)), µ(∂Qν(x, ε

′
n)) = 0. (3.85)

Indeed, for every n we can �nd εkn ↗ εn so that µ(∂Qν(x, ε
k
n)) = 0. By inner regularity we

have

lim
k→∞
F(u, U ;Qν(x, ε

k
n)) = F(u, U ;Qν(x, εn)), lim

k→∞
µ(Qν(x, ε

k
n)) = µ(Qν(x, εn)),

and by Lemma 3.14

lim sup
k→∞

m(u, U ;Qν(x, ε
k
n)) ≤ m(u, U ;Qν(x, εn)).

Hence for k large enough we have

F(u, U ;Qν(x, ε
k
n)) > m(u, U ;Qν(x, ε

k
n)) + tµ(Qν(x, ε

k
n)).

Extracting a diagonal subsequence of {εkn} we obtain a suitable subsequence {ε′n := ε
k(n)
n } for

which (3.85) holds. Thus we see that without loss of generality we can take the εn so that µ

does not charge the boundary.

Fix a compact set K ⊂ Ω such that K ⊂ Et. For δ > 0, de�ne the families of cubes

Xδ := {Qν(x, ε) : ε < δ, Qν(x, ε) ⊂ Ω, µ(∂Qν(x, ε)) = 0,

F(u, U ;Qν(x, ε)) > m(u, U ;Qν(x, ε)) + tµ(Qν(x, ε))},

Y δ = {Qν(x, ε) : ε < δ, Qν(x, ε) ⊂ Ω \K, µ(∂Qν(x, ε)) = 0}.

Since K ⊂ Et, for every x ∈ K there exists Qν(x, ε) ∈ Xδ for some ε < δ, and, similarly, if

x ∈ Ω \K there exists a cube Qν(x, ε) ∈ Y δ. Hence we can write

Ω =
⋃
Q∈Xδ

Q ∪
⋃

Q′∈Y δ
Q′

and applying the Vitali-Besicovitch covering theorem, we can �nd a countable collection of
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QXδ

i ∈ Xδ, QY δ

j ∈ Y δ, all mutually disjoint, such that

Ω =
∞⋃
i=1

QXδ

i ∪
∞⋃
j=1

QY δ

j ∪ E

where µ(E) = 0, and, as a consequence F(u, U ;E) = 0. Note that since QY δ

j ⊂ Ω \K for all

j, we have

µ(K) = µ(Ω ∩K) = µ

(
∞⋃
i=1

QXδ

i

)
,

and thus

F(u, U ; Ω) =
∞∑
i=1

F(u, U ;QXδ

i ) +
∞∑
j=1

F(u, U ;QY δ

j )

≥
∞∑
i=1

[
m(u, U ;QXδ

i ) + tµ(QXδ

i )
]

+
∞∑
j=1

m(u, U ;QY δ

j )

≥ mδ(u, U ; Ω) + t
∞∑
i=1

µ(QXδ

i ) = mδ(u, U ; Ω) + tµ(K).

Sending δ → 0, we can apply Lemma 3.15 to obtain

F(u, U ; Ω) ≥ m∗(u, U,Ω) + tµ(K) = F(u, U ; Ω) + tµ(K)

and so µ(K) = 0 for every compact K ⊂ Et. By inner regularity we conclude that µ(Et) = 0,

i.e., for µ-almost every x ∈ Ω, if ε is su�ciently small,

F(u, U ;Qν(x, ε)) ≤ m(u, U ;Qν(x, ε)) + tµ(Qν(x, ε))

and thus

lim
ε→0+

F(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))
≤ lim inf

ε→0+

m(u, U ;Qν(x0, ε))

µ(Qν(x0, ε))
+ t.

Sending t→ 0, we assert our claim.

Lemma 3.1. Assume that hypotheses (I1), (I3) and (I4) hold. Let {(vε, Vε)} ⊂ SD2(Ω),

(u, U) ∈ SD2(Ω), x0 ∈ Ω, ν ∈ SN−1, and let λ be a nonnegative Radon measure on Ω. Let

x0 ∈ Ω and suppose that

lim
ε→0+

m(u, U ;Qν(x0, ε))

λ(Qν(x0, ε))
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exists. Then,

lim sup
ε→0+

m(vε, Vε;Qν(x0, ε))

λ(Qν(x0, ε))
− lim

ε→0+

m(u, U ;Qν(x0, ε))

λ(Qν(x0, ε))
≤

lim sup
δ→1−

lim sup
ε→0+

C

λ(Qν(x0, ε))

{
εN+1 + εN(1− δN) + |D2u|(Qν(x0, ε) \Qν(x0, δε))

+ |D2vε|(Qν(x0, ε) \Qν(x0, δε)) +
1

ε2(1− δ)2

�
Qν(x0,ε)

|u(x)− vε(x)| dx

+
1

ε(1− δ)

�
Qν(x0,ε)

|∇u(x)−∇vε(x)| dx+

∣∣∣∣�
Qν(x0,ε)

Vε dx−
�
Qν(x0,δε)

U dx

∣∣∣∣}.
Proof. Fix δ ∈ (0, 1) and let ε > 0 be so small that Qν(x0, ε) ⊂ Ω. Choose a cut-o� function

φ ∈ C∞c (Qν(x0, ε)) such that φ = 1 in a neighborhood of Qν(x0, εδ),

‖∇φ‖L∞ ≤
2

ε(1− δ)
, and ‖∇2φ‖L∞ ≤

4

ε2(1− δ)2
.

De�ne

wε :=

{
φu+ (1− φ)vε in Qν(x0, ε),

vε otherwise,

and choose (ũ, Ũ) ∈ A(u, U ;Qν(x0, εδ)) such that

1

2
εN+1 +m(u, U ;Qν(x0, εδ)) ≥ F(ũ, Ũ ;Qν(x0, εδ)).

By outer regularity of F(ũ, Ũ ; ·) (see (I1)) we can �nd δ′ ∈ (δ, 1) such that

F(ũ, Ũ ;Qν(x0, εδ
′))− 1

2
εN+1 ≤ F(ũ, Ũ ;Qν(x0, εδ)).

Set

ṽε :=

ũ in Qν(x0, εδ),

wε on Ω \Qν(x0, εδ),

and

Ṽε :=

{
Ũ in Qν(x0, εδ),

(LN(Qν(x0, ε)\Qν(x0, εδ))
−1(

�
Qν(x0,ε)

Vε dx−
�
Qν(x0,εδ)

U dx) on Ω \Qν(x0, εδ).

Recalling that
�
Qν(x0,εδ)

U dx =
�
Qν(x0,εδ)

Ũ dx, we have (ṽε, Ṽε) ∈ A(vε, Vε;Qν(x0, ε)), and by
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(I3) and (I4) we obtain

m(vε, Vε;Qν(x0, ε)) ≤ F(ṽε, Ṽε;Qν(x0, ε))

≤ F(ũ, Ũ ;Qν(x0, εδ
′)) + F(wε, Ṽε;Qν(x0, ε) \Qν(x0, εδ))

≤ εN+1 +m(u, U ;Qν(x0, εδ)) +

C

(
εN(1− δN) + |D2wε|(Qν(x0, ε) \Qν(x0, εδ)) +∣∣∣∣�

Qν(x0,ε)

Vε dx−
�
Qν(x0,εδ)

U dx

∣∣∣∣). (3.86)

Since

∇wε = (u− vε)⊗∇φ+ φ∇u+ (1− φ)∇vε,

we obtain

|D2wε|(Qν(x0, ε) \Qν(x0, εδ)) ≤ C

{
|D2u|(Qν(x0, ε) \Qν(x0, εδ))

+|D2vε|(Qν(x0, ε) \Qν(x0, εδ))

+
1

ε2(1− δ)2

�
Qν(x0,ε)

|u(x)− vε(x)| dx

+
1

ε(1− δ)

�
Qν(x0,ε)

|∇u(x)−∇vε(x)| dx.
}

(3.87)

From Lemma 2.4 we deduce that

lim
δ→1−

lim
ε→0+

m(u, U ;Qν(x0, εδ))

λ(Qν(x0, ε))
= lim

δ→1−
lim
ε→0+

(
m(u, U ;Qν(x0, εδ))

λ(Qν(x0, εδ))

λ(Qν(x0, εδ))

λ(Qν(x0, ε))

)
≤ lim

ε→0+

m(u, U ;Qν(x0, ε))

λ(Qν(x0, ε))
,

and hence to complete the proof it su�ces to substitute (3.87) into (3.86), divide the resulting

inequality by λ(Qν(x0, ε)) and take the lim sup as ε→ 0+ and δ → 1−.

The next corollary is an immediate consequence of the previous lemma.

Corollary 3.17. Assume that hypotheses (I1), (I3) and (I4) hold. Let (v, V ), (u, U) ∈
SD2(Ω), x0 ∈ Ω, ν ∈ SN−1, and let λ be a nonnegative Radon measure on Ω be given. Let

x0 ∈ Ω and suppose that

lim
ε→0+

m(u, U ;Qν(x0, ε))

λ(Qν(x0, ε))
and lim

ε→0+

m(v, V ;Qν(x0, ε))

λ(Qν(x0, ε))
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exist. Then∣∣∣∣ lim
ε→0+

m(v, V ;Qν(x0, ε))

λ(Qν(x0, ε))
− lim

ε→0+

m(u, U ;Qν(x0, ε))

λ(Qν(x0, ε))

∣∣∣∣
≤ lim sup

δ→1−
lim sup
ε→0+

C

λ(Qν(x0, ε))

{
εN+1 + εN(1− δN) + |D2u|(Qν(x0, ε) \Qν(x0, δε))

+ |D2v|(Qν(x0, ε) \Qν(x0, δε)) +
1

ε2(1− δ)2

�
Qν(x0,ε)

|u(x)− v(x)| dx

+
1

ε(1− δ)

�
Qν(x0,ε)

|∇u(x)−∇v(x)| dx+

∣∣∣∣�
Qν(x0,ε)

V dx−
�
Qν(x0,ε)

U dx

∣∣∣∣
+

∣∣∣∣�
Qν(x0,ε)\Qν(x0,δε)

V dx

∣∣∣∣+

∣∣∣∣�
Qν(x0,ε)\Qν(x0,δε)

U dx

∣∣∣∣}.
Theorem 3.18. Under hypotheses (I1), (I2), (I3),and (I4), for every (u, U) ∈ SD2(Ω) and

A ∈ A(Ω) we have

F(u, U ;A) =

�
A

f(x, u,∇u,∇2u, U) dx+

�
S(∇u)∩A

h(x, u,∇u+,∇u−, ν∇u) dHN−1,

where

f(x0, r, ξ, G,H) := lim
ε→0+

m(r + ξ(· − x0) + 1/2G(· − x0, · − x0), H;Q(x0, ε))

εN
,

g(x0, r, η, ζ, ν) := lim
ε→0+

m(r + uη,ζ,ν(· − x0), O;Qν(x0, ε))

εN−1
,

for all x0 ∈ Ω, r ∈ RN , ξ, η, ζ ∈ Rd×N , G,H ∈ Rd×N×N , ν ∈ SN−1, with O ∈ Rd×N×N being

the matrix with all entries equal to zero, and

uη,ζ,ν(y) :=

{
ηy if y · ν > 0,

ζy otherwise.

Proof. We �rst show that

dF(u, U ; ·)
dLN

(x0) = f(x0, u(x0),∇u(x0),∇2u(x0), U(x0)) (3.88)

for LN a.e. x0 ∈ Ω. De�ne

va(x) := u(x0) +∇u(x0)(x− x0) +
1

2
∇2u(x0)(x− x0, x− x0).

78



3.4 Global method in SD2 3 STRUCTURED DEFORMATIONS AND BH

By Theorem 2.15 and Theorem 3.16, for LN a.e. x0 ∈ Ω,

lim
ε→0+

1

ε2

�
Q(x0,ε)

|u(x)− va(x)| dx = 0, lim
ε→0+

1

ε

�
Q(x0,ε)

|∇u(x)−∇va(x)| dx = 0, (3.89)

lim
ε→0+

|D2u|(Q(x0; ε))

LN(Q(x0; ε))
= |∇2u(x0)|, (3.90)

dF(u, U ; ·)
dLN

(x0) = lim
ε→0+

m(u, U ;Q(x0; ε))

LN(Q(x0; ε))
, (3.91)

dF(va, U(x0); ·)
dLN

(x0) = lim
ε→0+

m(va, U(x0);Q(x0; ε))

LN(Q(x0; ε))
, (3.92)

lim
ε→0+

�
Q(x0,ε)

|U(x)− U(x0)| dx = 0 (3.93)

Select a point x0 ∈ Ω with the above properties. Apply Corollary 3.17 with v := va, V :=

U(x0) and λ := LN Ω to �nd∣∣∣∣ lim
ε→0+

m(va, U(x0);Qν(x0, ε))

LN(Qν(x0, ε))
− lim

ε→0+

m(u, U ;Qν(x0, ε))

LN(Qν(x0, ε))

∣∣∣∣ ≤ C lim sup
δ→1−

lim sup
ε→0+

G(ε, δ, u, va, U),

where

G(ε, δ, u, va, U) := C

{
ε+ (1− δN) +

|D2u|(Qν(x0, ε) \Qν(x0, δε))

εN
+ |∇2u(x0)|(1− δN)

+
1

(1− δ)2

1

ε2

�
Q(x0,ε)

|u(x)− va(x)| dx

+
1

(1− δ)
1

ε

�
Q(x0,ε)

|∇u(x)−∇va(x)| dx

+

∣∣∣∣�
Q(x0,ε)

U dx− U(x0)

∣∣∣∣+

∣∣∣∣ 1

εN

�
Q(x0,ε)\Q(x0,εδ)

U dx

∣∣∣∣+ (1− δN)U(x0).

}
By (3.90) we �nd

0 ≤ lim sup
δ→1−

lim sup
ε→0+

|D2u|(Qν(x0, ε) \Qν(x0, δε))

εN
≤ lim sup

δ→1−
|∇2u(x0)|(1− δN) = 0,

79



3.4 Global method in SD2 3 STRUCTURED DEFORMATIONS AND BH

and by (3.93) we obtain

lim sup
δ→1−

lim sup
ε→0+

∣∣∣∣ 1

εN

�
Q(x0,ε)\Q(x0,εδ)

U dx

∣∣∣∣ = lim sup
δ→1−

lim sup
ε→0+

∣∣∣∣�
Q(x0,ε)

U dx− δN
�
Q(x0,εδ)

U dx

∣∣∣∣
= lim sup

δ→1−
|U(x0)− δNU(x0)| = 0,

which, together with (3.89), yields

lim sup
δ→1−

lim sup
ε→0+

G(ε, δ, u, va, U) = 0

and, consequently,

dF(u, U ; ·)
dLN

(x0) = lim
ε→0+

m(u, U ;Qν(x0, ε))

LN(Qν(x0, ε))
= lim

ε→0+

m(va, U(x0);Qν(x0, ε))

LN(Qν(x0, ε))
,

concluding the proof of (3.88).

Now we show that

dF(u, U ; ·)
dHN−1bS(∇u)

(x0) = g(x0, u(x0),∇u+(x0),∇u−(x0), ν∇u(x0)),

for HN−1bS(∇u) a.e. x0 ∈ Ω. Hereafter, for simplicity, we will just write ν in place of ν∇u.

De�ne

vJ(x) := u(x0) +

{
∇u+(x0)(x− x0) if (x− x0) · ν(x0) > 0,

∇u−(x0)(x− x0) if (x− x0) · ν(x0) < 0.

Again by Theorem 2.15 and Theorem 3.16, for HN−1 a.e. x0 ∈ S(∇u) we have

lim
ε→0+

1

ε

�
Qν(x0,ε)

|u(x)− vJ(x)| dx = 0, lim
ε→0+

�
Qν(x0,ε)

|∇u(x)−∇vJ(x)| dx = 0, (3.94)

lim
ε→0+

|D2u|(Qν(x0; ε))

εN−1
= |[∇u](x0)|, (3.95)

dF(u, U ; ·)
dHN−1bS(∇u)

(x0) = lim
ε→0+

m(u, U ;Qν(x0; ε))

εN−1
, (3.96)

dF(vJ , O; ·)
dHN−1bS(∇u)

(x0) = lim
ε→0+

m(vJ , O;Qν(x0; ε))

εN−1
, (3.97)
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lim
ε→0+

1

εN−1

�
Qν(x0;ε)

|U |dx = 0. (3.98)

Select a point x0 ∈ S(∇u) such that the above properties hold. Apply Corollary 3.17

with v := vJ , V := O and λ := HN−1 S(∇u) to deduce that∣∣∣∣ lim
ε→0+

m(vJ , O;Qν(x0, ε))

εN−1
− lim

ε→0+

m(u, U ;Qν(x0, ε))

εN−1

∣∣∣∣ ≤ C lim sup
δ→1−

lim sup
ε→0+

GJ(ε, δ, u, vJ , U),

where

GJ(ε, δ, u, vJ , U) = C

{
ε2 + ε(1− δN) +

|D2u|(Qν(x0, ε) \Qν(x0, δε))

εN−1
+ |[∇u](x0)|(1− δN−1)

+
1

(1− δ)2

1

ε

�
Qν(x0,ε)

|u(x)− vJ(x)| dx

+
1

(1− δ)

�
Qν(x0,ε)

|∇u(x)−∇vJ(x)| dx

+ε

∣∣∣∣�
Qν(x0,ε)

U dx

∣∣∣∣+

∣∣∣∣ 1

εN−1

�
Qν(x0,ε)\Qν(x0,εδ)

U dx

∣∣∣∣ }.
By (3.95) we �nd

0 ≤ lim sup
δ→1−

lim sup
ε→0+

|D2u|(Qν(x0, ε) \Qν(x0, δε))

εN−1
≤ lim sup

δ→1−
|[∇u](x0)|(1− δN−1) = 0,

while from (3.98) we obtain

lim sup
ε→0+

∣∣∣∣ 1

εN−1

�
Qν(x0,ε)\Qν(x0,εδ)

U dx

∣∣∣∣ ≤ lim
ε→0+

1

εN−1

�
Qν(x0,ε)

|U | dx = 0,

and thus, using Eq. (3.94), we conclude that

lim sup
δ→1−

lim sup
ε→0+

GJ(ε, δ, u, vJ , U) = 0,

and hence the proof is completed.
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3.4.3 Applications (SD2 integral representation)

We consider the functional de�ned for each A ∈ A(Ω) by

F0(u;A) :=


�
A
f0(x, u,∇u,∇2u) dx

+
�
S(∇u)∩A g0(x, u,∇u+,∇u−, ν∇u) dHN−1 if u ∈ SBH(Ω;Rd),

+∞ otherwise,

(3.99)

where the densities f0 and g0 satisfy the following hypotheses:

(J1) f0 : Ω× Rd × Rd×N × Rd×N×N → [0,+∞) continuous and

1

C
|Λ| ≤ f0(x, u, ξ,Λ) ≤ C(1 + |Λ|)

for all (x, u, ξ,Λ) ∈ Ω× Rd × Rd×N × Rd×N×N and for some C > 0;

(J2) the function g0 : Ω× Rd × (Rd×N)2 × SN−1 → [0,+∞) is continuous and

1

C
|ξ − η| ≤ g0(x, u, ξ, η, ν) ≤ C(1 + |ξ − η|)

for all (x, u, ξ, η, ν) ∈ Ω× Rd × (Rd×N)2 × SN−1 and for some C > 0;

The functional F : SD2(Ω)×A(Ω)→ [0,+∞) is de�ned by

F(u, U ;A) := inf{lim inf
n→+∞

F0(un;A) : un → u, in L1(Ω;Rd),∇2un
∗
⇀ U}. (3.100)

Lemma 3.19. For every (u, U) ∈ SD2(Ω), A ∈ A(Ω) and every sequence {(un, Un)} ⊂
SD2(Ω) such that un → u in L1(Ω;Rd) and Un

∗
⇀ U in inM(Ω;Rd×N×N),

F(u, U ;A) ≤ lim inf
n→∞

F(un, Un;A).

Proof. Fix a sequence {(un, Un)} ⊂ SD2(Ω) such that un → u in L1 and Un
∗
⇀ U . For every

(un, Un) we can pick a sequence {(un,k, Un,k)} ⊂ SD2(Ω) such that un,k → un in L1 and

Un,k
∗
⇀ Un as k →∞ and

lim inf
k→∞

F0(un,k, Un,k;A) ≤ F(un, Un;A) +
1

n
.

We can extract diagonalized sequences vn := un,kn and Vn := vn,kn such that vn → u in L1,

Vn
∗
⇀ U as n→∞, and

lim inf
n→∞

F0(vn, Vn;A) ≤ lim inf
n→∞

F(un, Un;A)

82



3.4 Global method in SD2 3 STRUCTURED DEFORMATIONS AND BH

and thus

F(u, U ;A) ≤ lim inf
n→∞

F(un, Un;A).

Lemma 3.20. The functional F is local, i.e., for all A ∈ A(Ω), if u = v and U = V LN

a.e. x ∈ A then F(u, U ;A) = F(v, V ;A).

Proof. Let A, u, U , and v, V be as in the statement of the lemma. For every sequence

{(un, Un)} ⊂ SD2(Ω) such that un → u in L1(A) and Un
∗
⇀ U , we also have un → v in L1(A)

and Vn
∗
⇀ V . Thus

F(u, U ;A) ≥ F(v, V ;A),

and by symmetry we conclude that

F(u, U ;A) = F(v, V ;A).

Lemma 3.21. Assume hypotheses (J1) and (J2) hold. For every (u, U) ∈ SD2(Ω) and for

every A ∈ A(Ω) we have

1

C

(
‖U‖L1(A) + |D2u|(A)

)
≤ F(u;A) ≤ C

(
LN(A) + ‖U‖L1(A) + |D2u|(A)

)
where C > 0. Moreover, for every u ∈ BH(Ω;Rd) the functional F(u; ·) is the restriction to

A(Ω) of a Radon measure.

Proof. We note that hypotheses (J1) and (J2) imply that

1

C
|D2u|(A) ≤ F0(u;A) ≤ C(LN(A) + |D2u|(A))

for every u ∈ SBH(Ω;RN) and A ∈ A(Ω). For any (u, U) ∈ SD2(Ω) and any δ > 0, we can

�nd un ∈ SBH(Ω;Rd) such that un → u in L1, ∇2un
∗
⇀ U , and

F(u, U ;A) ≥ lim inf
n→∞

F0(un;A)− δ.

On one hand, this implies that

F(u, U ;A) ≥ lim inf
n→∞

1

C
|D2un|(A)− δ ≥ 1

C
|D2u|(A)− δ,
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and letting δ → 0 we have

F(u, U ;A) ≥ 1

C
|D2u|(A). (3.101)

On the other hand, we obtain

F(u, U ;A) ≥ lim inf
n→∞

1

C
|D2un|(A)− δ ≥ lim inf

n→∞

1

C
‖∇2un‖L1(A) − δ ≥

1

C
‖U‖L1(A) − δ

and, again letting δ → 0, we have

F(u, U ;A) ≥ 1

C
‖U‖L1(A).

Averaging this with (3.101), we deduce that

F(u, U ;A) ≥ 1

C

(
‖U‖L1(A) + |D2u|(A)

)
.

To prove the upper bound, we consider the sequence {un} constructed in Theorem 3.12 which

satis�es un → u in L1, ∇2un
∗
⇀ U and

sup
n
|D(∇un)|(A) ≤ C

(
|D(∇u)|(A) + ‖U‖L1(A)

)
.

Then we have

F(u, U ;A) ≤ lim inf
n→∞

F0(un;A) ≤ lim inf
n→∞

C
(
LN(A) + |D(∇un)|(A)

)
≤ C

(
LN(A) + |D(∇u)|(A) + ‖U‖L1(A)

)
.

Finally, we will prove that for (u, U) ∈ SD2(Ω), F(u, U ; ·) is the restriction to A(Ω) of

a Radon measure. We will apply the coincidence criterion, Lemma 2.14. Since item (ii)

follows directly from the fact that F0(u, ·) is a Radon measure and item (iii) follows from

the growth condition that we have just proved, it only remains to prove that for any open

sets A,B,C ∈ A(Ω) with A ⊂ B ⊂ C we have

F(u, U ;C) ≤ F(u, U ;C \ A) + F(u, U ;B).

To see this, for ε > 0 we choose vn ∈ BH(Ω;Rd) and wn ∈ BH(Ω;Rd) as in the de�nition of

F(u, U ; ·) (perhaps along a subsequence) so that

lim
n→∞

F0(vn, C \ A) ≤ F(u, U ;C \ A)− ε (3.102)
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and

lim
n→∞

F0(wn, B) ≤ F(u, U ;B)− ε.

We will use a slicing argument in order to construct (up to a subsequence) a sequence {un} ⊂
BH(C;Rd) as in the de�nition of F(u, U ; ·) so that

lim inf
n→∞

F0(un;C) ≤ lim
n→∞

F0(vn, C \ A) + lim
n→∞

F0(wn, B).

Let δ > 0 be so small that

Sδ := {x ∈ B : dist(x,A) < δ} ⊂⊂ B.

Given k ∈ N we can decompose Sδ \ A into a disjoint union of strips, to be precise we write

Sδ \ A =
k⋃
i=1

Li,k,

where

Li,k =

{
x ∈ Sδ :

(i− 1)δ

k
< dist(x,A) ≤ iδ

k

}
.

By coercivity of F0, we have

sup
n
|D(∇vn)|(C \ A) + sup

n
|D(∇wn)|(B) ≤M

for some M <∞, and thus

sup
n

k∑
i=1

(|D(∇vn)|+ |D(∇wn)|) (Li,k) ≤M.

We remark that since there are only �nitely many values of i and in�nitely many values of

n, there must be some �xed i such that

(|D(∇vn)|+ |D(∇wn)|) (Li,k) ≤
M

k

for in�nitely many n ∈ N. Thus for any k, there is a ik ∈ {1, . . . , k} and a subsequence

{n(k)
j } ⊂ {n} such that

(
|D(∇v

n
(k)
j

)|+ |D(∇w
n
(k)
j

)|
)

(Lik,k) ≤
M

k
, ∀j, k ∈ N.

We consider a smooth cuto� function φk ∈ C∞c (B; [0, 1]) such that {0 < φk < 1} ⊂ Lik,k,
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φk(x) = 0 if dist(x,A) ≤ ik−1
k
δ, φk(x) = 1 if dist(x,A) ≥ ik

k
δ and

‖∇φk‖∞ ≤ Ck, ‖∇2φk‖∞ ≤ Ck2.

For x ∈ C, we de�ne
uj,k = φkvn(k)

j
+ (1− φk)wn(k)

j
.

Then we have

F0(uj,k;C) ≤ F0(v
n
(k)
j

;C \ A) + F0(w
n
(k)
j

;B) + F0(uj,k;Lik,k),

and the last term is bounded by

F0(uj,k;Lik,k) ≤C
(
LN(Lik,k) + k2

�
Lik,k

|v
n
(k)
j
− w

n
(k)
j
|dx+ k

�
Lik,k

|∇v
n
(k)
j
−∇w

n
(k)
j
|dx

+ |D(∇v
n
(k)
j

)|(Lik,k) + |D(∇w
n
(k)
j

)|(Lik,k)
)

≤C
(

1

k
+ k2

�
Lik,k

|v
n
(k)
j
− w

n
(k)
j
|dx+ k

�
Lik,k

|∇v
n
(k)
j
−∇w

n
(k)
j
|dx
)
.

Since vn → u and wn → u in W 1,1(B \A), for any k we can choose an element n
(k)
jk

of n
(k)
j so

that the map k 7→ n
(k)
jk

is increasing and

�
B\A
|v
n
(k)
jk

− w
n
(k)
jk

|dx = o(1/k2)

and �
B\A
|∇v

n
(k)
jk

−∇w
n
(k)
jk

|dx = o(1/k).

With this choice we have that

lim inf
k→∞

F0(ujk,k;Lik,k) = 0.

Since vn → u in L1(C \ A), wn → u in L1(B) and ∇2vn
∗
⇀ U in C \ A, ∇2wn

∗
⇀ U in B, we

must have that ujk,k → u in L1(C) and ∇2ujk,k
∗
⇀ U in C. Thus, by de�nition of F(u, U ; ·),

we conclude

F(u, U ;C) ≤ lim inf
k→∞

F0(ujk,k;C) ≤ lim
k→∞
F0(v

n
(k)
jk

;C \ A) + lim
k→∞
F0(w

n
(k)
jk

;B)

≤ F(u, U ;C \ A) + F(u, U ;B)− 2ε.
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Sending ε→ 0, we are done.

Theorem 3.22. Under hypotheses (J1) and (J2) the functional F , de�ned by Eq. (3.100),

there exist functions f : Ω × Rd × Rd×N × Rd×N×N × Rd×N×N → [0,∞) and g : Ω × Rd ×
Rd×N × Rd×N × SN−1 → [0,∞) such that

F(u, U ;A) :=

�
A

f(x, u(x),∇u(x),∇2u(x), U) dx

+

�
S(∇u)∩A

g(x, u(x),∇u+(x),∇u−(x), ν∇u(x)) dHN−1(x),

for all u ∈ SBH(Ω;Rd) and A ∈ A(Ω).

Proof. We note that by Lemmas 3.19, 3.20 and 3.21, the functional F satis�es the hypotheses

of Theorem 3.18, and so the integral representation result follows immediately.

3.4.4 Applications (SBH, BH integral representation)

In this section we obtain integral representation results for abstract lower semicontinuous

functionals on SBH and BH. Consider a functional

F : BH(Ω;Rd)×A(Ω)→ [0,+∞] (3.103)

satisfying the following hypotheses:

(K1) F(u; ·) is the restriction to A(Ω) of a Radon measure,

(K2) F(·;A) is L1(A,Rd)-lower semicontinuous,

(K3) F is local, i.e., for all A ∈ A(Ω) if u = v LN a.e. in A then F(u;A) = F(v;A),

(K4) there exists a constant C > 0 such that

1

C
|D2u|(A) ≤ F(u;A) ≤ C(LN(A) + |D2u|(A)).

Given (u,A) ∈ BH(Ω;Rd)×A(Ω) we introduce

A(u;A) :=
{
v ∈ BH(Ω;Rd) : spt (u− v) ⊂⊂ A

}
, (3.104)

and

m(u;A) := inf{F(v,A) : v ∈ A(u;A)}. (3.105)

As a corollary of Theorem 3.18, we have the following SBH representation theorem.
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Theorem 3.23. Under hypotheses (K1), (K2), (K3) and (K4), for every u ∈ SBH(Ω;Rd)

and A ∈ A(Ω) we have

F(u;A) =

�
A

f(x, u,∇u,∇2u) dx+

�
S(∇u)∩A

h(x, u,∇u+,∇u−, ν∇u) dHN−1,

where

f(x0, g, G,Σ) := lim
ε→0+

m(g +G(· − x0) + 1/2Σ(· − x0, · − x0);Q(x0, ε))

εN
,

h(x0, g, L,H, ν) := lim
ε→0+

m(g + uL,H,ν(· − x0);Qν(x0, ε))

εN−1
,

for all x0 ∈ Ω, g ∈ Rd, G,H, L ∈ Rd×N ,Σ ∈ Rd×N×N , ν ∈ SN−1, and where

uL,H,ν(y) :=

{
Ly if y · ν > 0,

Hy otherwise.

In the case where the functional F is invariant under a�ne translations of u, we can

leverage this result to upper bound F on the space BH.

Corollary 3.24. Let F satisfy hypotheses (K1), (K2), (K3), (K4), and further assume that

for every a�ne function

v(x) := p+ Ax

for p ∈ Rd, A ∈ Rd×N , we have

F(u; ·) = F(u+ v; ·).

Then for every u ∈ SBH(Ω;Rd) and A ∈ A(Ω) we have

F(u;A) =

�
A

f(x,∇2u) dx+

�
S(∇u)∩A

h(x,∇u+ −∇u−, ν∇u) dHN−1

where, with an abuse of notation, we write f(x,Σ) := f(x, 0, 0,Σ) and h(x, J, ν) := h(x, 0, 0, J, ν).

Moreover, for u ∈ BH(Ω;Rd) and A ∈ A(Ω) we have

F(u,A) ≤
�
A

f(x,∇2u) dx+

�
A

f∞
(
x,

dDs(∇u)

d|Ds|(∇u)

)
d|Ds(∇u)|

where f∞ is the recession function de�ned by

f∞(x,Σ) = lim
t→∞

f(x, tΣ)

t
.
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Proof. The assumption that F is a�ne invariant implies that m is also a�ne invariant. Thus

for any x0 ∈ Ω, g ∈ Rd, G ∈ Rd×N , Σ ∈ Rd×N×N , ν ∈ SN−1, we have

f(x0, g, G,Σ) = f(x0, 0, 0,Σ)

and for any x0 ∈ Ω, g ∈ Rd, L,H ∈ Rd×N , ν ∈ SN−1 we have

h(x0, g, L,H, ν) = g(x0, 0, 0, H − L, ν).

In particular, we deduce that for every u ∈ W 2,1(Ω;Rd)

F(u;A) =

�
A

f(x,∇2u) dx.

The relaxation of such functionals to BH was the subject of Section 3.3, where we get an

integral representation of the relaxation, to be precise

inf

{
lim inf
n→∞

F(un;A) :, un ∈ W 2,1(Ω;Rd), un → u, sup
n
‖un‖W 2,1 <∞

}
=

�
A

Q2f(x,∇2u) dx+

�
A

(Q2f)∞
(
x,

dDs(∇u)

d|Ds|(∇u)

)
d|Ds(∇u)| (3.106)

for every u ∈ BH(Ω;Rd), A ∈ A(Ω), where Q2f is the 2-quasiconvex envelope of f . In this

case, since F is lower semicontinuous, we must have that f is 2-quasiconvex as shown in

[9], [46], [61], , and thus Q2f = f . Thus for every u ∈ BH(Ω;Rd) we may take a recovery

sequence for the relaxation un ∈ W 2,1(Ω;Rd) such that un → u in L1 and

lim
n→∞

F(un;A) =

�
A

f(x,∇2u) dx+

�
A

f∞
(
x,

dDs(∇u)

d|Ds|(∇u)

)
d|Ds(∇u)|

to conclude from lower semicontinuity of F that

F(u;A) ≤
�
A

f(x,∇2u) dx+

�
A

f∞
(
x,

dDs(∇u)

d|Ds|(∇u)

)
d|Ds(∇u)|.

We can push this further under a stronger continuity assumption on F . If F is continu-

ous with respect to area-strict convergence, (see De�nition 2.20), then this upper bound is

actually sharp.

This condition is very natural for BH lower semicontinuous integral functionals. Indeed,

Theorem 2.22 shows that 2-quasiconvex potentials along with their recession function of
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the form 3.106 are automatically area-strict continuous. In the �rst order global method

result [19], the area-strict continuity assumption is not needed, but once we have the integral

representation, we can see that it is automatically area-strict continuous by [56]. Thus in

the �rst order case an assumption of area-strict continuity is innocuous, which motivates our

assumption here. With the assumption of area-strict continuity, we have the following:

Corollary 3.25. Let F satisfy hypotheses (K1), (K2), (K3), (K4), and further assume that

for every a�ne function

v(x) := p+ Ax

for p ∈ Rd, A ∈ Rd×N , we have

F(u; ·) = F(u+ v; ·)

and that for every u ∈ BH(Ω;Rd) and every sequence {un} ⊂ BH(Ω;Rd) so that un → u in

L1 and D(∇un)→ D(∇u) area-strictly,

lim
n→∞

F(un; Ω) = F(u; Ω).

Then for every u ∈ BH(Ω;Rd) and A ∈ A(Ω) we have

F(u,A) =

�
A

f(x,∇2u) dx+

�
A

f∞
(
x,

dDs(∇u)

d|Ds|(∇u)

)
d|Ds(∇u)|.

Proof. Following the proof of Corollary 3.25, (K1), (K2), (K3), (K4) and the a�ne invariance

property give us a representation of F onW 2,1(Ω;Rd). For any u ∈ BH, we can use Corollary

3.7 to construct a sequence un ∈ W 2,1(Ω;Rd) so that un → u in L1 and D(∇un) → D(∇u)

area-strictly. Thus, by area-strict continuity, we have

F(u; Ω) = lim
n→∞

F(un; Ω). (3.107)

On the other hand, the functional

u ∈ BH(Ω;Rd) 7→
�

Ω

f(x,∇2u) dx+

�
Ω

f∞
(
x,

dDs(∇u)

d|Ds|(∇u)

)
d|Ds(∇u)| =: I(u; Ω)

is area-strict continuous on BH by Theorem 2.22 and agrees with F on W 2,1, therefore

lim
n→∞

F(un; Ω) = lim
n→∞

I(un; Ω) = I(u; Ω).
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This, together with (3.107) yields

F(u; Ω) =

�
Ω

f(x,∇2u) dx+

�
Ω

f∞
(
x,

dDs(∇u)

d|Ds|(∇u)

)
d|Ds(∇u)|

for every u ∈ BH(Ω;Rd).
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4 Phase Transitions and Homogenization

4.1 Statement of main results

Consider a double well potential W : RN × Rd → [0,∞) satisfying the following properties:

(G0) x 7→ W (x, p) is Q-periodic for all p ∈ Rd,

(G1) W is a Carathéodory function, i.e.,

(i) for all p ∈ Rd the function x 7→ W (x, p) is measurable,

(ii) for a.e. x ∈ Q the function p 7→ W (x, p) is continuous,

(G2) there exist a, b ∈ Rd such that W (x, p) = 0 if and only if p ∈ {a, b}, for a.e. x ∈ Q,

(G3) there exists a continuous function Wc : Rd → [0,∞) such that Wc(p) ≤ W (x, p) for a.e.

x ∈ Q and Wc(p) = 0 if and only if p ∈ {a, b}.

(G4) there exist C > 0 and q ≥ 2 such that 1
C
|p|q−C ≤ W (x, p) ≤ C(1+ |p|q) for a.e. x ∈ Q

and all p ∈ Rd.

Let Ω ⊂ RN be an open bounded set with Lipschitz boundary.

De�nition 4.1. For ε, δ > 0 we de�ne the potential Fε,δ : H1(Ω;Rd)→ [0,∞) by

Fε,δ(u) :=

�
Ω

[
1

δ
W
(x
ε
, u(x)

)
+ δ|∇u(x)|2

]
dx.

Remark 4.2. Hypotheses (G1), (G2) (G3) and (G4) conform with the prototypical potential

W (x, p) :=
k∑
i=1

χEi(x)Wi(p) ,

where Ei ⊂ Q are measurable pairwise disjoint sets with Q = ∪ki=1Ei, and Wi : Rd → [0,∞)

are continuous functions with quadratic growth at in�nity and such that Wi(p) = 0 if and

only if p ∈ {a, b}, modeling the case of a heterogeneous mixture composed of k di�erent

compositions. Here W̃ in (G3) may be taken as W̃ := min{W1, . . . ,Wk}.

4.1.1 The case ε << δ

In the case where ε << δ, the homogenization e�ects occur so rapidly that the system is

essentially homogenized before interacting with the phase transition problem. In this case,

92



4.1 Statement of main results 4 PHASE TRANSITIONS AND HOMOGENIZATION

we prove that the Γ-limit of Fε,δ coincides with the interfacial energy associated with a

homogenized potential. In this regime, we require an additional regularity assumption onW :

(G5) W is locally Lipschitz in p, that is, for every K ⊂ Rd compact there is a constant L

such that

|W (x, p)−W (x, q)| ≤ L|p− q|

for almost every x ∈ Q and every p, q ∈ K.

De�nition 4.3. We de�ne the functional FH
0 : L1(Ω;Rd)→ [0,+∞] as

FH
0 (u) :=


KHP({u = a}; Ω) if u ∈ BV (Ω; {a, b}),

+∞ otherwise.

(4.1)

Here the transition energy density KH is de�ned as

KH := 2 inf

{� 1

0

√
WH(g(s))|g′(s)|ds : g ∈ C1

pw([0, 1];Rd; a, b)

}
, (4.2)

where C1
pw([0, 1];Rd; a, b) denotes the space of piecewise C1 curves from [0, 1] to Rd such that

g(0) = a and g(1) = b, and the homogenized potential WH : Rd → [0,+∞) is given by

WH(p) :=

�
Q

W (y, p) dy (4.3)

When the length scale of homogenization is su�ciently small with respect to the transition

thickness, we have the following result.

Theorem 4.4. Let {εn}n∈N {δn}n∈N be two in�nitesimal sequences such that

lim
n→∞

δ
3
2
n

εn
→ +∞.

Set Fn := Fεn,δn. Assume that W satis�es hypotheses (G0)-(G4). Then the following hold:

1. If {un}n∈N ⊂ H1(Ω;Rd) is such that

sup
n∈N

Fn(un) < +∞,

then, up to a subsequence (not relabeled), we have un → u in L1(Ω;Rd) for some

u ∈ BV (Ω; {a, b}).
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2. As n→∞, we have Fn
Γ−L1

−→ FH
0 .

4.1.2 The case δ = ε

For ε > 0 consider the energy Fε : H1(Ω;Rd)→ [0,∞] de�ned as

Fε(u) := Fε,ε(u) =

�
Ω

[
1

ε
W
(x
ε
, u(x)

)
+ ε|∇u(x)|2

]
dx , (4.4)

We introduce some de�nitions. For ν ∈ SN−1, with SN−1 the unit sphere of RN , we denote

by Qν the family of cubes Qν centered at the origin with two faces orthogonal to ν and with

unit length sides.

De�nition 4.5. Let ν ∈ SN−1 and de�ne the function u0,ν : RN → Rd as

u0,ν(y) :=

{
a if y · ν ≤ 0 ,

b if y · ν > 0 .
(4.5)

Fix a function ρ ∈ C∞c (B(0, 1)) with
�
RN ρ(x)dx = 1, where B(0, 1) is the unit ball in RN .

For T > 0, set ρT (x) := TNρ(Tx) and

ũρ,T,ν := ρT ∗ u0,ν . (4.6)

When it is clear from the context, we will abbreviate ũρ,T,ν as ũT,ν .

De�nition 4.6. We de�ne the function σ : SN−1 → [0,∞) as

σ(ν) := lim
T→∞

g(ν, T ) ,

where

g(ν, T ) :=
1

TN−1
inf
{ �

TQν

[
W (y, u(y)) + |∇u|2

]
dy : Qν ∈ Qν , u ∈ C(ρ,Qν , T )

}
,

and

C(ρ,Qν , T ) :=
{
u ∈ H1(TQν ;Rd) : u = ũρ,T,ν on ∂ (TQν)

}
.

Just as before, if there is no possibility of confusion, we will write C(ρ,Qν , T ) as C(Qν , T ).

Remark 4.7. For every ν ∈ SN−1, σ(ν) is well de�ned and �nite (see Lemma 4.23) and its

de�nition does not depend on the choice of the molli�er ρ (see Lemma 4.25). Moreover, the

function ν 7→ σ(ν) is upper semi-continuous on SN−1 (see Proposition 4.26).
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Figure 1: The misalignment between a square Qν with two faces orthogonal to ν and the
directions of periodicity of W (the grid in the picture) is the reason for the anisotropy
character of the limiting surface energy.

Using [19], it is possible to prove that the in�mum in the de�nition of g(ν, T ) may be

taken with respect to one �xed cube Qν ∈ Qν . Namely, given ν ∈ SN−1 and Qν ∈ Qν it holds

σ(ν) = lim
T→∞

1

TN−1
inf
{�

TQν

[
W (y, u(y)) + |Du|2

]
dy : u ∈ C(Qν , T )

}
.

Remark 4.8. In the context of homogenization when dealing with nonconvex potentials W

it is natural to consider, in the cell problem for the limiting density function σ, the in�mum

over all possible cubes TQν . For instance, this was observed by Müller in [64], where the

asymptotic behavior as ε→∞ of the family of functionals

Gε(u) :=

�
Ω

W
(x
ε
,∇u

)
dx,

de�ned for u ∈ H1(Ω;Rd), is studied. The limiting energy is of the form

�
Ω

W (∇u(x)) dx,

with

W (λ) := inf
k∈N

inf
ψ∈W 1,p

0 (kQ)

1

kN

�
kQ

W (y, λ+∇ψ(y)) dy.

In the case where W is convex, the in�mum over k ∈ N is not needed (see [60]).
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Consider the functional F0 : L1(Ω;Rd)→ [0,∞] de�ned by

F0(u) :=


�
∂∗A

σ(νA(x)) dHN−1(x) if u ∈ BV (Ω; {a, b}),

+∞ else,

(4.7)

where A := {u = a} and νA(x) denotes the measure theoretic external unit normal to the

reduced boundary ∂∗A of A at x (see De�nition 2.9).

We now state the main Γ-convergence result in the case ε = δ.

Theorem 4.9. Let {εn}n∈N be a sequence such that εn → 0 as n → ∞. Assume that (G0),

(G1), (G2), (G3) and (G4) hold.

(i) If {un}n∈N ⊂ H1(Ω;Rd) is such that

sup
n∈N
Fεn(un) < +∞

then, up to a subsequence (not relabeled), un → u in L1(Ω;Rd), where u ∈ BV (Ω; {a, b}),

(ii) As n→∞, it holds Fεn
Γ−L1

−→ F0.

Moreover, the function σ : SN−1 → [0,∞) is continuous.

The proof of the Theorem 4.9 will be divided into several parts. We would like to brie�y

comment on the main ideas we will use.

After establishing auxiliary technical results in Section 4.3.1, we will prove the com-

pactness result of Theorem 4.9 (i) (see Proposition 4.29) by reducing our functional to the

standard Cahn-Hilliard energy (1.3).

In Section 4.3.4 we will obtain the liminf inequality by using the blow-up method intro-

duced by Fonseca and Müller in [44] (see also [45]). Although this strategy can nowadays

can be considered standard, for clarity and completeness we include the argument.

The limsup inequality is presented in Section 4.3.5 and requires new geometric ideas.

This is due to the fact that the periodicity of W in the �rst variable is an essential ingredient

to build a recovery sequence. It turns out (see Proposition 4.19) that there exists a dense

set Λ ⊂ SN−1 such that, for every v1 ∈ Λ there exists Tv1 ∈ N and v2, . . . , vN ∈ Λ for

which W (x + Tv1vi, p) = W (x, p) for a.e. x ∈ Ω, all p ∈ RN and all i = 1, . . . , N , and

such that {v1, . . . , vN} is an orthonormal basis of RN . Using this fact, in the �rst step of

the proof of Proposition 4.31 we obtain a recovery sequence for the special class of functions
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4.2 The case ε << δ 4 PHASE TRANSITIONS AND HOMOGENIZATION

u ∈ BV (Ω; {a, b}) for which the normals to the interface ∂∗A, where A := {u = a}, belong to
Λ. We decided to construct a recovery sequence only locally, in order to avoid the technical

problem of gluing together optimal pro�les for di�erent normal directions to the transition

layer. For this reason, we �rst prove that the localized version of the Γ-limit is a Radon

measure absolutely continuous with respect toHN−1 ¬ ∂∗A, and then we show that its density,

identi�ed using cubes whose faces are orthogonal to elements of Λ, is bounded above by σ.

Finally, in the second step we conclude using a density argument that will invoke Reshetnyak's

upper semi-continuity theorem (see Theorem 2.12) and the upper semi-continuity of σ (see

Proposition 4.26).

4.2 The case ε << δ

We proceed to prove the Γ convergence result in the case where the homogenization occurs

at a much smaller scale than the phase transition. To be precise, we consider the scaling

ε

δ
3
2

→ 0

Remark 4.10. The reason that this scaling is necessary as opposed to the more general case

without a factor of 3
2
is not yet clear. Indeed, if one could show that a sequence {un} with

bounded energy satis�es

lim
n→∞

Fn(un;Q \ {|xN | > δ}) = 0

then Theorem 4.4 would follow in the more general scaling ε << δ.

First, in order to rule out possible pathological behavior corresponding to large values of

u, we will introduce a truncated potential W̃ .

De�nition 4.11. LetR > 0 be given such that every minimizing curve g ∈ C1
pw([0, 1];Rd; a, b)

for the minimization problem de�ning KH (see (4.2)) is such that |g(t)| ≤ R for every

t ∈ [−1, 1]. Let

M := ess sup
x∈Ω

max
|p|≤R

W (x, p),

and de�ne the truncated potential W̃ : Ω× Rd → [0,∞) as

W̃ (x, p) := min{W (x, p),M}.

Remark 4.12. The truncated potential W̃ is Lipschitz (not only locally) in p, uniformly in

x. Moreover, note that 0 < M < +∞ by the upper bound given by (G4).
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The proof of Theorem 4.4 is based on a convergence result (Lemma 4.14) stating that in

the functional Fn it is possible to substitute the (truncated) energy with the homogenized

energy, which leads to the following de�nition.

De�nition 4.13. For a sequence δn → 0, we de�ne the homogenized energy

FH
n : L1(Ω;Rd)→ [0,+∞] by

FH
n (u) =


�

Ω

[
1

δn
W̃H(u(x)) + δn|∇u(x)|2

]
dx u ∈ H1(Ω;Rd),

+∞ otherwise,

where W̃H is de�ned as

W̃H(p) :=

�
Q

W̃ (y, p) dy.

Note that this de�nition of W̃H coincides with that in (4.3).

4.2.1 A homogenization lemma

We prove that as n → ∞, the limiting behavior of FH
n captures the limiting behavior the

truncated problem.

Lemma 4.14. Let {δn}, {εn} be sequences converging to 0 and let {un}n∈N ⊂ H1(Ω;Rd) be

such that

sup
n∈N

�
Ω

δn|∇un|2 dx <∞. (4.8)

Then

lim
n→∞

∣∣∣∣ 1

δn

�
Ω

[
W̃

(
x

εn
, un(x)

)
− W̃H(un(x))

]
dx

∣∣∣∣ = 0.

Proof. Let

T := sup
n∈N

�
Ω

δn|∇un|2 dx <∞. (4.9)

Write

Ω =
Mn⋃
i=1

Q(pi, εn) ∪Rn,

where pi ∈ εnZN , Rn is the set of cubes Q(z, εn) with z ∈ εnZN such that Q(z, εn)∩ ∂Ω 6= ∅,
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and Mn ∈ N. Note that∣∣∣∣∣ 1

δn

�
⋃Mn
i=1 Q(pi,εn)

(
W̃

(
x

εn
, un

)
− W̃H(un)

)
dx

∣∣∣∣∣
≤ 1

δn

Mn∑
i=1

∣∣∣∣�
Q(pi,εn)

(
W̃

(
x

εn
, un

)
− W̃H(un)

)
dx

∣∣∣∣
=
εNn
δn

M∑
i=1

∣∣∣∣�
Q

(
W̃ (y, un(pi + εny))− W̃H(un(pi + εny)

)
dy

∣∣∣∣ , (4.10)

where in the last step we have used the change of variables y := x−pi
εn

and we used the fact

that W̃
(
y − pi

εn
, ·
)

= W̃ (y, ·) by periodicity. From here, we can rewrite (4.10) as

εNn
δn

Mn∑
i=1

∣∣∣∣�
Q

�
Q

(
W̃ (y, un(pi + εny))− W̃ (z, un(pi + εny))

)
dz dy

∣∣∣∣
=
εNn
δn

Mn∑
i=1

∣∣∣∣�
Q

�
Q

(
W̃ (y, un(pi + εny))− W̃ (y, un(pi + εnz))

)
dz dy

∣∣∣∣
≤ εNn
δn

Mn∑
i=1

�
Q

�
Q

∣∣∣W̃ (y, un(pi + εny))− W̃ (y, un(pi + εnz))
∣∣∣ dz dy

≤ LεNn
δn

Mn∑
i=1

�
Q

�
Q

|un(pi + εny))− un(pi + εnz))| dz dy

≤ LεNn
δn

Mn∑
i=1

(�
Q

�
Q

|un(pi + εny)− ui,n| dz dy +

�
Q

�
Q

|ui,n − un(pi + εnz)| dz dy

)
,

(4.11)

where in the second to last step L > 0 is the Lipschitz constant of W̃ , and we de�ne

ui,n :=

�
Q

un(pi + εnz)dz.

By symmetry, the last term in (4.11) can be written as

2LεNn
δn

Mn∑
i=1

�
Q

�
Q

|un(pi + εny)− ui,n| dz dy =
2L

δn

Mn∑
i=1

�
Q

|un(pi + εny)− ui,n| dy.
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By the Poincaré inequality and (4.9), we have

2L

δn

Mn∑
i=1

�
Q

|un(pi + εny)− ui,n| dy ≤ CεN+1
n

δn

Mn∑
i=1

�
Q

|∇un(pi + εny)| dy

=
Cεn
δn

Mn∑
i=1

�
Q(pi,εn)

|∇un(x)| dx

≤ Cεn
δn

�
Ω

|∇un| dx

≤ Cεn
δn
|Ω|

1
2

(�
Ω

|∇un|2 dx

) 1
2

=
Cεn

δ
3
2
n

(
δn

�
Ω

|∇un|2 dx

) 1
2

≤ Cεn

δ
3
2
n

T
1
2 . (4.12)

Using (4.10), (4.11) and (4.12), we conclude that

lim
n→∞

∣∣∣∣∣ 1

δn

�
⋃Mn
i=1 Q(pi,εn)

(
W̃

(
x

εn
, un

)
− W̃H(un)

)
dx

∣∣∣∣∣ = 0. (4.13)

Noticing that W̃ and W̃H are bounded and |Rn| ≤ Cεn we get

lim
n→∞

∣∣∣∣ 1

δn

�
Rn

(
W̃

(
x

εn
, un

)
− W̃H(un)

)
dx

∣∣∣∣ = 0. (4.14)

Thus, from (4.13) and (4.14) we conclude.

4.2.2 The Γ-convergence result

With Lemma 4.14, we may proceed to prove the Γ-convergence result stated in Theorem 4.4.

Proof of Theorem 4.4. Step 1: Compactness. Let {un}n∈N ⊂ H1(Ω;Rd) be a sequence such

that

sup
n∈N

Fn(un) < +∞.

Then we have

sup
n∈N

�
Ω

δn|∇un|2 dx <∞,
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and thus, since W̃ ≤ W , we can apply Lemma 4.14 to conclude

sup
n∈N

FH
n (un) < +∞.

Invoking classical results (see, for instance, [48, Theorem 4.1]) we get that, up to a subse-

quence (not relabeled) un → u in L1(Ω;Rd) for some u ∈ BV (Ω; {a, b}).

Step 2: Liminf inequality. Let {un}n∈N ⊂ H1(Ω;Rd) and u ∈ BV (Ω; {a, b}) be such that

un → u in L1(Ω;Rd) . In order to prove that

FH
0 (u) ≤ lim inf

n→∞
Fn(un),

without loss of generality we restrict ourselves to the case in which

lim
n→∞

Fn(un) = lim inf
n→∞

Fn(un) < +∞. (4.15)

Using Step 1, we get that u ∈ BV (Ω; {a, b}). Moreover, noticing that by de�nition ofM (see

De�nition 4.11) we have

KH = 2 inf

{� 1

0

√
W̃H(g(s))|g′(s)|ds : g ∈ C1

pw([0, 1];Rd; a, b)

}
, (4.16)

where W̃ is de�ned in (4.11). Using standard results (see, for instance, [48, Theorem 3.4]),

we obtain

FH
0 (u) ≤ lim inf

n→∞
FH
n (un) ≤ lim inf

n∈N
Fn(un),

where in the last step we used Lemma 4.14 noting that (4.15) yields the validity of (4.8).

Step 3: Limsup inequality. Let u ∈ BV (Ω; {a, b}). We want to �nd a sequence {un}n∈N ⊂
H1(Ω;Rd) with un → u in L1(Ω;Rd) such that

FH
0 (u) ≥ lim sup

n→∞
Fn(un).

Since FH
0 is the Γ-limit of FH

n (again, because the constant KH is the same regardless of

truncation) we can �nd a sequence {un}n∈N ⊂ H1(Ω;Rd) with un → u in L1(Ω;Rd) such that

FH
0 (u) ≥ lim sup

n→∞
FH
n (un).
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Moreover, by our choice of truncation, |un| ≤ R, so that W (x, un(x)) = W̃ (x, un(x)) for a.e.

x ∈ Ω. Note that

sup
n∈N

�
Ω

δn|∇un|2 dx < +∞

and thus, we can apply Lemma 4.14 to conclude

lim sup
n→∞

Fεn(un) = lim sup
n→∞

FH
εn(un)

In particular, we have

FH
0 (u) ≥ lim sup

n→∞
Fn(un).

4.3 The case δ = ε

Before proving the Γ-convergence result in the case where δ = ε, we must establish prelimi-

nary technical results.

4.3.1 Some technical results

The �rst result relies on De Giorgi's slicing method (see [32]), and it allows to adjust the

boundary conditions of a given sequence of functions without increasing the energy, by care-

fully selecting where to make the transition from the given function to one with the right

boundary conditions. Although the argument is nowadays considered to be standard, we

include it here for the convenience of the reader.

For ε > 0, we localize the functional Fε by setting

Fε(u,A) :=

�
A

[
1

ε
W
(x
ε
, u(x)

)
+ ε|Du(x)|2

]
dx ,

where A ∈ A(Ω) and u ∈ H1(A;Rd). Also, for j ∈ N, we de�ne

A(j) := {x ∈ A : d(x, ∂A) < 1/j} .

Lemma 4.15. Let D ∈ A(Ω) be a cube with 0 ∈ D and let ν ∈ SN−1. Let {Dk}k∈N ⊂ A(Ω)

with Dk ⊂ D be cubes, let {ηk}k∈N with ηk → 0 as k → ∞, and let uk ∈ H1(Dk;Rd), with

k ∈ N, satisfy

(i) χDk → χD in L1(RN),

(ii) ukχDk → u0,ν in L
1(D;Rd),
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(iii) supk∈NFηk(uk, Dk) <∞.

Let ρ ∈ C∞c (B(0, 1)) with
�
RN ρ(x)dx = 1. Then there exists a sequence {wk}k∈N ⊂ H1(D;Rd),

with wk = ũρ,1/ηk,ν in D
(jk)
k , where ũρ,1/ηk,ν is de�ned as in (4.6), for some {jk}k∈N with

jk →∞ as k →∞, such that

lim inf
k→∞

Fηk(uk, Dk) ≥ lim sup
k→∞

Fηk(wk, D) .

Moreover, wk → u0,ν in L
q(D;Rd) as k →∞, where q ≥ 2 is as in (G4).

Proof. Assume, without loss of generality, that

lim inf
k→∞

Fηk(uk, Dk) = lim
k→∞
Fηk(uk, Dk) < +∞ (4.17)

and that, as n→∞, un(x)χDk(x)→ u0,ν(x) for a.e. x ∈ D.

Step 1. We claim that

lim
k→∞
‖uk − u0,ν‖Lq(Dk;Rd) = 0. (4.18)

Indeed, using (G4), we get

|uk(x)− u0,ν(x)|q ≤ C

(
W

(
x

ηk
, uk(x)

)
+ 1

)
, (4.19)

for x ∈ Dk. From (4.17) we have χDk(x)W ( x
ηk
, uk(x)) → 0 as k → ∞ for a.e. x ∈ D, and

thus

C|D| − lim sup
k→∞

‖uk − u0,ν‖qLq(Dk;Rd)

= lim inf
k→∞

�
Dk

[
CW

(
x

ηk
, uk(x)

)
+ C − |uk(x)− u0,ν(x)|q

]
dx

≥
�
D

lim inf
k→∞

χDk(x)

[
CW

(
x

ηk
, uk(x)

)
+ C − |uk(x)− u0,ν(x)|q

]
dx

≥ C|D|,

where we used Fatou's lemma and (4.19).

Step 2. Here we abbreviate ũρ,1/k,ν as ũ1/k,ν . Set vk := ũ1/ηk,ν and λk := ‖ukχDk −
vk‖L2(D;Rd). Using Step 1, since q ≥ 2 we get limk→∞ λk = 0. For every k, j ∈ N divide D

(j)
k
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into Mk,j equidistant layers L
i
k,j of width ηkλk, for i = 1, . . . ,Mk,j. It holds

Mk,jηkλk =
1

j
. (4.20)

For every k, j ∈ N let Li0k,j, with i0 ∈ {1, . . . ,Mk,j}, be such that

�
L
i0
k,j

Ak(x) dx ≤ 1

Mk,j

�
D

(j)
k

Ak(x) dx , (4.21)

where

Ak(x) :=
1

ηk
(1 + |uk − vk|q + |vk|q) +

1

λ2
kηk
|uk(x)− vk(x)|2 + ηk

(
|∇uk(x)|2 + |∇vk(x)|2

)
.

Further, consider cut-o� functions ϕk,j ∈ C∞c (D) with

0 ≤ ϕk,j ≤ 1 , ‖∇ϕk,j‖ ≤
C

ηkλk
, (4.22)

such that

ϕk,j(x) = 1 , for x ∈

(
i0−1⋃
i=1

Lik,j

)
∪ (Dk \D(j)

k ) , (4.23)

ϕk,j(x) = 0 , for x ∈

 Mk,j⋃
i=i0+1

Lik,j

 ∪ (D \Dk) . (4.24)

Set

w̃k,j := ϕk,juk + (1− ϕk,j)vk .

It holds that limj→∞ limk→∞ ‖w̃k,j − u0,ν‖Lq(D;Rd) = 0. Let jk ∈ N be such that D
(jk)
k ⊂⋃Mk,j

i=i0+1 L
i
kj
. Then w̃k,j = vk in D

(jk)
k . We claim that

lim inf
k→∞

Fηk(uk, Dk) ≥ lim sup
j→∞

lim sup
k→∞

Fηk(w̃k,j, D) . (4.25)
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Indeed

Fηk(w̃k,j, Dk) = Fηk

(
uk,

(
i0−1⋃
i=1

Lik,j

)
∪ (Dk \D(j)

k )

)
+ Fηk

(
w̃k,j, L

i0
k,j

)
+ Fηk

 vk,

Mk,j⋃
i=i0+1

Lik,j


=: Ak,j +Bk,j + Ck,j . (4.26)

To estimate the �rst term in (4.26) we notice that

lim inf
k→∞

Fηk(uk, Dk) ≥ lim sup
j→∞

lim sup
k→∞

Ak,j . (4.27)

Consider the term Bk,j. Using (G4) together with (4.22) we have that

Bk,j ≤ C

�
L
i0
k,j

[
1

ηk
(1 + |w̃k,j|q) + ηk

(
|∇ϕk,j|2|uk − vk|2 + |∇uk|2 + |∇vk|2

) ]
dx

≤ C

�
L
i0
k,j

[
1

ηk
(1 + |uk − vk|q + |vk|q) +

1

ηkλ2
k

|uk − vk|2 + ηk
(
|∇uk|2 + |∇vk|2

) ]
dx

≤ C

Mk,j

�
D

(j)
k

[
1 + |uk − vk|q

ηk
+
|uk − vk|2

ηkλ2
k

+ ηk
(
|∇uk|2 + |∇vk|2

) ]
dx , (4.28)

where in the last step we used (4.21) and the fact that supk∈N ‖vk‖L∞(D;Rd) <∞. Since for a

cube rQ with side length r we have

|(rQ)(j)| ≤ 2NrN−1

j
,

and the cubes Dk are all contained in the bounded cube D, we can �nd j̄ ∈ N such that for

all j ≥ j̄ and k ∈ N we get

|D(j)
k |

Mk,jηk
≤ C

jMk,jηk
= Cλk . (4.29)

Step 1 (see (4.18)) yields

C

Mk,jηk

�
D

(j)
k

[ 1 + |uk − vk|q ] dx ≤ Cjλk

[
‖uk − vk‖qLq(Dk;Rd)

+ 1
]
≤ Cjλ . (4.30)
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Moreover, by (4.20) we obtain

1

Mk,jηkλ2
k

�
D

(j)
k

|uk − vk|2 dx ≤ Cjλk , (4.31)

ηk

�
Dk

|∇uk|2 dy ≤ lim sup
k→∞

Fηk(uk, Dk) <∞ , (4.32)

and, since

‖∇vk‖L∞ ≤
C

ηk
, (4.33)

ηk
Mk,j

�
D

(j)
k

|∇vk|2 dy ≤ C

Mk,jηk
= Cjλk . (4.34)

From (4.28), (4.29), (4.30), (4.31), (4.32) and (4.34) we get

lim
j→∞

lim
k→∞

Bk,j = 0 . (4.35)

We now estimate the term Ck,j. Using (4.33), we obtain

Ck,j ≤
1

ηk

�
⋃Mk,j
i=i0+1 L

i
k,j

[
W (vk(y)) + η2

k|∇vk(y)|2
]

dy

≤ C

ηk

∣∣∣D(j)
k ∩ {x ∈ D : |x · ν| < ηk}

∣∣∣ ,
and so

lim
j→∞

lim
k→∞

Ck,j = 0 . (4.36)

Similarly, it holds that

lim
k→∞
Fηk(w̃k,j, D \Dk) ≤ lim

k→∞

C

ηk
|(D \Dk) ∩ {x ∈ D : |x · ν| < ηk}| = 0 . (4.37)

Using (4.26), (4.27), (4.35), (4.36) and (4.37) we obtain (4.25).

Applying a diagonalizing argument, it is possible to �nd an increasing sequence {j(k)}k∈N
such that

lim
k→∞

[Bk,j(k) + Ck,j(k) + Fηk(w̃k,j(k), D \Dk)] = 0 ,

and limk→∞ ‖w̃k,j(k) − u0,ν‖L1(D;Rd) = 0. Thus, the sequence {wk}k∈N, with wk := w̃k,j(k)

satis�es the claim of the lemma.
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Remark 4.16. We will make use of the basic idea behind the proof of Lemma 4.15 in several

occasions. In particular, it is possible to see that the result of Lemma 4.15 still holds true if

the set D ⊂ RN is a �nite union of cubes, and Dk = D for all k ∈ N.

The proof of the limsup inequality, Proposition 4.31, uses periodicity properties of the

potential energy W . In particular, we will show that W is periodic in the �rst variable

not only with respect to the canonical set of orthogonal direction, but also with respect to a

dense set of orthogonal directions. In the sequel we will use the notation Λ := QN ∩SN−1 and

{e1, . . . , eN} will denote the standard orthonormal basis for RN . We �rst recall the following

classical extension theorem for isometries (for a proof see, for instance, [57, Theorem 10.2]).

Theorem 4.17. (Witt's Extension Theorem) Let V be a �nite dimensional vector space

over a �eld K with characteristic di�erent from 2, and let B be a symmetric bilinear form

on V with B(u, u) > 0 for all u 6= 0. Let U,W be subspaces of V and let T : U → W be

an isometry, that is, B(u, v) = B(Tu, Tv) for all u, v ∈ U . Then T can be extended to an

isometry from V to V .

Lemma 4.18. Let ν ∈ Λ. Then there exist a rotation Rν : RN → RN and λν ∈ N such that

RνeN = ν and λνRνei ∈ ZN for all i = 1, . . . , N .

Proof. Let ν ∈ Λ be �xed. Consider the spaces

U := Span(eN) , W := Span(ν)

as subspaces of V := QN over the �eld K := Q, with B being the standard Euclidean inner

product. Then, the linear map T : U → W de�ned by T (eN) := ν is an isometry. Apply

Theorem 4.17 to extend T as a linear isometry T : QN → QN . In particular, T (ei)·T (ej) = δij.

Up to rede�ning the sign of T (e1) so that detT > 0, we can assume T to be a rotation. Let

λν ∈ N be such that λνT (ei) ∈ ZN for all i = 1, . . . , N . Finally, de�ne Rν : RN → RN to

be the unique continuous extension of T to all of RN , which is well de�ned as isometries are

uniformly continuous.

Proposition 4.19. Let νN ∈ Λ. Then there exist ν1, . . . , νN−1 ∈ Λ and T ∈ N such that

ν1, . . . , νN−1, νN is an orthonormal basis of RN , and for a.e. x ∈ Q it holds W (x+ Tνi, p) =

W (x, p) for all p ∈ Rd and i = 1, . . . , N .

Proof. Let R : RN → RN be a rotation and let T := λνN ∈ N be given by Lemma 4.18 relative

to νN . Set νi := Rei for i = 1, . . . , N − 1. We have that Tνi ∈ ZN for all i = 1, . . . , N . Fix

i ∈ {1, . . . , N} and write Tνi =
∑N

j=1 λjej, for some λj ∈ Z. For p ∈ Rd, using the periodicity
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of W (·, p) with respect to the canonical directions, for a.e. x ∈ Q we have that

W (x+ Tνi, p) = W

(
x+

N∑
j=1

λjej, p

)
= W (x, p).

In the following, given a linear map L;RN → RN , we will denote by ‖L‖ the Euclidean
norm of L, i.e., ‖L‖2 :=

∑N
i,j=1[L(ei) ·ej]2. For the sake of notation, we will also de�ne the set

of rational rotations SO(N ;Q) ⊂ SO(N) as the rotations R ∈ SO(N) such that Rei ∈ QN

for i ∈ {1, . . . , N}.

Lemma 4.20. Let ε > 0, ν ∈ Λ, and let S : RN → RN be a rotation with S(eN) = ν. Then

there exists a rotation R ∈ SO(N ;Q) such that R(eN) = ν and ‖R− S‖ < ε.

Proof. Step 1 We claim that SO(N ;Q) is dense in SO(N) for every N ≥ 1.

We proceed by induction on N . When N = 1, SO(N) consists of the identity, so the

claim is trivial. Let N > 1 be �xed and let ε > 0 and S ∈ SO(N) be arbitrary. By density

of QN ∩ SN−1, we can �nd a sequence {qn}n∈N ∈ Λ with |qn| = 1 such that qn → S(eN) as

n→∞. By Lemma 4.18 we can �nd Rn ∈ SO(N ;Q) such that Rn(eN) = qn. Since SO(N)

is a compact set, we can extract a convergent subsequence (not relabeled) of {Rn} such that

Rn → R ∈ SO(N), with R(eN) = limn→∞Rn(eN) = S(eN).

Thus, the rotation R−1 ◦S �xes eN and may be identi�ed with a rotation T ∈ SO(N−1),

i.e., writing ei =: (e′i, 0), i = 1, . . . , N − 1, it follows that Rei = (Te′i, 0), i = 1, . . . , N − 1. By

the induction hypotheses, we can �nd T ′ ∈ SO(N − 1;Q) such that

‖T − T ′‖ < ε

2
.

De�ne R′ ∈ SO(N ;Qν) by

R′ei :=

(T ′e′i, 0) i = 1, . . . , N − 1,

eN i = N.

Let n0 be so large that

‖R−Rn0‖ <
ε

2
.
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We claim that our desired rotation is Rn0 ◦R′ ∈ SO(N ;Q). Indeed,

‖Rn0 ◦R′ − S‖ ≤ ‖Rn0 ◦R′ −Rn0 ◦R−1 ◦ S‖+ ‖Rn0 ◦R−1 ◦ S − S‖

= ‖R′ −R−1 ◦ S‖+ ‖Rn0 −R‖

= ‖T ′ − T‖+ ‖Rn0 −R‖ < ε.

Step 2 Let S ∈ SO(N) with S(eN) = ν be given. If N = 1, there is nothing else to prove,

so we proceed with N > 1.

By Lemma 4.18 we can �nd a rotation R1 ∈ SO(N ;Q) such that R1(eN) = ν. Since

R−1
1 ◦ S is a rotation with (R−1

1 ◦ S)(eN) = eN , as in Step 1 we can identify R−1 ◦ S with

a rotation T1 ∈ SO(N − 1). Also by Step 1, SO(N − 1;Q) is dense in SO(N − 1), so we

can �nd T2 ∈ SO(N − 1;Q) such that ‖T2 − T1‖ < ε. As before, identifying T2 with a

rotation R2 ∈ SO(N ;Q) that �xes eN , we set R := R1 ◦ R2 ∈ SO(N ;Q). We have that

(R1 ◦R2)(eN) = R1(eN) = ν and

‖R1 ◦R2 − S‖ = ‖R2 −R−1
1 ◦ S‖ = ‖T2 − T1‖ < ε.

De�nition 4.21. Let V ⊂ SN−1. We say that a set E ⊂ RN is a V -polyhedral set if ∂E is a

Lipschitz manifold contained in the union of �nitely many a�ne hyperplanes each of which

is orthogonal to an element of V .

A variant of well known approximation results of sets of �nite perimeter by polyhedral

sets yields the following (see [4, Theorem 3.42]).

Lemma 4.22. Let V ⊂ SN−1 be a dense set. If E is a set with �nite perimeter in Ω, then

there exists a sequence {En}n∈N of V -polyhedral sets such that

lim
n→∞

‖χEn − χE‖L1(Ω) = 0 , lim
n→∞

|P (En; Ω)− P (E; Ω)| = 0 .

Proof. Using [4, Theorem 3.42] it is possible to �nd a family {Fn}n∈N ⊂ RN of polyhedral

sets such that

‖χFn − χE‖L1(Ω) ≤
1

n
, |P (Fn; Ω)− P (E; Ω)| ≤ 1

n
.

For every n ∈ N, let Γ
(n)
1 , . . . ,Γ

(n)
sn be the hyperplanes whose union contains the boundary of

Fn. Let ν
(n)
1 , . . . , ν

(n)
sn ∈ SN−1 be such that Γi = (ν

(n)
i )⊥. Then it is possible to �nd rotations

R
(n)
i : RN → RN such that R

(n)
i ν

(n)
i ∈ Λ and, denoting by En ⊂ RN the set enclosed by the
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hyperplanes (R
(n)
i ν

(n)
i )⊥, we get

‖χEn − χE‖L1(Ω) ≤
2

n
, |P (En; Ω)− P (E; Ω)| ≤ 2

n
.

4.3.2 Properties of the function σ

The aim of this section is to study properties of the function σ introduced in De�nition 4.6

that we will need in the proof of Proposition4.31 in order to prove the limsup inequality.

Lemma 4.23. Let ν ∈ SN−1. Then σ(ν) is well de�ned and is �nite.

Proof. Let ν ∈ SN−1. For T >
√
N let QT ∈ Qν and uT ∈ C(QT , T ) be such that

1

TN−1

�
TQT

W (y, uT (y)) + |∇uT (y)|2dy ≤ g(T ) +
1

T
, (4.38)

where, for simplicity of notation, we write g(T ) for g(ν, T ). Let {ν(1)
T , . . . , ν

(N)
T } be an or-

thonormal basis of RN normal to the faces of QT such that ν = ν
(N)
T . We de�ne an oriented

rectangular prism centered at 0 via

P (α, β) := {x ∈ RN : |x · ν| ≤ β and |x · ν(i)
T | ≤ α for 1 ≤ i ≤ N − 1}.

Let S > T + 3 +
√
N . We claim that for all m ∈ N with 2 ≤ m < T , we have

g(S) ≤ g(T ) +R(m,S, T ) , (4.39)

where the quantity R(m,S, T ) does not depend on ν and is such that

lim
m→∞

lim
T→∞

lim
S→∞

R(m,S, T ) = 0.

Note that if this holds then

lim sup
S→∞

g(S) ≤ lim inf
T→∞

g(T ),

and this ensures the existence of the limit in the de�nition of σ. Therefore, the remainder of

Step 1 is dedicated to proving 4.39.

The idea is to construct a competitor uS for the in�mum problem de�ning g(S) by taking

bS
T
cN−1 copies of TQν ∩ ν⊥ centered on ν⊥ ∩ SQν in each of which we de�ne uS to be (a
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translation of) uT . In order to compare the energy of uS to the energy of uT , we need the

copies of the cube TQν to be integer translations of the original. Moreover, we also have to

ensure that the boundary conditions render uS admissible for the in�mum problem de�ning

g(S). For this reason, we need the centers of the translated copies of TQν ∩ ν⊥ to be close

to ν⊥ ∩ SQν (recall that the molli�ers ρT,ν and ρS,ν only depend on the direction ν).

Set

MT,S :=

⌊
S − 1

T

T +
√
N + 2

⌋N−1

,

and notice that

lim
T→∞

lim
S→∞

TN−1

SN−1
MT,S = 1 . (4.40)

We can tile
(
S − 1

T

)
QT with disjoint prisms

{
pi + P

(
T +
√
N + 2, S − 1

T

)}MS,T

i=1
so that

pi + P

(
T +
√
N + 2, S − 1

T

)
⊂
(
S − 1

T

)
QT , pi ∈ ν⊥,

for each i ∈ {1, . . . ,MS,T}. In each cube pi +
√
NQT we can �nd xi ∈ ZN since dist(·,ZN) ≤√

N in RN , and we have

xi + (T + 2)QT ⊂ pi + (T +
√
N + 2)QT .

Consider cut-o� functions ϕS,T ∈ Cc(SQT ; [0, 1]) and, for m ∈ N with 2 ≤ m < T , i ∈
{1, . . . ,MS,T}, let ϕm,i ∈ Cc(xi + (T + 1

m
)QT ; [0, 1]) be such that

ϕS,T (x) =


0 if x ∈ ∂(SQT ),

1 if x ∈
(
S − 1

T

)
QT ,

‖∇ϕS,T‖L∞ ≤ CT, (4.41)

and

ϕm,i(x) =


0 if x ∈ ∂

(
xi +

(
T + 1

m

)
QT

)
,

1 if x ∈ xi + TQT ,

‖∇ϕm,i‖L∞ ≤ Cm, (4.42)
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Figure 2: Construction of the function uS: in each yellow cube xi + TQT we de�ned it as a
copy of uT and we use the grey region (xi + (T + 1

m
)QT ) \ (xi +TQT ) around it to adjust the

boundary conditions and make them match the value of uS in the green region. Finally, in
the pink region SQT \ (S − 1

T
)QT we make the transition in order for uS to be an admissible

competitor for the in�mum problem de�ning g(S).

for some C > 0. De�ne uS : SQT → Rd by

uS(x) :=



uT (x− xi) if x ∈ xi + TQT

ϕm,i(x)(ρT ∗ u0,ν)(x+ pi − xi) + (1− ϕm,i(x))(ρm ∗ u0,ν)(x)

if x ∈ (xi + (T + 1
m

)QT ) \ (xi + TQT )

ϕS,T (x)(ρm ∗ u0,ν)(x) + (1− ϕS,T (x))(ρS ∗ u0,ν)(x)

if x ∈ SQT \ (S − 1
T

)QT

(ρm ∗ u0,ν)(x) otherwise.

Notice that since pi · ν = 0, if x ∈ ∂(xi + TQT ) we have

uT (x− xi) = (ρT ∗ u0,ν)(x− xi) = (ρT ∗ u0,ν)(x+ pi − xi).
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Thus uS ∈ H1(SQT ;Rd) and, if x ∈ ∂SQT then uS(x) = (ρS ∗ u0,ν)(x), so uS is admissible

for the in�mum in the de�nition of g(S). In particular,

g(S) ≤ 1

SN−1

�
SQT

[
W (x, uS(x)) + |∇uS(x)|2

]
dx

=
1

SN−1
F1(uS, SQT )

=: I1(T, S) + I2(T, S,m) + I3(T, S,m) + I4(T, S,m), (4.43)

where

I1(T, S) :=
1

SN−1

MT,S∑
i=1

F1(uS, xi + TQT ),

I2(T, S,m) :=
1

SN−1

MT,S∑
i=1

F1

(
uS,

(
xi +

(
T +

1

m

)
QT

)
\ (xi + TQT )

)
,

I3(T, S,m) :=
1

SN−1
F1(uS, E

(1)
T,S,m),

I4(T, S,m) :=
1

SN−1
F1(uS, E

(2)
T,S),

and we set

E
(1)
T,S,m :=

(
S − 1

T

)
QT \

MT,S⋃
i=1

(
xi +

(
T +

1

m

)
QT

)
and

E
(2)
T,S := SQT \

(
S − 1

T

)
QT .

It is worth pointing out the following properties of ρL∗u0,ν for L > 0. We will demonstrate

that

∇(ρL ∗ u0,ν)(x) = 0 if |x · ν| ≥ 1

L
(4.44)

and that

‖∇(ρL ∗ u0,ν)‖∞ ≤ CL. (4.45)

To prove these, we note that u0,ν is a jump function and hence its distributional derivative

is the vector measure (b− a)⊗ νHN−1 ¬ ν⊥. Then we see

∇(ρL ∗ u0,ν)(x) =

�
B(x, 1L)∩ν⊥

ρL(y)(b− a)⊗ νdHN−1(y).
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Thus, if |x · ν| ≥ 1
L
, we have B

(
x, 1

L

)
∩ ν⊥ = ∅ and thus ∇(ρL ∗ u0,ν)(x) = 0. To see (4.45),

we can estimate

HN−1

(
B

(
x,

1

L

)
∩ ν⊥

)
≤ C

1

LN−1
.

On the other hand, since ‖∇ρL‖∞ ≤ LN , we have for every x that

|∇(ρL ∗ u0,ν)(x)| ≤ CLNHN−1

(
B

(
x,

1

L

)
∩ ν⊥

)
≤ CL

and thus ‖∇(ρL ∗ u0,ν)‖∞ ≤ CL.

We now bound each of terms I1, . . . , I4 separately. We start with I1(T, S). Since xi ∈ ZN ,
the periodicity of W together with (4.38) yield

I1(T, S) =
1

SN−1
MS,T

�
TQT

[
W (x, uT (x)) + |∇uT (x)|2

]
dx

≤ 1

SN−1
MT,ST

N−1

(
g(T ) +

1

T

)
. (4.46)

In order to estimate I2(T, S,m), notice that by (4.44)

(ρm ∗ u0,ν)(x) =


a if x · ν ≤ − 1

m
,

b if x · ν ≥ 1
m
,

(4.47)

and that

(ρT ∗ u0,ν)(x+ pi − xi) =


a if x · ν ≤ − 1

T
−
√
N
2
,

b if x · ν ≥ 1
T

+
√
N
2
,

since xi ∈ pi
√
NQT . Furthermore, since for every x ∈ Rd, the function t 7→ (ρT ∗u0,ν)(x+ tν)

is constant outside of an interval of size 1/T , we have, for every i ∈ {1, . . . ,MT,S}, that
�

(xi+(T+ 1
m)QT )\(xi+TQT )

|∇(ρT ∗ u0,ν)(x+ pi − xi)|2 dx

≤ 1

T
‖∇(ρT ∗ u0,ν)‖2

L∞

[(
T +

1

m

)N−1

− TN−1

]
. (4.48)
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Thus, using (4.42) and (4.48) we obtain

I2(T, S,m) ≤ C

SN−1
MT,S

[(√
N

2
+

1

m

)
(1 + ‖∇ϕm,i‖2

L∞) +
1

m
‖∇(ρm ∗ u0,ν)‖2

L∞

+
1

T
‖∇(ρT ∗ u0,ν)‖2

L∞

][(
T +

1

m

)N−1

− TN−1

]
≤ C

SN−1
MT,S

(
1 +m2 + T

) [(
T +

1

m

)N−1

− TN−1

]
≤ C

TN−1

SN−1
MT,S

(
1 +m2 + T

) [(
1 +

1

Tm

)N−1

− 1

]
≤ C

TN−1

SN−1
MT,S

(
1 +m2 + T

)(N − 1

Tm

)
=: J2(T, S,m) (4.49)

where in the last step we used the inequality

(1 + t)N−1 ≤ 1 + C(N − 1)t (4.50)

for t� 1, that is valid here when T � 1.

Using (4.47), we can estimate I3(T, S,m) as

I3(T, S,m) =
1

SN−1

�
E

(1)
T,S,m

[
W (x, ρm ∗ u0,ν) + |∇(ρm ∗ u0,ν)|2

]
dx

≤ C

SN−1

∣∣∣∣E(1)
T,S,m ∩

{
|x · ν| < 1

m

}∣∣∣∣(1 + ‖∇(ρm ∗ u0,ν)‖2
L∞

)
≤ C

SN−1

[(
S − 1

T

)N−1

−MT,ST
N−1

]
1 +m2

m

= C

[(
1− 1

ST

)N−1

− TN−1

SN−1
MT,S

]
(1 +m2)

m
=: J3(T, S,m). (4.51)
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Finally, we get

I4(T, S,m) ≤ C

SN−1

[ ∣∣∣∣E(2)
T,S ∩

{
|x · ν| < 1

S

}∣∣∣∣(1 + ‖∇(ρS ∗ u0,ν)‖2
L∞)

+

∣∣∣∣E(2)
T,S ∩

{
|x · ν| < 1

m

}∣∣∣∣(1 + ‖∇ϕS,T‖2
L∞ + ‖∇(ρm ∗ u0,ν)‖2

L∞)

]

≤ C
1 + S2

SN−1

[
SN−1 −

(
S − 1

T

)N−1 ]
1

S

+ C
1 +m2

SN−1

[
SN−1 −

(
S − 1

T

)N−1 ]
1

m

≤ C
1 + S2

S

N − 1

TS
+ C

1 +m2

Tm

N − 1

TS
=: J4(T, S,m). (4.52)

where in the last step we used (4.50), assuming T � 1.

Taking into account (4.49), (4.51), and (4.52), we obtain

lim
m→∞

lim
T→∞

lim
S→∞

[ J2(T, S,m) + J3(T, S,m) + J4(T, S,m) ] = 0. (4.53)

Thus, in view of (4.43), (4.46), (4.40) and (4.38), we conclude (4.39) with

R(m,S, T ) := J2(T, S,m) + J3(T, S,m) + J4(T, S,m). (4.54)

Notice that R(m,S, T ) does not depend on ν nor on QT .

Finally, to prove that σ(ν) < ∞ for all ν ∈ SN−1 we notice that, by sending S → ∞ in

(4.39) we get

σ(ν) ≤ g(T ) + lim
S→∞

R(m,S, T ).

Since g(T ) < ∞ and, by (4.53) and (4.54), limS→∞R(m,S, T ) < ∞ for all T > 0, we

conclude.

Remark 4.24. The proof of Lemma 4.23 shows, in particular, that

lim
T→∞

1

TN−1
inf
{�

TQ

[
W (y, u(y)) + |Du|2

]
dy : u ∈ C(Q, T )

}
exists, for every ν ∈ SN−1 and every Q ∈ Qν . This will be used later in the proof of Lemma

4.28.

Next we show that the de�nition of σ(ν) does not depend on the choice of the molli�er ρ

we choose to impose the boundary conditions.
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Lemma 4.25. For every ν ∈ SN−1 the de�nition of σ(ν) does not depend on the choice of

the molli�er ρ.

Proof. Fix ν ∈ SN−1 and let {Tn}n∈N be such that Tn → ∞ as n → ∞. Let ρ(1), ρ(2) ∈
C∞c (B(0, 1)) be two molli�ers and let us denote by σ(ν, ρ(1)) and σ(ν, ρ(2)) the functions

de�ned as in De�nition 4.6 using ρ(1) and ρ(2), respectively, to impose the boundary conditions

for the admissible class of functions. Let {Qn}n∈N ⊂ Qν and {u(1)
n }n∈N ⊂ H1(TnQn;Rd) with

u
(1)
n := ρ

(1)
Tn
∗ u0,ν on ∂TnQn be such that

lim
n→∞

1

TN−1
n

F1(un, TnQn) = σ(ν, ρ(1)). (4.55)

For every m,n ∈ N, consider the cubes
(
Tn + 1

m

)
Qn and a function ϕn,m ∈ C∞((Tn + 1

m
)Qn)

with 0 ≤ ϕn,m ≤ 1 such that ϕn,m ≡ 1 in TnQn, ϕn,m ≡ 0 on ∂[(Tn+ 1
m

)Qn] and ‖∇ϕn,m‖∞ ≤
Cm. For every n ∈ N de�ne u

(2)
n ∈ H1((Tn + 1

m
)Qn;Rd) as

u(2)
n (x) :=

{
u

(1)
n (x) if x ∈ TnQn,

ϕn,m(x)(ρ
(1)
Tn
∗ u0,ν)(x) + (1− ϕn,m(x)) (ρ

(2)
Tn
∗ u0,ν)(x) otherwise .

Then u
(2)
n = ρ

(2)
Tn
∗u0,ν on ∂[(T+ 1

m
)Qn] and u

(2)
n is constant (taking values a or b) outside the set

{(x′, xν) ∈ RN : x′ ∈ Q′n, xν = sν for s ∈ [− 1
Tn
, 1
Tn

]} where Q′n := [(Tn + 1
m

)Qn \ TnQn]∩ ν⊥.
We have

1

(Tn + 1
m

)N−1
F1

(
u(2)
n ,

(
Tn +

1

m

)
Qn

)
≤ 1

TN−1
n

F1(un, TnQn) +Rn,m, (4.56)

where

Rn,m :=
1

TN−1
n

�
(Tn+ 1

m
)Q\TnQn

[W (y, u(2)
n (y)) + |∇u(2)

n (y)|2 ] dy

≤ C

TNn

[(
Tn +

1

m

)N−1

− TN−1
n

]
(1 + T 2

n +m2)

≤ C

mT 2
n

(1 + T 2
n +m2) ,

where in the last inequality we use (4.50). Using (4.55) and (4.56) we get

σ(ν, ρ(2)) ≤ lim inf
n→∞

1

(Tn + 1
m

)N−1
F1

(
u(2)
n ,

(
Tn +

1

m

)
Qn

)
≤ σ(ν, ρ(1)) +

C

m
.

Using the arbitrariness of m we get the result.
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We now prove a regularity property for the function σ.

Proposition 4.26. The function σ : SN−1 → [0,∞) is upper semi-continuous.

Proof. Step 1. Fix ν ∈ SN−1 and let {νn}n∈N ⊂ SN−1 be such that νn → ν as n → ∞. We

�rst prove that, for �xed T > 0, the function ν 7→ g(ν, T ) is continuous. We claim that

lim supn→∞ g(νn, T ) ≤ g(ν, T ). Fix ε > 0. Let Qν ∈ Qν and u ∈ C(TQν , ν) be such that∣∣∣∣TN−1g(ν, T )−
�
TQν

[
W (y, u(y)) + |∇u|2

]
dy

∣∣∣∣ < ε . (4.57)

Without loss of generality, by density, we can assume that u ∈ L∞(Ω;Rd). For every n ∈ N,
let Rn : RN → RN be a rotation such that Rnνn = ν and Rn → Id as n → ∞, where

Id : RN → RN is the identity map. De�ne un ∈ C(TQνn , νn) as un(y) := u(Rny). By (4.57)

we have

TN−1g(νn, T ) ≤
�
TQνn

[
W (y, un(y)) + |∇un|2

]
dy

≤
�
TQν

[
W (y, u(y)) + |∇u|2

]
dy + δn

≤ TN−1g(ν, T ) + ε+ δn , (4.58)

where

δn :=

∣∣∣∣ �
TQνn

W (y, un(y))dy −
�
TQν

W (y, u(y))dy

∣∣∣∣ .
We claim that δn → 0 as n → ∞. Since ε > 0 is arbitrary in (4.58), this would con�rm the

claim.

Fix η > 0 and let M := C(1 + ‖u‖qL∞), where C > 0 and q ≥ 2 are given by (G4). Let

K ⊂ RN be a compact set such that TQν ⊂ K and TQνn ⊂ K for every n ∈ N. Notice

that W (x, u(x)) ≤M for all x ∈ TQν . Using the Scorza-Dragoni theorem (see [42, Theorem

6.35]) and the Tietze extension theorem (see [42, Theorem A.5]), we can �nd a compact set

E ⊂ K with |E| < η and continuous map W̃ : K ×Rd → [0,∞) such that W̃ (x, ·) = W (x, ·)
for all x ∈ K \ E and |W̃ (x, u(x))| ≤M for every x ∈ K. We claim that

�
TQν

∣∣∣W (y, u(y))− W̃ (y, u(y))
∣∣∣ dy ≤ Cη , (4.59)

and that �
TQνn

∣∣∣W (y, un(y))− W̃ (y, un(y))
∣∣∣ dy ≤ Cη . (4.60)
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Indeed

�
TQν

∣∣∣W (y, u(y))− W̃ (y, u(y))
∣∣∣ dy =

�
E

∣∣∣W (y, u(y))− W̃ (y, u(y))
∣∣∣ dy

≤ 2M |E|

≤ 2Mη .

A similar argument yields (4.60). Since TQν is bounded

�
TQν

∣∣∣ W̃ (Rny, u(y))− W̃ (y, u(y))
∣∣∣ dy → 0 , (4.61)

as n→∞. Thus, from (4.59), (4.60) and (4.61) we obtain

lim sup
n→∞

δn ≤ 2Cη .

The claim follows from the arbitrariness of η.

In an analogous way it is possible to show that lim infn→∞ g(νn, T ) ≥ g(ν, T ), and thus

we conclude that the function ν → g(ν, T ) is continuous.

Step 2. Fix ν ∈ SN−1, ε > 0, and let T > 0 be such that

|g(ν, T )− σ(ν)| < ε . (4.62)

Let {νn}n∈N be a sequence converging to ν. By Step 1 we have that

lim
n→∞

g(νn, T ) = g(ν, T ). (4.63)

Then, for S > T + 3 +
√
N , using (4.39) and (4.62) we get, for m ∈ {1, . . . , T},

g(νn, S) ≤ g(νn, T ) +R(m,S, T )

= g(ν, T ) + g(νn, T )− g(ν, T ) +R(m,S, T )

≤ σ(ν) + ε+ g(νn, T )− g(ν, T ) +R(m,S, T ).

Taking the limit as S →∞ we obtain

σ(νn) ≤ σ(ν) + ε+ g(νn, T )− g(ν, T ) + lim
S→∞

R(m,S, T ).
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Letting n→∞, by (4.63)

lim sup
n→∞

σ(νn) ≤ σ(ν) + ε+ lim
S→∞

R(m,S, T ).

Finally, taking T →∞ and then m→∞, using (4.54), we conclude that

lim sup
n→∞

σ(νn) ≤ σ(ν) + ε

for every ε > 0, and thus we obtain upper-semicontinuity.

The following technical results, that will be fundamental in the proof of the limsup in-

equality (see Proposition 4.31), aim at providing two di�erent ways to obtain, for ν ∈ SN−1,

the value σ(ν).

Lemma 4.27. Let ν ∈ Λ. Then

σ(ν) = lim
T→∞

gΛ(ν, T ) , (4.64)

where

gΛ(ν, T ) :=
1

TN−1
inf
{ �

TQν

[
W (y, u(y)) + |Du|2

]
dy : Qν ∈ QΛ

ν , u ∈ C(Qν , T )
}
,

and QΛ
ν is the family of cubes with unit length side centered at the origin with two faces

orthogonal to ν and the other faces orthogonal to elements of Λ.

Proof. Fix ν ∈ Λ. From the de�nition of σ(ν) it follows that

σ(ν) ≤ lim inf
T→∞

gΛ(ν, T ) . (4.65)

Let {Tn}n∈N with Tn →∞ as n→∞. By Lemma 4.23, let {Qn}n∈N ⊂ Qν and {un}n∈N with

un ∈ C(Qn, Tn) ∩ L∞(TnQn;Rd) be such that

lim
n→∞

1

TN−1
n

F1(un, TnQn) = σ(ν). (4.66)

For every �xed Tn, an argument similar to the one used in Step 1 of the proof of Proposition

4.26 together with Lemma 4.20 ensure that it is possible to �nd rotations Rn : RN → RN

with Rn(eN) = ν and Rn(ei) ∈ Λ for all i = 1, . . . , N − 1 such that

|F1(un, TnQn)−F1(ũn, TnRn(Qn))| < 1

n
, (4.67)
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where ũn(x) := un(R−1
n x). Thus

lim sup
n→∞

gΛ(ν, T ) ≤ lim sup
n→∞

1

TN−1
n

F1(ũn, TnRn(Qn))

≤ lim sup
n→∞

1

TN−1
n

F1(un, TnQn)

= σ(ν), (4.68)

where the last step follows from (4.66), while in the second to last step we used (4.67). By

(4.65) and (4.68) and the arbitrariness of the sequence {Tn}n∈N, we conclude (4.64).

Lemma 4.28. For ν ∈ SN−1 and Q ∈ Qν de�ne

σQ(ν) := lim
T→∞

gQ(ν, T ) ,

where

gQ(ν, T ) :=
1

TN−1
inf
{ �

TQ

[
W (y, u(y)) + |Du|2

]
dy : u ∈ C(Q, T )

}
.

Then there exists {Qn}n∈N ⊂ Qν such that σQn(ν)→ σ(ν) as n→∞. In particular, if ν ∈ Λ

it is possible to take {Qn}n∈N ⊂ QΛ
ν .

Proof. First of all notice that, in view of Remark 4.24, σQ(ν) is well de�ned. By de�nition,

we have σ(ν) ≤ σQ(ν) for all Q ∈ Qν . Thus, it su�ces to prove that it is possible to �nd

a sequence {Qn}n∈N ⊂ Qν such that σQn(ν) ≤ σ(ν) + Rn, where Rn → 0 as n → ∞. Let

{Tn}n∈N be an increasing sequence with Tn →∞ as n→∞ such that

g(ν, Tn) ≤ σ(ν) +
1

n
.

It is then possible to �nd {Qn}n∈N ⊂ Qν (or, using Lemma 4.27, {Qn}n∈N ⊂ QΛ
ν in case

ν ∈ Λ) such that for all n ∈ N it holds

gQn(ν, Tn) ≤ g(ν, Tn) +
1

n
. (4.69)

An argument similar to the one used in Lemma 4.23 to establish (4.39) shows that for every

ν ∈ SN−1, Q ∈ Qν , T > 0, S > T + 3 +
√
N and m ∈ {1, . . . , T}, it holds

gQ(ν, S) ≤ gQ(ν, T ) +R(m,S, T ), (4.70)
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where R(m,S, T ) is independent of ν ∈ SN−1 and of Q ∈ Qν (see (4.54)), and is such that

lim
m→∞

lim
T→∞

lim
S→∞

R(m,S, T ) = 0.

In particular, for all n ∈ N, it is possible to choose mn ∈ {1, . . . , Tn} such that

lim
n→∞

lim
S→∞

R(mn, S, Tn) = 0. (4.71)

Thus, we get

gQn(ν, S) ≤ gQn(ν, Tn) +R(mn, S, Tn). (4.72)

From (4.69) and (4.72), sending S →∞, we get

σQn(ν) ≤ σ(ν) +
2

n
+ lim

S→∞
R(mn, S, Tn).

Using (4.71) we conclude that

σ(ν) = lim
n→∞

σQn(ν) .

4.3.3 Compactness

Proposition 4.29. Let {un}n∈N ⊂ H1(Ω;Rd) be a sequence with supn∈NFεn(un) < +∞,

where εn → 0+. Then there exists u ∈ BV (Ω; {a, b}) such that, up to a subsequence (not

relabeled), un → u in L1(Ω;Rd).

Proof. Let W̃ : Rd → [0,∞) be the continuous function given by (G3). Let R > 0 be such

that 1
C
|p|q −C > 0 for |p| > R, where C > 0 and q ≥ 2 are as in (G4), and |a|, |b| < R. Take

a function ϕ ∈ C∞(Rd) such that ϕ ≡ 1 in BR(0) and ϕ ≡ 0 in B2R(0). De�ne the function

W : Rd → [0,∞) by

W(p) := ϕ(p)W̃ (p) + (1− ϕ(p))

(
1

C
|p|q − C

)
,

for p ∈ Rd. Notice that W(p) = 0 if and only if p ∈ {a, b}. Since W̃ (p) ≤ W (x, p) for a.e.

x ∈ Q, we get

Fεn(un) ≥
�

Ω

[
1

ε
W(u(x)) + ε|∇u(x)|2

]
dx =: F̃εn(un) ,

and, in turn, we have that supn∈N F̃εn(un) < +∞. We now proceed as in [48] to obtain a
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subsequence of {un}n∈N and u ∈ BV (Ω; {a, b}) such that un → u in L1(Ω;Rd).

4.3.4 Liminf inequality

This section is devoted to the proof of the liminf inequality.

Proposition 4.30. Given a sequence {εn}n∈N with εn → 0+, let {un}n∈N ⊂ H1(Ω;Rd) be

such that un → u in L1(Ω;Rd). Then

F0(u) ≤ lim inf
n→∞

Fεn(un) .

Proof. Let {un}n∈N ⊂ H1(Ω;Rd) with un → u in L1(Ω;Rd). Without loss of generality, and

possibly up to a subsequence, we can assume that

lim inf
n→∞

Fεn(un) = lim
n→∞

Fεn(un) <∞ . (4.73)

By Proposition 4.29, we get u ∈ BV (Ω; {a, b}). Set A := {u = a}. Consider, for every n ∈ N,
the �nite nonnegative Radon measure

µn :=

[
1

ε
W
(x
ε
, un(x)

)
+ ε|Dun(x)|2

]
LN ¬Ω .

From (4.73) we have that supn∈N µn(Ω) < ∞. Thus, up to a subsequence (not relabeled),

µn
w∗
⇀ µ, for some �nite nonnegative Radon measure µ in Ω. In particular,

lim inf
n→∞

Fεn(un) = lim inf
n→∞

µn(Ω) ≥ µ(Ω) . (4.74)

We claim that for HN−1-a.e. x0 ∈ ∂∗A it holds

dµ

dλ
(x0) ≥ σ(νA(x0)) , (4.75)

where λ := HN−1 ¬ ∂∗A. The liminf inequality follows from (4.74) and (4.75). The rest of the

proof is devoted at showing the validity of (4.75).

Step 1. For HN−1-a.e. x ∈ ∂∗A we have

dµ

dλ
(x) <∞ . (4.76)

Fix x0 ∈ ∂∗A satisfying (4.76) and a cube Qν ∈ Qν , with ν := νA(x0). Let {δk}k∈N be a

sequence with δk → 0 as k →∞, such that µ(∂Qν(x0, δk)) = 0, where Qν(x0, δk) := x0 +δkQν
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for all k ∈ N. Then it holds

dµ

dλ
(x0) = lim

k→∞

µ(Qν(x0, δk))

δN−1
k

= lim
k→∞

lim
n→∞

µn(Qν(x0, δk))

δN−1
k

. (4.77)

We have

µn(Qν(x0, δk))

δN−1
k

=
1

δN−1
k

�
Qν(x0,δk)

[
1

εn
W

(
x

εn
, un(x)

)
+ εn|Dun(x)|2

]
dx

= δk

�
Qν

[
1

εn
W

(
x0 + δkz

εn
, un(x0 + δkz)

)
+ εn|Dun(x0 + δkz)|2

]
dz

=

�
Qν− εnδk sn

[
δk
εn
W

(
δk
εn
y, un(ynk )

)
+ εn|Dun(ynk )|2

]
dy , (4.78)

where in the last step, for the sake of simplicity, we set ynk := x0 + δky + εnsn, we wrote
x0
εn

= mn − sn, with mn ∈ ZN and |sn| ≤
√
N , and we used the periodicity of W to simplify,

for z = y + εn
δk
sn, z ∈ Qν ,

W

(
x0 + δkz

εn
, ·
)

= W

(
x0 + δk(y + εn

δk
sn)

εn
, ·

)
= W

(
mn +

δk
εn
y, ·
)

= W

(
δk
εn
y, ·
)
.

Consider the functions uk,n(x) := un(x0 + δkx), for n, k ∈ N. We claim that

lim
k→∞

lim
n→∞

‖uk,n − u0,νA(x0)‖L1(Qν ;Rd) = 0 , (4.79)

where u0,νA(x0) is de�ned as in (4.5). Set Q+
ν := Qν ∩ {x ∈ RN : x · ν > 0} and Q−ν its

complement in Qν . We get

lim
k→∞

lim
n→∞

‖uk,n − u0,νA(x0)‖L1(Qν ;Rd)

= lim
k→∞

lim
n→∞

[�
Q−ν

|un(x0 + δkx)− a| dx+

�
Q+
ν

|un(x0 + δkx)− b| dx
]

= lim
k→∞

[�
Q−ν

|u(x0 + δkx)− a| dx+

�
Q+
ν

|u(x0 + δkx)− b| dx
]

= lim
k→∞

1

δNk

[ �
Qν(x0,δk)∩H−ν

|u(y)− a| dy +

�
Qν(x0,δk)∩H+

ν

|u(y)− b| dy
]

= |b− a| lim
k→∞

[
|Qν(x0, δk) ∩H−ν ∩B|

δNk
+
|Qν(x0, δk) ∩H+

ν ∩ A|
δNk

]
= 0 ,

where H+
ν := {x ∈ RN : x · ν > x0 · ν}, H−ν is its complement in RN and B := Ω \ A. The
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last step follows from (i) of Theorem 2.10.

Step 2. Using a diagonal argument, and (4.79), it is possible to �nd an increasing sequence

{nk}k∈N such that, setting

ηk :=
εnk
δk

, xk := ηksnk , wk(x) := uk,nk (x− xk) ,

the following hold:

(i) limk→∞ ηk = 0;

(ii) limk→∞ xk = 0;

(iii) wk → u0,ν in L
q(Qν ;Rd) for all q ≥ 1;

(iv) we have

lim
k→∞

δk

�
Qν−xk

[
1

εnk
W

(
y

ηk
, unk(y

nk
k )

)
+ εnk |Dunk(y

nk
k )|2

]
dy

= lim
k→∞

lim
n→∞

δk

�
Qν− εnδk sn

[
1

εn
W

(
δk
εn
y, un(ynk )

)
+ εn|Dun(ynk )|2

]
dy .

From (4.77), (4.78) and (iv) we get

dµ

dλ
(x0) = lim

k→∞

�
Qν−xk

[
1

ηk
W

(
y

ηk
, wk(y)

)
+ ηk|Dwk(y)|2

]
dy .

Let Qk be the largest cube contained in Qν − xk centered at zero and having the same

principal axes of Qν . Since xk → 0 as k → ∞, Qk ⊂ Qν − xk for k large and the integrand

is nonnegative, we have that

dµ

dλ
(x0) ≥ lim sup

k→∞

�
Qk

[
1

ηk
W

(
y

ηk
, wk(y)

)
+ ηk|Dwk(y)|2

]
dy . (4.80)

Step 3. Finally we modify wk close to ∂Qk in order to render it an admissible function

for the in�mum problem de�ning σ(ν) as in De�nition 4.6. Using Lemma 4.15 we �nd a

sequence {w̄k}k∈N ⊂ H1(Qν ;Rd) such that

lim inf
k→∞

Fηk(wk, Qk) ≥ lim sup
k→∞

Fη(w̄k, Qν) , (4.81)
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and with w̄k = (ũk)T,ν on ∂Qν , where (ũk)T,ν is de�ned as in (4.6). Hence, by (4.80) and

(4.81)

dµ

dλ
(x0) ≥ lim sup

k→∞

�
Qν

[
1

ηk
W

(
y

ηk
, w̄k(y)

)
+ ηk|Dw̄k(y)|2

]
dy

= lim sup
k→∞

�
1
ηk
Qν

[
ηN−1
k W (z, w̄k(ηkz)) + ηN+1

k |Dw̄k(ηkz)|2
]

dz

= lim sup
k→∞

ηN−1
k

�
1
ηk
Qν

[
W (z, vk(z)) + |Dvk(z)|2

]
dz

≥ σ(ν) ,

since w̄k ∈ C(Qν ,
1
ηk

), where vk(z) := w̄k(ηkz), and this concludes the proof.

4.3.5 Limsup inequality

In this section we construct a recovery sequence.

Proposition 4.31. Let u ∈ BV (Ω; {a, b}). Given a sequence {εn}n∈N with εn → 0+ as

n→∞, there exist {un}n∈N ⊂ H1(Ω;Rd) with un → u in L1(Ω;Rd) as n→∞ such that

lim sup
n→∞

Fεn(un) ≤ F0(u) . (4.82)

Proof. Notice that it is enough to prove the following: given any sequence {εn}n∈N with

εn → 0 as n → ∞, it is possible to extract a subsequence {εnk}k∈N for which there exists

{uk}k∈N ⊂ H1(Ω;Rd) with uk → u in L1(Ω;Rd) as k →∞ such that

lim sup
k→∞

Fεnk (uk) ≤ F0(u) .

Since L1(Ω;Rd) is separable, we conclude using the Urysohn property of the Γ-limit (see [28,

Proposition 8.3]).

Case 1. Assume that the set A := {u = a} is a Λ-polyhedral set (see De�nition 4.21).

We need to localize the Γ-limit of our sequence of functionals. For {δn}n∈N with δn → 0,

v ∈ L1(Ω;Rd) and U ∈ A(Ω) we set

W{δn}(v;U) := inf

{
lim inf
n→∞

Fδn(vn, U) : vn → v in L1(U ;Rd), vn ∈ H1(U ;Rd)

}
.

Let C be the family of all open cubes in Ω with faces parallel to the axes, centered at points
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x ∈ Ω ∩ Qν and with rational edge length. Denote by R the countable subfamily of A(Ω)

whose elements are Ω and all �nite unions of elements of C, i.e.,

R := Ω ∪

{
k⋃
i=1

Ci : k ∈ N, Ci ∈ C

}
.

Let εn → 0+. We will select a suitable subsequence in the following manner. We enumer-

ate the elements of R by {Ri}i∈N. First considering R1, by a diagonalization argument, we

can �nd a subsequence {εnj}j∈N ⊂ {εn}n∈N and functions {uR1
j }j∈N ⊂ H1(R1;Rd) such that

uR1
j → u in L1(R1;Rd),

and

W{εnj }(u;R1) = lim
j→∞
Fεnj (u

R1
j , R1).

Now, considering R2, we can extract a further subsequence {εnjk}k∈N and functions {uR2
k } ⊂

H1(R2;Rd) such that

uR2
k → u in L1(R2;Rd), uR1

jk
→ u in L1(R1;Rd),

and

W{
εnjk

}(u;R2) = lim
k→∞
Fεnjk (uR2

k , R1), W{
εnjk

}(u;R1) = lim
k→∞
Fεnjk (uR1

jk
, R1).

Continuing along the {Ri} in this fashion and employing a further diagonalization argument,

we can assert the existence of a subsequence {εRn }n∈N of {εn}n∈N with the following property:

for every C ∈ R, there exists a sequence {uCεRn }n∈N ⊂ H1(C;Rd) such that

uCεRn → u in L1(C;Rd),

and

W{εRn }(u;C) = lim
n→∞

FεRn (uCεRn , C) . (4.83)

We claim that

(C1) the set function λ : A(Ω)→ [0,∞) given by

λ(B) :=W{εRn }(u;B)

is a positive �nite Radon measure absolutely continuous with respect to µ := HN−1 ¬ ∂∗A,
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Figure 3: The sets U ⊂ V ⊂ W and V δ ⊂ V , W δ ⊂ W \ U . Notice that V δ \W δ can be
non-empty.

(C2) for HN−1-a.e. x0 ∈ ∂A, it holds

dλ

dµ
(x0) ≤ σ(ν(x0)) . (4.84)

This allows us to conclude. Indeed, we have that

lim
n→∞

FεRn (uΩ
εRn
,Ω) =W{εRn }(u; Ω)

=

�
∂A0

dλ

dµ
(x) dHN−1(x)

≤
�
∂A0

σ(ν(x)) dHN−1(x)

= F0(u).

Step 1. We �rst prove claim (C1).

We use the coincidence criterion in Lemma 2.14 to show that λ(B) is the restriction of a

positive �nite measure to A(Ω).

We will �rst prove (i) in Lemma 2.14. Let U, V,W ∈ A(Ω) be such that U ⊂⊂ V ⊂ W .

For δ > 0, let V δ and W δ be two elements of R such that V δ ⊂ V , W δ ⊂ W \ U , and

HN−1
(
∂∗A0 ∩ (W \ (V δ ∪W δ))

)
< δ. (4.85)

Let {vn}n∈N ⊂ H1(V δ;Rd) and {wn}n∈N ⊂ H1(W δ;Rd) be such that vn → u in L1(V δ;Rd),
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wn → u in L1(W δ;Rd), and (see (4.83))

W{εRn }(u;V δ) = lim
n→∞

FεRn (vn, V
δ) , (4.86)

W{εRn }(u;W δ) = lim
n→∞

FεRn (wn,W
δ) . (4.87)

Let ρ : RN → [0,+∞) be a symmetric molli�er, and de�ne

ξn(x) :=
1

(εRn )N
ρ
( x
εRn

)
. (4.88)

From Remark 4.16 we can assume that wn = ξn ∗ u on ∂W δ and vn = ξn ∗ u on ∂V δ. Using

a similar argument to the one found in Lemma 4.15 applied to the sets En := (W δ \ V δ) \
(W δ \ V δ)(n), and E := W δ \ V δ with boundary data ξn ∗ u, it is possible to �nd functions

{ϕn} ⊂ C∞(W δ) with supp∇ϕn ⊂ L
(i0)
n (here we are using the notation of the proof of

Lemma 4.15) such that, if we de�ne the function un : W → Rd as

un := χV δ∪W δ (ϕnvn + (1− ϕn)wn) + χ(W\(V δ∪W δ)(ξn ∗ u) ,

we have that un ∈ H1(W ;Rd) and

lim
n→∞

FεRn (un, L
(i0)
n ) = 0 . (4.89)

Notice that un → u in L1(W ;Rd) as n→∞. Moreover, we get

W{εRn }(u;W ) ≤ lim inf
n→∞

FεRn (un,W )

≤ lim inf
n→∞

[
FεRn (un, V

δ) + FεRn (un,W
δ)

+ FεRn (un,W \ (V δ ∪W δ)) + FεRn (un, L
(i0)
n )

]
≤ W{εRn }(u;V δ) +W{εRn }(u;W δ)

+ lim inf
n→∞

FεRn (un,W \ (V δ ∪W δ)) (4.90)
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where in the last step we used (4.86), (4.87) and (4.89). We see that

lim inf
n→∞

FεRn (un,W \ (V δ ∪W δ))

= FεRn
(
ξn ∗ u, {x ∈ W \ (V δ ∪W δ) : dist(x, ∂A) ≤ εRn }

)
≤ C lim inf

n→∞

LN({x ∈ W \ (V δ ∪W δ) : dist(x, ∂A) ≤ εRn })
εRn

= CHN−1
(
∂A ∩ (W \ (V δ ∪W δ))

)
≤ Cδ , (4.91)

where in the last step we used (4.85). Using (4.90), (4.91) and the fact that V δ ⊂ V and

W δ ⊂ W \ U , we get

W{εRn }(u;W ) ≤ Cδ +W{εRn }(u;V δ) +W{εRn }(u;W δ)

≤ Cδ +W{εRn }(u;V ) +W{εRn }(u;W \ U) .

Letting δ → 0+, we obtain (i).

We proceed to proving (ii) in Lemma 2.14. Let U, V ∈ A(Ω) be such that U ∩ V = ∅.
Fixing η > 0, we can �nd un ∈ H1(U ∪ V ;Rd) such that un → u and

W{εRn }(u;U ∪ V ) ≥ lim inf
n→∞

FεRn (un, U ∪ V )− η.

Then, since the restriction of un to U and V converges to u in these sets,

W{εRn }(u;U) ≤ lim inf
n→∞

FεRn (un, U)

and

W{εRn }(u;V ) ≤ lim inf
n→∞

FεRn (un, V )

by de�nition, we have

λ(U) + λ(V ) ≤ lim inf
n→∞

FεRn (un, U) + lim inf
n→∞

FεRn (un, V )

≤ lim inf
n→∞

FεRn (un, U ∪ V ) ≤ λ(U ∪ V ) + η.

Sending η → 0+, we conclude

λ(U) + λ(V ) ≤ λ(U ∩ V ).
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To prove the opposite inequality, as in the proof of (i), we select U δ ⊂ U , V δ ⊂ V with

U δ, V δ ∈ R and

HN−1
(
∂∗A0 ∩

(
(U ∪ V ) \

(
U δ ∪ V δ

)))
< δ. (4.92)

Again we may select vn ∈ H1(V δ;Rd) and un ∈ H1(U δ;Rd) such that vn → u in L1(V δ;Rd),

un → u in L1(U δ;Rd) and

W{εRn }(un;U δ) ≤ lim inf
n→∞

FεRn (un, U
δ), (4.93)

W{εRn }(vn;V δ) ≤ lim inf
n→∞

FεRn (vn, V
δ). (4.94)

As in (i), we may assume without loss of generality that un = ξn ∗ u on ∂U δ, vn = ξn ∗ v on

∂V δ, and we can �nd functions ϕn ∈ C∞(U ∩ V ; [0, 1]) so that, de�ning

wn := χUδ∪V δ(ϕnun + (1− ϕn)vn) + χ(U∪V )\(Uδ∪V δ)ξn ∗ u

we have wn ∈ H1(U ∪ V ;Rd) and

lim
n→∞

FεRn (wn, L
(i0)
n ) = 0, (4.95)

where ∇ϕn ⊂ L
(i0)
n , again using the notation of Lemma 4.15. Observing that wn → u in

L1(U ∪ V ;Rd), we get

λ(U ∪ V ) ≤ lim inf
n→∞

FεRn (wn, U ∪ V )

≤
[
FεRn (un, U

δ) + FεRn (vn, V
δ)

+ FεRn (wn, (U ∪ V ) \ (U δ ∪ V δ)) + FεRn (wn, L
(i0
n )

]
≤ λ(U δ) + λ(V δ) + lim inf

n→∞
FεRn (wn, (U ∪ V ) \ (U δ ∪ V δ))

where in the last step we used (4.93), (4.94), and (4.95). Noticing as in (ii) that

lim inf
n→∞

FεRn (wn, (U ∪ V ) \ (U δ ∪ V δ)) ≤ CHN−1
(
∂∗A0 ∩

(
(U ∪ V ) \

(
U δ ∪ V δ

)))
and by (4.92) we have

λ(U ∪ V ) ≤ λ(U δ) + λ(V δ) + Cδ ≤ λ(U) + λ(V ) + Cδ
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and, letting δ → 0, we conclude (ii).

We prove (iii) in Lemma 2.14. Let Ω′ ⊂⊂ Ω. Recalling (4.88), we know that u ∗ ξn is

constant outside a tubular neighborhood of width εRn around ∂∗A and that ‖∇(u ∗ ξn)‖L∞ ≤
C
εRn
. Thus

λ(Ω′) =W{εRn }(u; Ω′) ≤ lim inf
n→∞

FεRn (u ∗ ξn,Ω′) ≤ CHN−1(Ω′ ∩ ∂∗A) = Cµ(Ω′). (4.96)

This shows, by the coincidence criterion Lemma 2.14, that λ
¬
Ω′ is a Radon measure. Since

µ is a �nite Radon measure in Ω and (4.96) holds for every Ω′ ⊂⊂ Ω, we conclude that λ is a

�nite Radon measure in Ω absolutely continuous with respect to µ, which was the claim (C1).

Step 2. We now prove (C2). Let x0 ∈ Ω ∩ ∂∗A be on a face of ∂∗A (since the set is

polyhedral) and write ν := νA(x0). Using Proposition 4.19 it is possible to �nd a rotation

Rν and T ∈ N such that, setting Qν := RνQ, we get Qν ∈ Qν and

W (x+ nTv, p) = W (x, p) ,

for a.e. x ∈ Ω, every v ∈ SN−1 that is orthogonal to one face of Qν , every p ∈ RM and n ∈ N.
By Remark 2.11 it follows that for µ-almost every x0 ∈ Ω,

dλ

dµ
(x0) = lim

ε→0+

λ(Qν(x0, ε))

εN−1
, (4.97)

where Qν(x0, ε) := x0 + εQ. In view of Lemma 4.28, it is possible to �nd {Tk}k∈N ⊂ TN with

Tk →∞ as k →∞, and {uk}k∈N ⊂ C(Qν , Tk) such that

σQν (ν) = lim
k→∞

1

TN−1
k

�
TkQν

[
W (y, uk(y)) + |∇uk(y)|2

]
dy

= lim
k→∞

�
Qν

[
TkW (Tkx, vk(x)) +

1

Tk
|∇vk(x)|2

]
dx, (4.98)

where vk : Qν → Rd is de�ned as vk(x) := uk(Tkx) and σQν (ν) is de�ned as in Lemma 4.28.

Without loss of generality, by density, we can assume uk ∈ C(Qν , Tk) ∩ L∞(TkQν ;Rd). Since

the choice of molli�er ρ ∈ C∞c (B(0, 1)) is arbitrary by Lemma 4.25, we will assume here that

supp ρ ⊂ B(0, 1
2
) and thus

uk (Tkx) = u0,ν(x) if |Tkx| ≥
1

2
.
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Figure 4: The construction of the recovery sequence v
(ε)
n,k: for every ε > 0 and k ∈ N �xed,

we de�ned it as u0,ν in the green region and, in each yellow square of side length εRn Tk
ε

, as a
rescaled version of the function uk.

For x ∈ RN let xν := x · ν and x′ := x− xνν. Moreover, set Q′ν := Qν ∩ ν⊥.
For t ∈

(
−1

2
, 1

2

)
, extend the function x′ 7→ vk(x

′+ tν) to the whole ν⊥ by periodicity, and

de�ne

v
(ε)
n,k(x) :=


u0,ν(x) if |xν | > εRn Tk

2ε
,

vk

(
εx

εRn Tk

)
if |xν | ≤ εRn Tk

2ε
.

(4.99)

The idea behind the de�nition of the function v
(ε)
n,k is the following (see Figure 4): for every

�xed ε > 0 and k ∈ N we are tiling the face of A orthogonal to ν with εRn -rescaled copies of

the optimal pro�le uk. The fact that A is a Λ-polyhedral set and that Tk ∈ TN ensure that

it is possible to use the periodicity of W to estimate the energy in each cube of edge length
εRn Tk
ε

. The presence of the factor ε in (4.99) localizes the function around the point x0 and

accommodates the blow-up method we are using to prove the limsup inequality and, because

of periodicity, will play no essential role in the fundamental estimate (4.106).

Let mn ∈ Rν

(
TZN

)
and sn ∈ [0, T )N be such that x0

εRn
= mn + sn, and let

xε,n := −ε
R
n

ε
sn .
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Note that for every ε > 0 we have

lim
n→∞

xε,n = 0. (4.100)

De�ne the functions un,ε,k ∈ H1(Qν(x0, ε);Rd) by

un,ε,k(x) := v
(ε)
n,k

(
x− x0

ε
− xε,n

)
.

We claim that there is ε′(x0) such that for every 0 < ε < ε′(x0) and any k ∈ N

lim
n→∞

‖un,ε,k − u‖L1(Qν(x0,ε);Rd) = 0. (4.101)

Since x0 is on a face of ∂∗A, we can �nd ε′ such that u = u0,ν(x−x0) in Qν(x0, ε
′). Changing

variables,

�
Qν(x0,ε)

|un,ε,k(x)− u(x)|dx

=

�
(εQν−εxε,n)∩{z:|zν |≤

εRn Tk
2
}

∣∣∣∣v(ε)
n,k

(
z

ε

)
− u(x0 + z + εxε,n)

∣∣∣∣dz.

Since the functions v
(ε)
n,k are uniformly bounded with respect to n ∈ N, we prove our claim by

noticing that |(εQν − εxε,n) ∩ {z : |zν | ≤ εRn Tk
2
}| → 0 as n→∞.

Thus, using the de�nition of λ and (4.101), we get

λ(Qν(x0, ε))

εN−1
≤ lim inf

n→∞

1

εN−1
FεRn (un,ε,k, Qν(x0, ε)). (4.102)

We want to rewrite the right-hand side of (4.102) in terms of the functions vεn,k. To do so,
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changing variables, we write

1

εN−1
FεRn (un,ε,k, Qν(x0, ε))

=

�
Qν

[
ε

εRn
W

(
x0 + εy

εRn
, un,ε,k(x0 + εy)

)
+ εεRn |∇un,ε,k(x0 + εy)|2

]
dy

=

�
Qν

[
ε

εRn
W

(
x0 + εy

εRn
, v

(ε)
n,k(y − xε,n)

)
+
εRn
ε
|∇v(ε)

n,k(y − xε,n)|2
]

dy

=

�
Qν−xε,n

[
ε

εRn
W

(
x0 + ε(y + xε,n)

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy

=

�
Qν−xε,n

[
ε

εRn
W

(
mn +

εy

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy

=

�
Qν−xε,n

[
ε

εRn
W

(
εy

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy

= F εRn
ε

(v
(ε)
n,k, Qν − xε,n) ,

where in the second to last step we used the periodicity of W .

We claim that

lim sup
k→∞

lim sup
ε→0+

lim sup
n→∞

F εRn
ε

(
vεn,k, (Qν − xε,n) \Qν

)
= 0. (4.103)

Indeed, using Fubini's Theorem and a change of variables, we have

F εRn
ε

(
vεn,k, (Qν − xε,n) \Qν

)
=

� εRn Tk
2ε

− ε
R
n Tk
2ε

�
(Q′ν−xε,n)\Q′ν

[
ε

εRn
W

(
εy

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy

=

� 1
2

− 1
2

�
(Q′ν−xε,n)\Q′ν

[
TkW

((
Tk

εx′

εRn Tk
+ Tkxνν

)
, vk

(
εx′

εRn Tk
+ xνν

))

+
1

Tk

∣∣∣∣∇vk( εx′

εRn Tk
+ xνν

)∣∣∣∣2
]

dHN−1(x′)dxν .

Fix k ∈ N. By (4.100), for each ε > 0, let n(ε) ∈ N be such that |xε,n| < ε for all n ≥ n(ε). In

particular, we have (Q′ν−xε,n)\Q′ν ⊂ (1+ε)Q′ν \Q′ν . Set µε,kn := ε
εRn Tk

. For every xν ∈ (−1
2
, 1

2
),

the functions f, g : Q′ν → R de�ned by

f(x′) := W ((Tkx
′ + Tkxνν), vk(x

′ + xνν)) , g(x′) :=

∣∣∣∣∇vk(x′ + νxν

)∣∣∣∣2
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are Q′ν periodic. The Riemann-Lebesgue Lemma yields

lim
n→∞

�
U

f(µε,kn x′)dHN−1(x′)

= |U |
�
Q′ν

W ((Tkx
′ + Tkxνν), vk(x

′ + xνν)) dHN−1(x′) (4.104)

and

lim
n→∞

�
U

g(µε,kn x′)dHN−1(x′) = |U |
�
Q′ν

|∇vk (x′ + xνν)|2 dHN−1(x′) , (4.105)

for every open and bounded set U ⊂ RN . Thus we get

lim sup
n→∞

F εRn
ε

(
vεn,k, (Qν − xε,n) \Qν

)
≤ lim sup

n→∞

� 1
2

− 1
2

�
(1+ε)Q′ν\Q′ν

[
TkW

((
Tk

εx′

εRn Tk
+ Tkxνν

)
, vk

(
εx′

εRn Tk
+ xνν

))

+
1

Tk

∣∣∣∣∇vk( εx′

εRn Tk
+ xνν

)∣∣∣∣2
]

dHN−1(x′)dxν

≤ |(1 + ε)Q′ν \Q′ν |
(�

Qν

[
TkW (Tkx, vk(x)) +

1

Tk
|∇vk(x)|2

]
dx

)
.

Sending ε→ 0 we obtain (4.103).

Finally, we claim that

lim sup
k→∞

lim sup
ε→0+

lim sup
n→∞

F εRn
ε

(
vεn,k, Qν

)
= σQν (ν) . (4.106)

Recalling the de�nition of the functions v
(ε)
n,k (see (4.99)) and using Fubini's Theorem we can

write

F εRn
ε

(
vεn,k, Qν

)
= F εRn

ε

(
vεn,k, Qν ∩

{
|xν | ≤

εRn Tk
2ε

})

=

� εRn Tk
2ε

− ε
R
n Tk
2ε

�
Q′ν

[
ε

εRn
W

(
εx′

εRn
+
εxνν

εRn
, vk

(
εx′

εRn Tk
+
εxνν

εRn Tk

))
+

ε

εRn T
2
k

∣∣∣∣∇vk( εx′

εRn Tk
+
εxνν

εRn Tk

)∣∣∣∣2]dx′dxν
=

� 1
2

− 1
2

�
Q′ν

[
TkW

(
Tk

εx′

εRn Tk
+ Tkyνν, vk

(
εx′

εRn Tk
+ yνν

))
+

1

Tk

∣∣∣∣∇vk( εx′

εRn Tk
+ yνν

)∣∣∣∣2]dx′dyν .
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Thus, using (4.104) and (4.105) (that are independent of ε), we obtain

lim
k→∞

lim
ε→0+

lim
n→∞

F εRn
ε

(
vεn,k, Qν

)
= lim

k→∞

�
Qν

(
TkW (Tkx, vk(x)) +

1

Tk
|∇vk(x)|2

)
dx

= σQν (ν).

From (4.102), (4.103) and (4.106) we get

lim
ε→0

λ(Qν(x0, ε))

εN−1
≤ lim sup

k→∞
lim sup
ε→0+

lim sup
n→∞

1

εN−1
FεRn (un,ε,k, Qν(x0, ε))

≤ σQν (ν) . (4.107)

In order to conclude, we use Lemma 4.28 to �nd a sequence {Qn}n∈N ⊂ QΛ
ν such that

σQn(ν)→ σ(ν) as n→∞. Using (4.107) we obtain for every n ∈ N

dλ

dµ
(x0) = lim

ε→0

λ(Qn(x0, ε))

εN−1
≤ σQn(ν)

and, letting n→∞ we have
dλ

dµ
(x0) ≤ σ(ν).

Using the Urysohn property, we conclude that if the set A := {u = a} is Λ-polyhedral, then

there exists a sequence {un}n∈N ⊂ H1(Ω;Rd) with un → u in L1(Ω;Rd) such that

lim sup
n→∞

Fεn(un) ≤ F0(u).

Case 2. We now consider the general case of a function u ∈ BV (Ω; {a, b}). Using Lemma

4.22 it is possible to �nd a sequence of functions {vk}k∈N ⊂ BV (Ω; {a, b}) with the following

properties: the set Ak := {vk = a} is a Λ-polyhedral set and, setting A := {u = a}, we have

lim
k→∞
‖χAk − χA‖L1(Ω) = 0 , lim

k→∞
|P (Ak; Ω)− P (A; Ω)| = 0 .

From the result of Case 1, for every k ∈ N it is possible to �nd a sequence {ukn}n∈N ⊂
H1(Ω;Rd) with ukn → vk as n→∞, such that

lim sup
n→∞

Fεn(ukn) ≤ F0(vk) .
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Choose an increasing sequence {n(k)}k∈N such that, setting uk := ukn(k),

‖uk − u‖L1 ≤ 1

k
, Fεn(ukn) ≤ F0(vk) +

1

k
. (4.108)

Recalling that the function σ is upper semi-continuous on SN−1 (see Proposition 4.26), from

Theorem 2.12 and (4.108) we get

lim sup
k→∞

Fεn(k)(u
k) ≤ lim sup

k→∞
F0(vk) ≤ F0(u) .

This concludes the proof of the limsup inequality.

4.3.6 Continuity of σ

To prove that the function ν 7→ σ(ν) is continuous, notice that Theorem 4.9 implies, in

particular, that the functional F0 is lower semi-continuous with respect to the L1 convergence.

It then follows from [4, Theorem 5.11] that the function σ, when extended 1-homogeneously

to the whole RN , is convex. Since σ(ν) < ∞ for every ν ∈ SN−1 (see Lemma 4.23), we also

deduce that σ is continuous.

For the convenience of the reader, we recall here the argument used in [4, Theorem

5.11] to prove convexity. Take v0, v1, v2 ∈ RN such that v0 = v1 + v2. We claim that

σ(v0) ≤ σ(v1) + σ(v2). Using the 1-homogeneity of σ, this is equivalent to convexity. To

prove the claim, let E := {x ∈ Ω : x · ν0 ≤ α}, where α ∈ R is such that Ω \ E 6= ∅,
Ω∩E 6= ∅. Consider a cube z+ rQ ⊂ Ω\E, where z ∈ RN and r > 0, and a triangle T ⊂ rQ

with outer normals − ν0
|ν0| ,

ν1
|ν1| and

ν2
|ν2| . For n ∈ N, let

En := E ∪
nN−1⋃
i=1

(
zi +

1

n
T

)
,

where the zi's are such that zi + 1
n
T ⊂ z + rQ and (zi + 1

n
T ) ∩ (zj + 1

n
T ) 6= ∅ if i 6= j. It can

be shown that χEn → χE, so by lower semi-continuity of F0 we obtain

HN−1(E)σ(ν0) = F0(χE) ≤ lim inf
n→∞

F0(χEn)

= HN−1(E)σ(ν0) + L[σ(ν1) + σ(ν2)− σ(ν0)],

where L > 0 is the length of the side of T orthogonal to ν0. This proves the claim.
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