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Abstract

Sulfonic acid based and imidazolium-based ionic liquids were studied in this thesis.

A classical force field for sulfonic acid was developed in OPLS-AA and CHARMM

format. The structure and dynamics of alyl sulfonic acid was examined to validated

the force field, including density, heat of vaporization and transport properties. The

radial distribution function produced from the force field was also compared with the

results of ab inito molecular dynamics. Next, the dissolution of ZnO (101̄0) surface

in a sulfonic acid based ionic liquid was studied using ab initio approaches. Possible

pathways of the initial dissolution process are explored. Energies of proton trans-

fer from ionic liquids to ZnO (101̄0) surfaces are calucated. The solvation of zinc

ion is also discussed. For imidazolium-based ionic liquids, its heterogeneous dynam-

ics was invastigated with the help of four point correlation function. In addition,

we also proposed a new “mobile” self four point correlation function to better de-

scribe the collective motions. A comparison between imidazolium-based ionic liquids,

choline acetate and acetonitrile was presented. The effects of the side chain length of

imidazolium-based ionic liquids were also discussed in detail. In the end, the interac-

tions between the anions and the hydrogens on the imidazolium ring were examined

with the calculation of their vibrational spectroscopy. The results of classical force

field and DFT calculations were compared.
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1.1 Ionic liquid

An ionic liquid (IL) refers to a molten salt whose melting point (m.p.) is typically

below 100 ℃.1,2 Common ILs consist of imidazolium-, pyridinium-, pyrrolidinium-

or ammonium-based cation paired with anions such as halides, tetrafluoroborate

(BF4), hexafluorophosphate (PF6), bis(trifluoromethylsulfonyl)imide (Tf2N) or bis-

(fluorosulfonyl)imide (FSI). Low temperature IL (m.p. below 130K) has been pro-

posed to build lunar liquid mirror telescope.3

Common characteristics of ionic liquids, e.g. high viscosity, thermal stability and

low vapor pressure, are governed by the strong electrostatic interactions between ions.

Specific conductivities of ionic liquids limited by their viscosities usually fall in the

region of aqueous solutions. Solubility in ionic liquids depends mainly on polarity

and hydrogen bonding ability. The miscibility with water and organic solvents can

be tuned by varying the anionic species and/or the length of side chains of the cations.

Applications of ILs have been actively developing over the past decade.2 ILs are

considered ”green” solvents for synthesis and extraction because of their recyclability

and stability. ILs are also used as an electrolyte in rechargeable lithium ion batteries

and as a dielectric medium in capacitors. ILs are employed in solar thermal systems as

a heat transfer and storage medium. IL-based methods are developed for gas storage

and handling.

Imidazolium-based ILs are among the most investigated ILs.4 Their positive charge

is highly delocalized across the imidazolium ring. The hydrogen of C-2 carbon of the

imidazolium ring is acidic and can have hydrogen bonding capability. Their solubility

and miscibility can be tuned by changing the alkyl groups. Imidazolium-based ILs

can form a partially ordered ion network through cation-anion interaction, which can

be used to synthesize nanoparticles.5,6

Cyclic alkyl quaternary ammonium cations, such as pyrrolidinium- and piperidinium-
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based ILs have gained considerable interests during the last several years owing to

their wide electrochemical windows and water immiscibility.7 They can be applied

as electrolytes in electrochemical reduction and polymer electrolyte composition in

lithium ion batteries and chemical capacitors. Due to the localized charge on nitro-

gen, cyclic alkyl quaternary ammonium cations have stronger electrostatic interac-

tions than imidazolium-based cations, resulting in higher melting points. To decrease

their melting points, cyclic alkyl quaternary ammonium cations are often paired with

Tf2N.

Anions also play an important role in ILs. Their size and symmetry can signifi-

cantly influence the melting points, viscosities and conductivities of ILs. ILs contain-

ing Tf2Noften have low melting points and low viscosities due to its delocalized charge

and low symmetry. Halides and symmetric anions such as BF4and PF6lead to higher

melting points. Hydrogen bonding ability of anions is also important especially when

paired with imidazolium-based cations.

Functionalized ILs which are designed for a specific purpose, e.g. as the solvent or

catalyst for specific reaction, separation and extraction, are called task specific ionic

liquids (TSILs). The alkyl chain of imidazolium-based IL can be customized as the

reaction medium for catalytic reation.8 TSIL with an acidic counteranion has been

applied in esterification reactions as a dual solvent–catalyst system.9 Many TSILs

can be used in mineral processing to selectively dissolve metal oxides.10–12 TSILs are

also being developed to capture CO2.13

Dissolution of metal oxides using ionic liquids was first reported by Dai et al. 14 and

Bell et al. 15 Imidazolium chloroaluminate melt was found to be able to dissolve UO3

and V2O5. Betaine bis(trifluoromethylsulfonyl)imide was used for the dissolution

of rare earth oxides.11,16 Other IL cations, such as imidazolium- and cyclic alkyl

quaternary ammonium-based cations, can be functionalized with a carboxyl group to

achieve selective dissolution.17 Eutectic mixture of choline chloride and hydrogen bond
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donors, such as carboxylic acids, amines, alcohols and urea is also a novel solvent for

mineral leaching.18,19 Dissolution of gold, silver, copper and base metal from sulphidic

ores using 1-butyl-3-methylimidazolium hydrogen sulphate is also reported.20,21

1.2 Computer modeling

Computer simulation of liquid systems is common nowadays. It can be applied to

study the structure and properties of water, proteins and organic liquids. Computer

simulation can be categorized into classical and ab initio method based on their

underlying computational models determining the interaction between atoms.

Classical methods, such classical molecular dynamics (MD) and classical Monte

Carlo (MC) simulation, are widely used because they are fast and can provide rea-

sonable accuracy. These methods employ an empirical force field to calculate the

force and energy of the simulation system. An empirical force field usually contains

bonded and nonbonded terms. Typically, bonded terms include bond stretching,

angle bending and torsional rotation. Improper angles may be used to enforce ge-

ometric constraints. Cross terms can also be added to ensure proper conformation.

Nonbonded interactions are electrostatic interactions and van der Waals interactions.

Various force fields have been developed for different purposes, including MM322,

CHARMM23,24, AMBER25–28 and OPLS29.

Since electrostatic interactions play an important role in determining the proper-

ties of ILs, partial charge assignment is crucial for IL systems. Different force fields

employ different methedologies to model the electrostatic interaction. Gasteiger-

Marsili model30,31 considers partial equalization of electronegativity between bonded

atoms. In the early version of AMBER,25,26 Mulliken charges were used to represent

the electrostatic interaction between atoms, but this model does not reproduce elec-

trostatic potential of a molecule very well. Later, AMBER9427,28 switched to RESP
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charges, for Restrained ElectroStatic Potential fit. CHARMM23,24 uses charges from

electrostatic potential fit (ESP) of the molecule pairing with hydrogen bond donors

and acceptors, such as water, as the initial guess, and this initial guess is further

modified to reproduce the distances and interaction energies. The original OPLS

force field29,32,33 fits charges to reproduce liquid properties. In the OPLS force field,

molecules are divided into neutral subunits, which makes charges transferable, espe-

cially for macromolecules. Other OPLS-based force field34–36 also uses ESP charges,

such as charges based on CHELPG method (CHarges from Electrostatic Potentials

using a Grid based method)37, but ESP charges cannot be applied to large molecules,

such as spherands38, because of conformational variability and accuracy of charges

for innermost atoms. For large systems, RESP charges are good alternatives.

Another term in nonbonded interactions, van der Waals interaction, is usually

adjusted to reproduce thermodynamic properties, such as density, heat of vaporiza-

tion and solvation enthapy.29 Alkanes are often chosen as the starting point because

their electrostatic interactions are negligible. Van der Waals parameters are often

transferable between different molecules when their coordination numbers are the

same.

Most of bonded parameters are fitted to ab initio calculations. Bond and angle

force constants were usually taken from Hessian matrix.23 But it was found that these

parameters did not reproduce experimental vibrational spectra of molecules.39 Later,

bond and angle force constants are fitted to potential energy surface (PES) obtained

from ab initio method, or these force constants are modified to reproduce experimental

vibrational spectra. Fitting dihedral parameters to PES scan is considered the most

accurate and reliable method.

Ab initio methods evaluate the forces and energies of the system based on quantum

chemistry. Several approximations have to be adopted, such as Born Oppenheimer

(BO) method and Car-Parrinello (CP) method.40 To accelerate the simulation, in-
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teractions between atoms are often modeled by pseudopotentials instead of the exact

atomic potentials. Forces and energies are evaluated through density functional the-

ory (DFT). Ab initio methods have their native advantages in simulating chemical

reactions and electronic properties. Since ab initio methods are much more time

consuming than classical methods, it is sometimes beneficial to combine quantum

mechanics and molecular mechanics (QM/MM) methods in order to simulate large

systems accurately and efficiently.
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2.1 Introduction

Short-chain alkylsulfonic acids (Figure 2.1) have a wide range of applications in in-

dustry due to their many desirable properties, including high acidity, solubility and

conductivity as well as low toxicity and good biodegradability. As such, methanesul-

fonic acid (MSA), for example, has been used as a catalyst in organic synthesis such

as polymerization, alkylation and esterification.1,2 Furthermore, its good solubility

and conductivity make MSA an ideal electrochemical electrolyte for, e.g., electroplat-

ing of Sn/Pb and many flow battery systems.3–5 A selective electrochemical stripping

procedure has also been designed based on MSA.6

Ab initio methods have been employed to study physicochemical properties of

MSA, such as conformations, heat of formation, and energetics of reactions involving

MSA, in the gas phase.7,8 Structure and energetics of MSA-water clusters and other

MSA mixtures have also been investigated.9–13 While ab initio simulation methods

offer the most accurate computational approach with direct access to electronic struc-

tural properties, their high computational cost places a significant restriction on their

applications. Therefore for large systems—especially solution-phase systems—that

require extended simulations, classical methods couched in force fields still provide a

very useful approach.

To our knowledge (and to our surprise), force field parameters for alkylsulfonic

acids have not been studied though those for many of their derivatives, such as alkyl-

sulfonic acid esters and alkylsulfonate anions, have been developed14,15 in widely-used

force fields, e.g., CHARMM16 and OPLS.17 The only exception is MSA, for which a

GROMOS-based potential model has been constructed to investigate its structural

and dynamic properties, and hydrogen bonded interactions.18,19 Though this model

was able to capture several interesting properties of MSA, its extension to other sul-

Reprinted with permission from J. Phys. Chem. B, 2018, 122 (42), 9747–9756. Copyright
2018 American Chemical Society.
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fonic acids and/or application to liquid systems containing MSA by utilizing OPLS

and CHARMM force fields is not easy; the difference in functional forms of the inter-

action potentials does not allow for direct combination of its parameters with those

of CHARMM or OPLS. Thus it would be worthwhile and desirable to construct

a potential model for alkylsulfonic acids, which is compatible with these existing

force fields. In this article, we develop two sets of force field parameters—one using

CHARMM and one using OPLS protocols—for three short-chain alkylsulfonic acids,

methanesulfonic acid (MSA), ethanesulfonic acid (ESA) and 1-propanesulfonic acid

(PSA). These new parameter sets are validated via comparison with experimental

data and ab initio calculation results. The fact that the structural and transport

properties are well captured indicates that our model descriptions can be applied to

study various processes, such as electrochemical reaction dynamics, in homogeneous

and heterogeneous environments involving these and related solvents.

The outline of this paper is as follows: Details of the force field developments are

given in sec 2.2 and classical and ab initio simulation methods are summarized in

sec 2.3. In sec 2.4, validation of the force field parameters is presented by comparing

simulation results with experimental data and ab initio results. Section 2.5 concludes.

2.2 Force field development

We begin by describing our general strategy for developing potential models for alkyl-

sulfonic acids. The force field parameters for MSA were developed first. The param-

eters directly available from the CHARMM and OPLS force fields were used without

any modifications. Missing parameters were determined by using the force fields for

related molecules, in particular, alkylsulfonates, as well as with the aid of ab initio

calculations and experimental information (see below for details). With the exception

of parameters for one dihedral group involving acidic hydrogen in CHARMM-based



14 Chapter 2

Figure 2.1: Atom types for MSA (top), ESA (middle) and PSA (bottom).
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models, optimized parameters of MSA thus constructed were then transferred to

ESA and PSA by maintaining charge-neutrality for each of alkyl segments. Complete

information on the force field parameters for MSA, ESA and PSA is compiled in

Appendix A.3.

We now consider the construction of model potentials based on the CHARMM

(eq 2.1) and OPLS (eq 2.2) descriptions in more detail:
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The optimized geometries of isolated MSA, ESA and PSA were determined using

Gaussian 09 package.20 Unless otherwise noted, all electronic structure calculations

for CHARMM-based parameterization were performed at the MP2/6-31G** level,

while those for OPLS were carried out at the B3LYP/6-31G** level.21–24 We note

that these are the methods of choice in the construction of existing CHARMM and

OPLS force field parameters. The predictions of our potential models for optimized

geometry of MSA are compared with the ab initio results in Table 2.1. Model C and

Model O there refer to the force field models we developed based on CHARMM and
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OPLS protocols, respectively. Only the results directly related to the parameters of

MSA, which are missing in CHARMM and OPLS, are presented. Overall the results

of Model C and Model O are in good agreement with ab initio calculations, suggesting

that our parameterization is reasonable.

Table 2.1: Optimized geometry of MSA.

Geometry Model C Model O MP2 B3LYP
OH–HO 0.97Å 0.97Å 0.97Å 0.97Å
SO=OS 1.43Å 1.44Å 1.46Å 1.46Å
SO–OH 1.61Å 1.64Å 1.64Å 1.65Å
CS1–SO 1.76Å 1.79Å 1.77Å 1.79Å
OS–SO=OS 123° 120° 121° 121°
OS–SO–OH 105° 107° 109° 107°
CS1–SO=OS 110° 111° 109° 109°
CS1–SO–OH 96° 98° 98° 98°
CS1–SO–OH–HO 139° 144° 135° 135°
OS–SO–OH–HO

* 26°/107° 30°/100° 21°/112° 21°/111°
* Torsional angles of two OS respectively.

The non-bonded parameters for alkylsulfonic acids are listed in Table 2.2. As

mentioned above, many of them are already available from CHARMM14,25–28 or

OPLS15,29,30 force fields and they are used without any modifications to maximize the

compatibility of our model descriptions with these force fields. CHARMM requires

special non-bonded parameters for 1-4 interactions involving CS1, CS2, CM and CE.25

These 1-4 interaction parameters are given in Appendix A.3. The Lennard-Jones

(LJ) interaction parameters, σ and ϵ, follow the combination rules of CHARMM or

OPLS, depending on which force-field description our potential model is based on.

To determine the missing parameters for Model C, we proceeded as follows: For

the LJ parameters of OS, OH and HO in the sulfonyl group, those of the corresponding

atoms of acetic acid were used. The LJ parameters of SO were taken from neutral

sulfur in sulfone, sulfonamide and sulfoxide.31 Partial charges were assigned follow-

ing the CHARMM protocol using VMD package and Force Field Toolkit plugin.32,33
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During the optimization, charges of alkyl hydrogen, methyl carbon and methylene

carbon atoms were fixed at 0.09 e, -0.27 e and -0.18 e, where e is the elementary

charge. For bonded interactions, the force constants for the S–OH bond and S–OH–H

bond angle of the sulfonyl group were adjusted with the aid of ab initio calculations

to reproduce experimental vibrational spectra.34,35 Torsional parameters involving

HO, i.e., H–OH–S–OS and H–OH–S–C dihedral parameters, as well as the OH–H force

constant were determined by fitting their potential energy profiles to the ab initio

results. Specifically, the H–OH–S–OS dihedral parameters and OH–H force constant

were obtained using the ab initio results for MSA and were employed for all three

alkylsulfonic acids without any further adjustments. The H–OH–S–C dihedral pa-

rameters, on the other hand, were determined separately for MSA, ESA and PSA.

The torsional parameter set for PSA thus determined shows a good transferability

to 1-butanesulfonic acid (BSA) though BSA is not investigated in the present study.

For all other bonded interactions, CHARMM parameters generated by ParamChem

interface36 with CHARMM General Force Field (CGenFF)14,26–28 were employed.

For Model O, the LJ parameters of SO of a sulfonate anion were used without

any modification, similar to Model C above. For OS and OH, however, the σ and ϵ

parameters of acetic acid were further optimized to reproduce experimental results

for density and heat of vaporization. This is different from Model C, for which no

additional adjustments were made. We note that the resulting σ values of OS and

OH are similar to the corresponding CHARMM values but their ε values exhibit

a significant difference. Partial charges of the sulfonyl group were assigned using

the CHELPG method.37 For SO and CS1, their charges were adjusted to reproduce

experimental density and heat of vaporization. Interestingly, the partial charges of

the sulfonyl group thus determined are very close to those of Model C though their

optimization protocols differ markedly. Each alkyl hydrogen atom was assigned a

partial charge 0.06 e following the OPLS protocol. For bonded interactions, the force
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constants for the S–OH bond and the S–OH–H and OH–S–C bond angles were assigned

to reproduce experimental vibrational spectra.34,35 The H–OH–S–OS and H–OH–S–C

dihedral parameters were determined by fitting their potential energy profiles to the

ab initio results for MSA. We found that the dihedral parameters thus determined

capture the ab initio results for torsional potential energy profiles for ESA, PSA and

BSA quite well. We therefore used them for ESA and PSA without any additional

adjustments in our study. For other bonded interactions, OPLS parameters were used

without any modifications.

Table 2.2: Non-bonded parameters of Model C and Model O.

Atom types q (e) σ (nm) ε (kJ/mol)
Model C Model O Model C Model O Model C Model O

CS1 -0.270c -0.160* 0.3653c 0.3500c 0.3264c 0.2761c
CS2 -0.180c -0.100* 0.3581c 0.3500c 0.2343c 0.2761c
CM -0.270c -0.180c 0.3653c 0.3500c 0.3264c 0.2761c
CE -0.180c -0.120c 0.3581c 0.3500c 0.2343c 0.2761c
HC (CS1, CM) 0.090c 0.060c 0.2388c 0.2500c 0.1004c 0.1255c
HC (CS2, CE) 0.090c 0.060c 0.2388c 0.2500c 0.1464c 0.1255c
SO 1.034* 1.090* 0.3564d 0.3550s 1.4644d 1.0460s
OS -0.484* -0.500* 0.3029a 0.2990† 0.5021a 0.8370†
OH -0.547* -0.580* 0.3145a 0.3120‡ 0.8038a 0.5860‡
HO 0.481* 0.470* 0.0400h 0.0000h 0.1925h 0.0000h
* This work.
† This work. Modified from carboxylic acid.
‡ This work. Modified from alcohol.
a Acetic acid.
c Alkyl chain.
d DMSO31.
h Polar hydrogen.
s Alkylsulfonates.15
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2.3 Simulation Methods

2.3.1 Classical MD

Three different systems comprising, respectively, 512 MSA, 342 ESA and 215 PSA

molecules were studied. MD simulations were carried out using GROMACS 5.1 pro-

gram38 with cubic boundary conditions applied. The trajectories were integrated

with the leap frog algorithm and a time step of 1 fs. The cutoff value used for van der

Waals interactions was 14 Å. The particle mesh Ewald method39 was employed to

account for the electrostatic interactions in periodic systems. Each system was first

equilibrated at 400K and 1 bar for 5 ns and annealed to 298.15K in 5 ns, followed by a

5 ns simulation to determine the system density (Table 2.3) in the isobaric-isothermal

ensemble using the Nosé-Hoover thermostat40,41 and Parrinello-Rahman barostat.42

Using the resulting density, the system was then equilibrated for 10 ns in the micro-

canonical (NVE ) ensemble, followed by a 10 ns production run with configurations

saved at every 1 ps. The temperatures in NVE simulations were within a 1% error of

the target temperature 298 K.

2.3.2 Ab initio MD

Ab initio MD was performed using CP2K 3.0 package.43 The system contains 16

MSA molecules in a periodic cubic box with the side length 11.9902 Å to reproduce

the experimental density. To ensure good total energy convergence, a timestep of 0.5

fs was employed. DFT with BLYP exchange correlation22,44 and Goedecker-Teter-

Hutter (GTH) pseudopotential45 with DZVP-MOLOPT basis set46 was employed to

describe interatomic interactions. A cutoff of 400 Ry was used for Gaussian plane wave

(GPW) method47 with NN50 smoothing method. Long range dispersion correlations

were incorporated using the DFT-D2 scheme.48 Wavefunctions were optimized using
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the orbital transformation method with IRAC and DIIS minimizer with FULL_ALL

preconditioner.49 Convergence criteria were set to 10−6. Nosé-Hoover thermostat was

employed to maintain the system temperature at 298.15 K.

The initial configuration needed for ab initio simulation was prepared via classical

MD using the Model O developed here. By employing the ab initio method described

above, the system was equilibrated for 5 ps in the canonical ensemble, followed by a

30 ps production run from which averages were computed.

2.4 Results and discussion

2.4.1 Density

The densities ρ calculated from Model C and Model O are compared with experi-

mental results50 in Table 2.3. In all cases we studied, both model descriptions yield

a very good agreement with experiments with errors less than 2 %. Model O shows

a particularly good agreement because some of its van der Waals parameters were

adjusted from the OPLS values to reproduce the MSA density as explained above.

The van der Waals parameters of Model C, on the other hand, are taken directly from

the CHARMM force fields without any adjustments and thus it tends to overestimate

ρ slightly.

Table 2.3: MD results for density ρ of MSA, ESA and PSA (units: g/cm3).

System Model C Model O Experiment†

MSA 1.5019 ± 0.0005 1.4775 ± 0.0003 1.4812
ESA 1.3491 ± 0.0004 1.3413 ± 0.0006 1.3341
PSA 1.2680 ± 0.0011 1.2489 ± 0.0017 1.2516
† Reference 50.
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2.4.2 Heat of Vaporization

Heat of vaporization ∆Hvap is calculated via51

∆Hvap = [E(g) + kBT ]− E(l) (2.3)

where E(g) and E(l) are the potential energies of the system in the gas and liquid

phases, respectively, kB is Boltzmann’s constant, and T is the system temperature.

E(g) was computed by simulating a single molecule in vacuum for 10 ns after 10 ns

equilibration.

The MD results for ∆Hvap are presented in Table 2.4. The results for MSA are

in good accord with the measurement. As in the case of density discussed above,

Model C slightly overestimates ∆Hvap since no adjustments of the CHARMM pa-

rameters were made in its construction in contrast to Model O. Both Model C and

Model O predict that ∆Hvap increases with the alkyl chain length. This trend is at-

tributed mainly to increasing intermolecular interactions and thus better stabilization

as the molecular size grows in the liquid phase. This also leads to higher boiling tem-

perature for larger compounds. A similar trend generally obtains for other organic

systems, such as alkanes and carboxylic acids.

Table 2.4: MD results for ∆Hvap (units: kJ/mol) for MSA, ESA and PSA at 25 °C

System Model C Model O Experiment
MSA 76.5 74.9 75.2†
ESA 79.3 78.5 –
PSA 82.7 81.6 –
† Reference 52.
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Figure 2.2: COM-to-COM radial distribution functions. Due to its small system size,
the range of RDF is very short for ab initio MD simulation.

2.4.3 Structure

We turn to intermolecular structure of alkylsulfonic acids. The results for the radial

distribution function (RDF) of the center of mass (COM) of individual molecules are

displayed in Figure 2.2. Models C and O yield similar RDFs for all three systems

we studied. Specifically, their first peaks are similar in height (∼ 2) and position

(∼ 5 Å); the first peak position of PSA is shifted to larger distances by only ∼0.5Å,

compared to MSA. The sulfonic acids studied here can be considered as rod-like (i.e.,

cylindrical) molecules of a similar radius and thus their COMs can approach each

other to a similar proximity. The differences in position of the first minimum as well

as the second peak of the RDFs nonetheless reflect the increasing chain length, i.e.,

height of the cylinder.

RDFs between the sulfonyl oxygen and acidic hydrogen atoms are presented in

Figure 2.3. To help the reader, a snapshot of two MSA molecules hydrogen-bonded

to each other is shown in Figure 2.4. The OS–HO distributions exhibit a prominent

peak at 1.7 Å, indicating that OS and HO form a strong intermolecular hydrogen

bond. The corresponding peak around 1.8 Å in the OH–HO distribution is much
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Figure 2.4: Snapshot of a hydrogen-bonded pair taken from the AIMD trajectory.
Color code: S (yellow), O (red), H (white) and C (green). Units for distance: Å.

lower, revealing that its hydrogen bonding strength is considerably weaker than that

of OS–HO. The main peak around 4 Å primarily accounts for the distribution of HO,

which is hydrogen-bonded to OS, around OH of the molecule that this hydrogen-

bonded OS belongs to, as shown in Figure 2.4a. We notice that for a given sulfonic

acid, hydrogen bond peaks are higher in Model O than in Model C. This suggests

that the former model yields stronger intermolecular hydrogen bonds than the latter.

For detailed insight, we quantify hydrogen bonds by employing a geometric defi-

nition based on the bond distance and angle specifications. Specifically, we consider

that a hydrogen bond is formed when the intermolecular hydrogen-oxygen distance

is smaller than the first minimum of their RDF, i.e., 2.35 Å, and the angle between

the OH bond and the intermolecular O-to-O direction is smaller than 30°. A similar
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definition has been used for water systems in previous studies.53–55 The results for

% population of specific hydrogen bonds, viz., the ratio of the number of hydrogen

bonds and the total number of OH groups, are given in Table 2.5. CHARMM- and

OPLS-based force field models yield a nearly identical % population of OS–HO hydro-

gen bonds for all three sulfonic acids. For OH–HO hydrogen bonds, on the other hand,

the Model C results are only about 1/3 of the Model O results as is expected from

their respective RDF peak heights in Figure 2.3. In the case of MSA, both Models C

and O tend to underestimate the hydrogen-bonding interaction compared to the ab

initio result. One likely reason is the absence of electronic polarizability in the force

field models, which can increase intermolecular electrostatic interactions through in-

duced charges.56 Despite this difference, the overall agreement between the force field

models and ab initio results in the hydrogen bond structures is very reasonable.

Table 2.5: Ratio of the number of hydrogen bonds to the total number of hydrogen
bond donors.

Force field OH–HO OS–HO Total

MSA
Model C 0.9% 92.0% 93.0%
Model O 2.4% 91.8% 94.2%

AIMD 3.9% 93.3% 97.2%

ESA Model C 0.7% 93.1% 93.8%
Model O 1.8% 93.5% 95.3%

PSA Model C 0.6% 93.5% 94.1%
Model O 1.8% 93.6% 95.4%

To obtain a quantitative understanding of hydrogen-bonded clusters and network

that can be formed, we examine the distribution of the number of hydrogen bonds

per molecule. From molecular structural perspective, one alkylsulfonic acid can form

a maximum of four hydrogen bonds—three as a hydrogen bond acceptor and one as

a hydrogen bond donor. According to simulation results, however, one acid molecule

forms, on average, two hydrogen bonds—one as an acceptor and one as a donor.

Indeed, about 50% of the population shows this behavior of two hydrogen bonds
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(Table 2.6), whereas less than 1 % forms four hydrogen bonds. A relatively small

amount of alkylsulfonic acids (about 17%) exhibits the formation of three hydrogen

bonds and almost twice that amount (about 30%) is characterized by fewer than

two hydrogen bonds. The latter population with fewer than two hydrogen bonds is

mainly responsible for the termination of the hydrogen bond network. As a result, the

average size of hydrogen-bonded clusters is 8–10 molecules, where a hydrogen-bonded

cluster is defined as a group of molecules connected by hydrogen bonds.

Table 2.6: Distribution of number of hydrogen bonds per molecule.†

Force field 0 1 2 3

MSA
Model C 3.3% 32.0% 48.0% 16.5%
Model O 2.6% 30.6% 48.9% 17.5%

AIMD 1.5% 23.8% 57.1% 17.7%

ESA Model C 2.6% 30.3% 50.4% 16.6%
Model O 2.0% 28.9% 51.2% 17.6%

PSA Model C 2.0% 29.3% 51.1% 17.4%
Model O 2.2% 29.3% 51.2% 17.0%

† The probability of forming four hydrogen bonds per
molecule is lower than 1%.

Table 2.7: Size and number of hydrogen-bonded clusters in the simulation system.

Force field total number
of clusters

average size
of clusters

MSA
Model C 68.3 7.6
Model O 57.3 9.1

AIMD* 1.5 12.8

ESA Model C 41.1 8.5
Model O 34.1 10.3

PSA Model C 23.6 9.4
Model O 23.7 9.4

* AIMD cluster size is not reliable due to small system size.

For quantitation of hydrogen-bonded clusters, we introduce two different proba-

bility distributions: (1) probability distribution of the cluster size, P (n), defined as

the ratio of the number of hydrogen-bonded clusters of size n to the total number of
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clusters, and (2) probability distribution of the number of molecules in clusters of size

n, viz., Pmol(n) = nP (n)/
∑

n nP (n), where
∑

n nP (n) is the average cluster size. We

also consider their cumulative distribution functions, Φ(n) ≡ P (x≤n) =
∑

x≤n P (x)

and Φmol(n) ≡ Pmol(x ≤ n) =
∑

x≤n Pmol(x). The results are shown in Figure 2.5.

P (n) in Figure 2.5a indicates that a significant number of molecules do not form in-

termolecular hydrogen bonds (viz., clusters of size of 1) and the probability of forming

large hydrogen-bonded clusters decreases dramatically as their size increases. As is

expected, Model C and Model O show some difference in P (n), especially for n = 1

and 2, due to the difference in force field parameters. According to Φ(n) in Fig-

ure 2.5c, less than 10% of the clusters consist of more than 20 molecules, while the

clusters with fewer than 10 molecules account for around 75% of the total hydrogen-

bonded clusters formed. In terms of the number of molecules, however, only about

30% of the molecules in the system belong to the clusters of size less than 10 (Figure

2.5d). To account for about 80% of the molecules in Φmol(n), the cluster size needs

to be increased to n ≈ 50. This means that despite the high abundance of small

clusters, clusters of large size do play an important role. Because of the small sys-

tem size (16 MSA molecules), we did not analyze the AIMD simulation results for

hydrogen-bonded clusters.

Returning to RDFs, we consider oxygen-oxygen distributions in Figure 2.6. The

main OH–OS peak at ∼ 2.7Å arises from the OH–HO· · ·OS hydrogen bond, while

various structures of the OS–OS distribution are due to differing OS-to-OS separations

in the hydrogen-bonded pair (Figure 2.4b). We note that the ab initio and force field

results show a discrepancy in the peak positions in the OS–OS distribution. This

arises mainly from the difference in the relative orientation of two MSA molecules

that are hydrogen-bonded to each other (Figure 2.4b). They are in a slightly more

twisted conformation in the ab initio MD such that OS-to-OS separation becomes

elongated compared to the classical force field results.
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To further illustrate the structure of alkylsulfonic acids, we have analyzed three-

dimensional spatial distribution functions (SDFs). The ab initio and force field results

for the acidic hydrogen HO in MSA are compared in Figure 2.7. Distributions of an

open shell shape around two OS atoms clearly show the formation of strong hydrogen

bonds between OS and HO. The ring-like distribution around OH arises from rotations

of HO of the central molecule about its OH–SO axis. Though not shown here, there

appears a fine structure above this ring-like distribution when the isosurface value

for SDF is lowered below 5. The formation of weak intermolecular hydrogen bonds

between OH and HO discussed above is responsible for this structure (not shown here).

Model C on the other hand does not yield any discernible structure even with the

isosurface value as low as 1. This is directly related to the aforementioned result

that the number of OH–HO hydrogen bonds for Model C is much lower than that for

Model O (cf. Table 2.5).

SDFs of the terminal carbon atom of the alkyl chain of MSA and PSA in Fig-

ure 2.8 show that the distributions of alkyl chains are correlated with intermolecular

hydrogen bond distributions. To be specific, alkyl chains tend to be concentrated in

the outer regions of the HO distributions (Figure 2.7), while the aggregation among

them is barely noticeable. A near absence of hydrophobic aggregation of alkyl chains

is probably due to their relatively short chain lengths. Comparison of the predictions

of the two models indicates that the interactions between alkyl groups are stronger

in Model C than in Model O, especially for PSA.

2.4.4 Transport properties

Viscosity

Shear viscosity is calculated using non-equilibrium MD (NEMD) with the periodic

perturbation method (PPM), which has been employed for a wide range of different
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(a) AIMD (b) Model C (c) Model O

Figure 2.7: Spatial distribution of HO in MSA: (a) AIMD, (b) Model C and (c)
Model O. Isodensity surface values are 20 for AIMD and 10 for classical MD.

systems, including Lennard-Jones fluids,57,58 ionic liquids,59 and organic liquids.60,61

PPM creates a velocity field in the system by applying a periodic force in the form

of λ cos(kz) along the x-direction of the simulation cell. While ideally λ should be

very small so that the system remains close to equilibrium, a sizable amplitude is

needed to establish a significant velocity field for efficient and accurate calculations.

We employed multiple λ values in the range ∼ 0.1–0.3 nm/ps2 for each of the systems

we studied (see Figure 2.9). The shear viscosities at these λ values were determined

via57–61

η =
λρ

u0k2
; ux(z, t) = u0 cos (kz) (2.4)

with the velocity profile ux(z, t) obtained from non-equlibrium MD and were extrap-

olated to λ = 0 to obtain the equilibrium shear viscosity. The viscosity at each λ

value was computed by averaging over 11 different trajectories, each of which was

simulated for 1 ns after a 1 ns equilibration. Berendsen thermostat was applied to

remove the heat generated by the external force.62 Due to large errors in η for small

λ, especially for ESA and PSA, λ < 0.1 nm/ps2 was not considered for these two

sulfonic acids (Figure 2.9).

MD and experimental results for shear viscosity are presented in Table 2.8. To

the best of our knowledge, the experimental results are available only for MSA. The
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(a) MSA (Model C)

(b) MSA (Model O) (c) MSA (AIMD)

(d) PSA (Model C) (e) PSA (Model O)

Figure 2.8: Spatial distribution of the terminal carbon atom of the alkyl chain of MSA
and PSA—i.e., CS1 of MSA and CM of PSA (Figure 2.1)—around a central solvent
molecule. The ring-like structure around the alkyl chain of the central PSA molecule
in (d) and (e) represents the distribution of its own CM. Color code: S (yellow), O
(red), H (white) and C (green). Isodensity surface values are 10 for AIMD and 3 for
classical MD.
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results of both Models C and O compare reasonably well with the measurements,

indicating our potential models provide a reasonable framework to study transport

properties of alkylsulfonic acids.

Table 2.8: Shear viscosities of MSA, ESA and PSA (units: cP).

system Model C Model O Experiment
MSA 10.0 ± 1.0 11.7 ± 1.2 11.2†
ESA 12.1 ± 1.3 15.6 ± 1.8 –
PSA 18.0 ± 2.0 19.6 ± 2.2 –
† Reference 63.

Translational diffusion

Diffusion coefficients are calculated using the Einstein relation

D = lim
t→∞

⟨R2(t)⟩
6t

(2.5)
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where R2(t) is the square displacement of the center of mass of a molecule during

time t and ⟨. . .⟩ denotes an equilibrium ensemble average. Results are presented

in Table 2.9. Sulfonic acids with longer chains diffuse more slowly. As is expected

from the Stokes-Einstein relation, the diffusion coefficients show the trend exactly the

opposite of viscosities in Table 2.8.

Table 2.9: Diffusion coefficients of MSA, ESA and PSA.

D (10−11m2/s) Model C Model O
MSA 6.36 ± 0.19 5.04 ± 0.29
ESA 4.48 ± 0.13 2.59 ± 0.20
PSA 2.59 ± 0.21 2.47 ± 0.08

2.5 Concluding Remarks

In this article, we have developed force field descriptions, Model C and Model O, for

small alkylsulfonic acids, based on CHARMM and OPLS parameters and protocols,

respectively. The MD results for methanesulfonic acid, ethanesulfonic acid and 1-

propanesulfonic acid obtained with these potential models show a good agreement

with the available experimental information. Compared to the AIMD results for

methanesulfonic acid, both Model C and Model O underestimate its hydrogen bond

structure slightly. This was attributed to the neglect of electronic polarizability in the

force field descriptions. Nonetheless, they yield a good overall agreement with AIMD,

indicating that Model C and Model O offer reliable descriptions for alkylsulfonic acids,

compatible with OPLS and CHARMM force fields.
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3.1 Introduction

In 2017, transportation accounts for 29% of total energy consumed in US. Fossil fuel

responsible for 92% energy needed in transportation. Combustion emission of carbon

oxide in addition to nitrogen oxide and sulfur oxide has huge negative impacts on

the environment.1 Zinc-air fuel cell (ZAFC) is one of alternative energy sources to

fossil fuel. It converts zinc to zinc oxide in basic condition while producing electric-

ity.2–4 The potential application of ZAFC to power eletricial vehecles can mitigate

the environmental impacts.

Regeneration of zinc in ZAFC is both environmentally crucial and cost beneficial.

Traditionally, electrolysis and carbothermal method are the main approaches to re-

duce zinc from zinc oxide. The former method often first disolves zinc oxide in acidic

or basic solutions, and after purification, zinc is produced through electrolysis.3,4 The

latter one involves reducing zinc in zinc oxide with carbon under high temperature.3

Use of ILs, including imidazolium-based and betaine-based ILs, as a leaching

agent for metal oxides has been reported previously.5–10 Other IL cations, such as

imidazolium- and cyclic alkyl quaternary ammonium-based cations, can be function-

alized with a carboxyl group to achieve the selective dissolution.11 Eutectic mixture

of choline chloride and hydrogen bond donors, such as carboxylic acids, amines and

alcohols and urea is also a novel efficient solvent for mineral leaching.12,13 Sulfonic

acid based ionic liquids were used mainly as catalysts at low concentration due to

their high melting points and viscosities.14,15 Recently a new sulfonic acid function-

alized ionic liquid was synthesized with relatively low viscosity and could be used

undiluted.15

In this chapter, we propose using 1-methyl-1-(4’-sulfonylbutyl)pyrrolidinium chlo-

ride (MSP-Cl) as a leaching agent for disolving zinc oxide for electrolysis. Reaction

barrier of proton transfer from MSP cation to bare zinc oxide surfaces are examined
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using nudged elastic band method (NEB). Reaction energies of zinc ion dissociation

after protonation is also studied.

3.2 Simulation Methods

All ab initio calculations in this paper were performed using CP2K package.16 Our sys-

tems contained 48 ZnO units. ZnO surfaces, (101̄0) and (112̄0), are shown in Figure

3.2, respectively. DFT with BLYP exchange correlation17,18 and Goedecker-Teter-

Hutter (GTH) pseudopotential19 with DZVP-MOLOPT basis set20 was employed to

describe interatomic interactions. A cutoff of 700 Ry was used for Gaussian plane

wave (GPW) method21. Long range dispersion correlations were incorporated using

the DFT-D2 scheme.22 Wavefunctions were optimized using the orbital transforma-

tion method with IRAC and DIIS minimizer with FULL_ALL preconditioner.23 Two-

dimensional periodic boundary condition was implemented using wavelet method.24

At least 10 Å empty space was left at both ends of the non-periodic direction. Con-

vergence criteria were set to 10−6.

Geometry minimization using BFGS method was employed to obtain the opti-

mized geometry and energy. Convergence criteria were set such that the maximum

force on each atom was smaller than 10−4 Bohr/Hartree.

D-NEB25, a variant of nudged elastic band method, was employed to determine

the energy profile of proton transfer from MSP to bare ZnO surfaces. The method

was chosen primarily due to its convergence speed. 24 images including reactant and

product state were used.
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Figure 3.1: System configuration. Purple is chloride, oxygen is red, grey is zinc, white
is hydrogen, cyan is carbon and blue is nitrogen.
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Figure 3.2: ZnO surfaces, (101̄0) (top) and (112̄0) (bottom).

3.3 Results and discussion

3.3.1 Protonation on ZnO Surface

Protonation on ZnO surfaces in water environment has been previoussly studied26–31.

In more acidic environment, e.g. the presence of alkyl sulfonic acids, proton transfer

from the acidic sulfonic acid group to ZnO surface should be much easier. Hence,

in this section, we examine the reaction energies of the protonation on ZnO (101̄0)

surfaces.

All the possible combinations of the protontated ZnO surfaces are listed in Fig-

ure 3.3. The reaction energies of proton transfer from MSP to ZnO surfaces are listed

in Table 3.1. We note that, due to the small system size, the configurations of sys-

tems are likely limited by the periodic boundary condition. Larger systems with more

combinations could yield reaction energies closer to the real scenario. However, the
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increasing number of combinations and system size make DFT calculations infeasible.

The overall trend suggests that the reaction energies of proton transfer increase

with respect to the number of protons on the surfaces. The decrease in the magnitude

of reaction energy could be caused by the accumulated positive charges on the ZnO

surface. The reaction energies of transfering the first two protons to bare ZnO sur-

faces are significantly larger than those of subsequent proton transfer. The transfer

of the sixth proton is not energetically favorable. Thus, the likely equilibrium struc-

ture could be protonation of five of the six oxygen sites. Some reactions involving

unfavorable products, e.g. 2-1 to 3-1, are not included in the table.

For surfaces with the same number of protons, generally protons tend to maximize

their distances to reduce electrostatic repulsion. Chloride anions bind to the zinc

atoms closest to the protons.

3.3.2 Energy barrier using NEB

The reaction energy of proton transfer to a bare ZnO surface found to be -118.0

kJ/mol for ZnO (101̄0) surface (0-1 in Figure 3.3) and -161.0 kJ/mol for ZnO (112̄0)

surface. Surprisingly, NEB did not yield a barrier for the proton transfer to ZnO

(101̄0) surface, while for ZnO (112̄0) surface, the barrier height is 26.3 kcal/mol.

3.3.3 The dissolution of zinc ion

After the protonation of the ZnO surface, there are two main possiblities for the zinc

dissolution step: (1) dissolve zinc ion first, then form water; (2) form water first, then

dissolve zinc ion. In this section, we explore these two possiblities. Our calculations

support that pathway (1) is the likely mechanism.
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Table 3.1: Reaction energies (kJ/mol) of proton transfer from MSP to ZnO·nHCl
(101̄0) surfaces forming ZnO·nHCl-H+ and Zn2+ leaving ZnO·nHCl-H+ surfaces. The
first column are the number of protons on the initial ZnO surfaces, ZnO·(HCl)n as
shown in Figure 3.3. The energy of proton transfer to the initial ZnO surface forming
ZnO·(HCl)n-H+ is shown in the third column with pattern code in parentheses. The
energy of pulling a Zn2+ ion from the ZnO·(HCl)n-H+ surface formed before is shown
in the fourth column with pattern code in parentheses.

Number of
protons (n) on

the initial
surface

Initial
pattern of
protons (see
Figure 3.3)

Proton transfer energy from
MSP to ZnO·(HCl)n surfaces
(pattern of products)

Zn2+ leaving
ZnO·(HCl)n-H+ sur-
faces (pattern of
products)

n=0 0-1 -118.00 (1-1) 47.08 (1-1a)
n=1 1-1 -73.76 (2-2) -4.52 (2-2a)*

-97.67 (2-3) 50.84 (2-3a)
-46.43 (2-1) –

n=2 2-1 -34.6 (3-2) 42.03 (3-2a)
2-2 -55.75 (3-3) 57.58 (3-3a)

-30.59 (3-2) 17.18 (3-2b)*
2-3 -40.99 (3-3) 54.99 (3-3b)*

n=3 3-1 -55.17 (4-1) 31.07 (4-1a)
3-2 -47.83 (4-3) 45.19 (4-3a)

18.00 (4-3b)
-27.02 (4-1) 31.07 (4-1a)

3-3 -25.98 (4-1) –
-34.90 (4-3) –
7.78 (4-2) 28.09

n=4 4-1 -37.35 (5-1) 51.66 (5-1a)
4-2 -23.62 (5-1) 72.36 (5-1b)
4-3 -8.1 (5-1) 48.11 (5-1c)

n=5 5-1 18.39 (6-1) -29.1 (6-1a)
* Znic ion is on the ZnO surface, not fully solvated.
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(a) 0-1 (b) 1-1

(c) 2-1 (d) 2-2 (e) 2-3

(f) 3-1 (g) 3-2 (h) 3-3

(i) 4-1 (j) 4-2 (k) 4-3

(l) 5-1 (m) 6-1

Figure 3.3: Labels of ZnO surfaces. The first number is the number of proton on a
ZnO surface.
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Figure 3.4: Reaction energy profile of proton transfer from MSP to bare ZnO surface.

Zinc dissolution first

In the 4th column of Table 3.1, we present some of the reaction energies of dissolving

one zinc ion into the first solvation shell. From one to five protons on the surfaces,

the dissolution energies of one zinc ion are positive. The magnitude of the dissolution

energies is typicially 30-50 kJ/mol with a few exceptions. Some of these exceptions

are surface reconstruction, which will be discussed in section 3.3.3 below. When

all the oxygen sites are protonated, the reaction energy of dissolving one zinc ion

becomes -29.1 kJ/mol. It is worth noting that the sixth proton transfer is not ener-

getically favorable (18.39 kJ/mol), which can be considered as an energy barrier for

the dissolution process.

Water formation first

We examine the possiblity of forming water after all the oxygen sites on ZnO surface

are protonated, e.g. 6-1 in Figure 3.3, in this section. There are two reasons that we

did not calculate the energies of water formation before all the oxygen sites on ZnO

surface are protonated. First, the proton transfer energies to oxygen sites are very

negative. Second, there have been several reports26–31 that ZnO surface can dissociate

water. Thus, we focus on forming water with surface 6-1.
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The reaction energy of forming water on surface 6-1 is around 70 kJ/mol, and the

reaction energy of subsequent protonation of this water molecule forming hydronium

ion is about -20 kJ/mol. It is clear that forming water before zinc dissolution is highly

unfavorable. It is likely due to the accumulated positive charges on ZnO surface.

Surface reconstruction

While studing how zinc ions enter the solution phase, we also notice that in certain

cases, zinc ions do not fully leave the surfaces. Instead zinc ions move to other

positions and leave a vacancy at their original places, e.g. 2-2a (Figure 3.5).The

energy of 2-2a is near zero, which suggests that reconstruction of the surfaces is

possible during dissolution process. However, due to a large number of possible

structures in surface reconstruction, we did not explore this pathway.

3.4 Concluding Remarks

In this chapter, we examined the possible dissolution pathways of ZnO in an

acidic sulfonic acid based ionic liquid. The reaction energies of proton transfer from

the acidic ionic liquids to ZnO surfaces were calcuated. We also showed that zinc

ions are likely dissolved after all oxygen sites on ZnO surfaces are protonated. Our

results also suggests that zinc ions are dissolved first, and then water is formed. We

also noticed the ions on the surfaces may reoragnize during the dissolution process.

This study is limited to the initial steps of ZnO dissolution because of the large

number of potential configurations of ZnO surfaces. When more computational re-

source is available, it would gain more details if the system size and number of dis-

solved zinc ions could be increased.

However, due to the high cost of ab initio simulations and a large number of ZnO

surface configurations, our analysis is limited to a small number of likely reaction

pathways. Thus, it would be worthwhile in the future to extend the present study to
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Figure 3.5: Structure of 2-2a. Grey: Zn; red: O; Yellow: S; Blue: N; Turquoise: Cl;
Cyan: C.
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other configureations to gain more complete insight into ZnO dissolution.
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4.1 Introduction

It is no surprise that the use of ionic liquids (ILs) – salts that exist in a molten state

below 100°C – has been tested and shows promise in a broad range of applications.1–5

Unusual and often desirable properties such as chemical and thermal stability, high

effective polarity, nonvolatility, wide electrochemical window, etc., make them ideal

for a variety of specialized tasks. Furthermore, by judiciously engineering functional

groups or exchanging ions entirely, the possibility arises for generating customizable

ILs.

Parallel to a material’s applicability comes interest in the underlying molecu-

lar behavior. Many experimental6–23 and computational23–40 studies have reported

dynamic behavior of different ILs, revealing an array of interesting features, indi-

cating their dynamics are heterogeneous. The examples include spatially-correlated

dynamics, sub-diffusive translational motions, non-diffusive reorientational dynam-

ics, non-exponential solvent relaxation, etc. These dynamic behaviors, except for

spatially-correlated dynamics, have been analyzed using theoretical approaches based

on two-point time correlation functions, such as van Hove functions.

In this paper, we extend previous computational efforts to gain further insight into

heterogeneity of IL dynamics by using a time-dependent four-point density correlation

function.41 This approach enables, for example, the investigation of the cooperative IL

dynamics and the related dynamic length scale for spatial correlation, not accessible

via two-point time correlation functions. While four-point time correlation functions

have been used to characterize the dynamic behavior of structurally correlated species

in glass-like systems,41–50 their application to ILs has been extremely limited.51

Here, we study time evolution of correlated motions in choline acetate ([Cho][Ac])

and 1-butyl-3-methylimidazolium acetate ([BMI][Ac]) (Figure 4.1) as a protype of

Reprinted from J. Chem. Phys., 2018, 148, 193830, with the permission of AIP Publishing.
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hydroxylic and non-hydroxylic ILs, respectively. For comparison, acetonitrile is con-

sidered as a standard nonglassy solvent.

Figure 4.1: Notation used throughout this work. The parenthetical letter in CAC(C/B)

indicates if the acetate ion is paired with choline (CAC(C)) or BMI (CAC(B)).

4.2 Simulation Models and Methods

Details of the simulation systems are compiled in Table 4.1. Three trajectories of

each IL system listed there and one trajectory of acetonitrile were simulated with

the GROMACS simulation package.52–55 As in Ref. 38, we used CHARMM force

field parameters for ILs, generated via ParamChem v.0.9.7 interface58 that automat-

ically assigns atom types, force field parameters and charges on molecules based on

the 2b8 release of the CHARMM General Force Field.59–61 We note that the density

of [BMI][Ac] determined with these parameters shows a very good agreement with

the available experimental data (Table 4.1). For acetonitrile, the potential model

developed in Ref 62 was employed. Electrostatic interactions were computed using

the particle mesh Ewald (PME) method with a 1.4 nm cut-off. Nosé-Hoover tem-

perature coupling and Parrinello-Rahman pressure coupling were used to maintain
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Table 4.1: Simulation Systems: N refers to the number of ion pairs for ILs, while it
refers to the number of molecules for acetonitrile; n is the average number density;
ρ and ρexp are simulated and experimental densities; D is the diffusion coefficient of
acetate anion and acetonitrile calculated using Einstein equation and Time indicates
the length of each production trajectory.

Solvent T (K) N n (nm−3) ρ (g/cm3) ρexp (g/cm3) D (10−12m2/s) Time (ns)

[Cho][Ac] 350 256 4.149 1.124 - 0.13 200
[BMI][Ac] 350 512 3.099 1.020 1.0192* 0.27 150

[Cho][Ac] 400 256 4.079 1.106 - 3.0 30
[BMI][Ac] 400 512 3.026 0.993 - 7.1 20

[Cho][Ac] 600 256 3.737 1.013 - 4.4× 102 10

CH3CN 300 512 11.387 0.776 0.7857** 3.5× 103 0.5
* 353 K, Ref 56.
** 298 K, Ref 57.

constant temperature and pressure of the system, respectively. For [Cho][Ac], ini-

tial configurations for each simulation were generated by annealing the system in the

isothermal-isobaric (NPT ) ensemble from 700 K, and then equilibrating at production

temperature for 6 ns for 400 K and 350 K simulations and 2 ns for 600 K in the canon-

ical (NV T ) ensemble. The initial structures of [BMI][Ac] were prepared by annealing

the system from 800 K in the NPT ensemble, followed by equilibration at production

temperatures for 10 ns. The acetonitrile simulation was preceded by 0.2 ns of equili-

bration in the NV T ensemble at production temperature. All production runs were

performed in the NV T ensemble.
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4.3 Results and Discussion

4.3.1 Radial Distribution Function

We start by considering the static structure of the system in the form of the radial

distribution function (RDF), gAB(r), i.e.,

gAB(r⃗) =
V

NANB

∑
i∈A

∑
j∈B

δ (r⃗ − r⃗ij) , (4.1)

where i and j represent individual particles and A and B denote species. MD results

for RDFs are displayed at 400 K for [Cho][Ac] and [BMI][Ac] and at 300 K for acetoni-

trile in Figure 4.2. Higher temperature RDFs resemble those displayed in Figure 4.2,

but may show minor variations in peak positions and dimensions. For reference, the

position (r′) and the height (g(r′)) of the first peak in each RDF are displayed in

Table 4.2.

The ILs show prominent oscillatory behavior beyond 1 nm. This is generally

attributed to an alternating-charge shell structure, i.e., cations tend to be surrounded

by anions which, in turn, tend to be surrounded by cations.63 This oscillatory behavior

can be found in acetonitrile to a slightly reduced degree – the amplitude of oscillations

is smaller and they extend to shorter distances.

4.3.2 Spatial Distribution Function

To obtain insight into the anisotropic character of relative distributions of ions, we

considered three-dimensional spatial distribution functions (SDFs). The results for

cation distributions around the acetate anion are presented as isodensity surfaces in

Figure 4.3 as an example. The isodensity values are chosen to highlight the first

solvation shells.
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Figure 4.2: RDFs for (a) [Cho][Ac] at 400 K, (b) [BMI][Ac] at 400 K, and (c) acetoni-
trile at 300 K.
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Table 4.2: Primary peak positions (r′) and heights (g(r′))

RDF T (K) r′ g(r′)
NCHO · · · NCHO 350 0.60 2.2
CAC(C) · · · CAC(C) 350 0.64 1.6
CAC(C) · · · NCHO 350 0.43 3.0
CBMI · · · CBMI 350 0.75 1.2
CAC(B) · · · CAC(B) 350 0.66 1.4
CAC(B) · · · CBMI 350 0.34 3.1
NCHO · · · NCHO 400 0.61 2.1
CAC(C) · · · CAC(C) 400 0.65 1.6
CAC(C) · · · NCHO 400 0.44 3.0
CBMI · · · CBMI 400 0.74 1.2
CAC(B) · · · CAC(B) 400 0.65 1.4
CAC(B) · · · CBMI 400 0.34 2.9
NCHO · · · NCHO 600 0.63 1.9
CAC(C) · · · CAC(C) 600 0.65 1.6
CAC(C) · · · NCHO 600 0.46 2.9
NAN · · · NAN 300 0.41 1.3
CAN · · · CAN 300 0.44 1.5
NAN · · · CAN 300 0.35 2.5

The SDF results indicate that cations – more precisely, their polar groups – are

distributed preferentially around the C–O bonds of acetate. Though not shown here,

the remaining solvation shell in the direction of the Ac methyl group is filled mainly

by nonpolar groups of ions, viz., butyl chain of BMI cations and methyl group of

other Ac anions. It is worthwhile to note that the absence of long aliphatic chains

in choline reduces its amphiphilic nature considerably, compared to, e.g., BMI. As

a result, the nonpolar hemisphere of the first solvation shell of acetate in [Cho][Ac]

is filled predominantly by the methyl group of other Ac ions.38 The double peaks

in Figure 4.2(b) and the corresponding double shells in Figure 4.3(b) are due to

interactions of CBMI of BMI cations with Ac anions in different directions, as shown

in Figure 4.4.
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Figure 4.3: Isodensity plots of SDFs for (a) NBMI and (b) CBMI of [BMI], and (c)
CCHO of [Cho] around acetate at 400 K.
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Figure 4.4: Ionic interactions of BMI and Ac ions.

4.3.3 Time Dependent Order Parameter

A time-dependent order parameter to characterize the system “glassiness” for species

A can be defined as

Qp
A(t) =

∑
i,j ∈A

δ(|r⃗i(0)− r⃗j(t)|). (4.2)

As discussed in Ref. 44, local vibrational dynamics, if present, can relax Qp(t) rapidly.

Since our main focus is on correlations associated with systemic structural deforma-

tions as opposed to weakly-correlated localized vibrations, we remove the latter by

employing a coarse-graining function42–44

w(r) =

1 if r < a

0 if r > a
(4.3)

in place of the delta function in Equation 4.2. This gives the species an effective

volume of V0 =
4
3
πa3 and leads to

QA(t) =
∑
i,j ∈A

w(|r⃗i(0)− r⃗j(t)|). (4.4)
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Table 4.3: ⟨Q(t)/N⟩ fitting parameters for ⟨Q(t)/N⟩ =
∑4

i=1 A
Q
i exp[−t/τQi ] + N0,

where N0 = ⟨Q(∞)/N⟩. a is the parameter in w(r) function.

Atom T (K) a (nm) n0 τQ1 (ns) AQ
1 τQ2 (ns) AQ

2 τQ3 (ns) AQ
3 τQ4 (ns) AQ

4

NCHO 350 0.1320 0.03997 0.078 0.04 2.339 0.14 19.467 0.66 - -
CAC(C) 350 0.1424 0.05018 0.084 0.03 2.581 0.14 19.467 0.67 - -

CBMI 350 0.1567 0.04995 0.009 0.04 0.116 0.07 1.172 0.13 10.118 0.53
CAC(B) 350 0.1424 0.03748 0.007 0.06 0.111 0.08 1.166 0.14 10.631 0.51

NCHO 400 0.1320 0.03930 0.046 0.14 0.575 0.36 2.794 0.43 - -
CAC(C) 400 0.1424 0.04934 0.049 0.13 0.630 0.36 2.864 0.44 - -

CBMI 400 0.1567 0.04877 0.002 0.07 0.025 0.12 0.154 0.22 0.895 0.51
CAC(B) 400 0.1424 0.03660 0.001 0.10 0.020 0.13 0.127 0.20 0.792 0.49

NCHO 600 0.1320 0.03600 0.001 0.35 0.006 0.38 0.023 0.24 - -
CAC(C) 600 0.1424 0.04520 0.001 0.35 0.006 0.38 0.024 0.27 - -

NAN 300 0.1956 0.3569 0.0012 0.72 - - - - - -
CAN 300 0.1700 0.2343 0.0012 0.85 - - - - - -

For IL systems, we employed a = 0.4σ. For acetonitrile, a values for its carbon

and nitrogen atoms, CAN and NAN, were 0.5 σ and 0.6σ, respectively. Numerical

values of a used for our analysis here can be found in Table 4.3. These a values

were selected to optimize the susceptibility associated with Q(t) (see below).44 It is

important to note that Q(t) does not distinguish between particles of like species.

This means that there is no contribution to the decay of Q(t) when, for example, two

particles of species A exchange positions. Because of this lack of distinction between

particles of like species and the finite values of a, we find that ⟨Q(∞)/N⟩ = N0, where

N0 ≡ V0n and n is the number density of the species; n values are listed in Table 4.1

and N0 values are listed in Table 4.3.

The MD results for ⟨Q(t)/N⟩ are displayed in Figure 4.5. The relaxation of

⟨Q(t)/N⟩ was found to be well fitted by the sum of multiple exponential decays, i.e.

⟨
Q(t)

N

⟩
=

4∑
i=1

AQ
i exp[−t/τQi ] +N0. (4.5)

Values for a, N0, τQi , and AQ
i can be found in Table 4.3. [Cho][Ac] and [BMI][Ac]
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Figure 4.5: Plots of ⟨Q(t)/N⟩ for (a) [Cho][Ac], (b) [BMI][Ac], and (c) acetonitrile.
For each IL system, cation · · · cation are blue and anion · · · anion are red; for ace-
tonitrile NAN · · · NAN is yellow and CAN · · · CAN is orange. The dashed line is just a
guide for eyes.

were fitted with three and four exponential functions, respectively. By contrast, a

single exponential function well describes ⟨Q(t)/N⟩ of acetonitrile, indicating that

underlying dynamics are Gaussian. As is expected, ⟨Q(t)/N⟩ decays faster at higher

temperatures; all values of τQi ’s are smaller and the contribution of the fastest de-

cay component, viz., AQ
1 , to the overall relaxation increases. At 350 K and 400 K,

⟨Q(t)/N⟩ for [Cho][Ac] – the more viscous of the two ILs – decays more slowly than

⟨Q(t)/N⟩ for [BMI][Ac]; at all simulated temperatures, both ILs decay much more

slowly than acetonitrile.
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4.3.4 Four Point Correlation Functions

To understand the time evolution of the dynamic correlation between species A

and B, we analyzed the four-point overlap correlation function gol4 (r, t) between the

two species

gol4 (r⃗, t) =
V

NANB

⟨∑
ij ∈A

∑
kl∈B

δ (r⃗ − r⃗k(0) + r⃗i(0))

× w (|r⃗i(0)− r⃗j(t)|)w (|r⃗k(0)− r⃗l(t)|)

⟩
. (4.6)

For simplicity, we consider a radially averaged correlation function, gol4 (r, t), where r =

|r⃗|. We note that gol4 (r, t) is a direct extension of the full van Hove function; it describes

time evolution of correlation of density fluctuations occurring simultaneously at two

different positions, located a distance of r apart. As such, it gauges the four-particle

conditional probability; viz., given a particle of species A at position 1 and particle

of species B at position 2 at the initial time t = 0, it measures (up to a constant) the

probability that the same or another particle of A and the same or another particle of

B will be found at positions very close to the original locations 1 and 2, respectively, at

a later time. Like the order parameter described above, gol4 (r, t) does not distinguish

between particles of the same species. This means that at time t = 0, gol4 (r, 0) becomes

the RDF, i.e., gol4 (r, 0) = g(r). We also note that gol4 (∞, t) = ⟨QA(t)/NA⟩ ⟨QB(t)/NB⟩

because particles are of finite size and become spatially uncorrelated at large r. In

other words, gol4 (r′, t) does not decay to zero due to the finite value of a.

Analogous to the fitting for ⟨Q(t)/N⟩ in Equation 4.5, we were able to fit gol4 (r, t)

for ILs accurately with three exponential functions as

gol4 (r, t) =
3∑

i=1

Aol
i (r) exp[−t/τ oli (r)] + b(r) . (4.7)
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Figure 4.6: Plots of gol4 (r
′, t) for (a) [Cho][Ac], (b) [BMI][Ac], and (c) acetoni-

trile . For each IL system, cation · · · cation are blue, anion · · · anion are red, and
cation · · · anion are purple; for acetonitrile NAN · · · NAN is orange, CAN · · · CAN is
yellow, and NAN · · · CAN is green. The dotted line is just a guide for eyes.
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Table 4.4: gol4 (r, t) fitting at r = r′

Pair types T (K) b(r) τol1 (r) (ns) Aol
1 (r) τol2 (r) (ns) Aol

2 (r) τol3 (r) (ns) Aol
3 (r)

NCHO · · · NCHO 350 0.090 0.13 0.17 2.44 0.49 14.00 1.34
CAC(C) · · · CAC(C) 350 0.063 0.10 0.11 2.44 0.42 14.59 1.03
NCHO · · · CAC(C) 350 0.227 0.11 0.19 2.21 0.63 13.70 1.92

CBMI · · · CBMI 350 0.092 0.10 0.26 1.12 0.26 7.95 0.58
CAC(B) · · · CAC(B) 350 0.094 0.08 0.37 1.07 0.32 8.84 0.66
CBMI · · · CAC(B) 350 0.380 0.09 0.69 0.98 0.57 8.20 1.58

NCHO · · · NCHO 400 0.013 0.06 0.56 0.44 0.91 1.73 0.61
CAC(C) · · · CAC(C) 400 0.010 0.06 0.43 0.54 0.78 1.97 0.39
NCHO · · · CAC(C) 400 0.021 0.07 0.81 0.52 1.27 1.90 0.84

CBMI · · · CBMI 400 0.020 0.01 0.40 0.11 0.37 0.57 0.42
CAC(B) · · · CAC(B) 400 0.063 0.01 0.46 0.06 0.35 0.40 0.57
CBMI · · · CAC(B) 400 0.181 0.01 0.81 0.07 0.72 0.45 1.33

NCHO · · · NCHO 600 0.0033 0.95× 10−3 0.99 4.30× 10−3 0.71 15.93× 10−3 0.19
CAC(C) · · · CAC(C) 600 0.0041 0.08× 10−3 0.64 4.15× 10−3 0.65 16.18× 10−3 0.18
NCHO · · ·CAC(C) 600 0.0088 0.80× 10−3 1.35 4.34× 10−3 1.20 16.24× 10−3 0.36

NAN · · · NAN 300 0.15 1.05× 10−3 1.13 - - - -
CAN · · · CAN 300 0.07 0.90× 10−3 1.34 - - - -
NAN · · · CAN 300 0.22 0.99× 10−3 2.22 - - - -

We found that gol4 (r, t) for acetonitrile is well described by a single exponential func-

tion. As mentioned above, b(r) in Equation 4.7 becomes ⟨QA(∞)/NA⟩ ⟨QB(∞)/NB⟩ (=

NA,0NB,0) at large r. Values for τ oli , Aol
i , and b for r = r′, i.e., positions of primary

RDF peaks, are presented in Table 4.4 (see Table 4.2 for values of r′ and g(r′)). The

corresponding relaxation behaviors of gol4 (r
′, t) for the systems considered here are

compared in Figure 4.6. At given temperature, [BMI][Ac] shows a faster decay of

gol4 (r, t) than [Cho][Ac] just like the ⟨Q(t)/N⟩ case. The gol4 (r, t) relaxation in acetoni-

trile at 300 K is faster than that in [BMI][Ac] and [Cho][Ac] at 350 K by ∼4 orders

of magnitude.

For further insight, we have examined the r-dependence of τ oli (r) and their nor-

malized contributions Aol
i (r)/

∑3
i=1A

ol
i (r). The results for [Cho][Ac] at 400 K are

shown in Figure 4.7. The different τ oli (r) values correspond to different relaxation

time-domains of gol4 (r, t). The fastest decay time, τ ol1 (r), likely due to initial mo-
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tions of ions within their cages, exhibits essentially no dependence on r (Figure 4.7a).

We think that such motions are fairly localized and thus rapid density fluctuations

arising from them are not affected by the motions of other ions. The slower de-

cay times, especially τ ol3 (r), on the other hand, show considerable r-dependence for

r ≲ 1.3 nm. This means that slow density fluctuations of ions are likely influenced

by and therefore correlated with the density fluctuations of other ions located within

a distance of ∼ 1.3 nm. The results in Figure 4.7b show that all three decay com-

ponents make a significant contribution to the overall relaxation of gol4 (r, t). There

are several noteworthy features. First, the normalized amplitudes of the two slow

components, Aol
2,3(r)/

∑3
i=1 A

ol
i (r), are strongly correlated while they show near per-

fect anticorrleation with the normalized amplitude of the fastest component. Second,

the r-behavior of the amplitudes of the slow components is very similar to the corre-

sponding RDF (cf. Figure 4.2). We note that [BMI][Ac] shows behaviors similar to

[Cho][Ac] and thus is not shown here.

The susceptibility χ4(t), which describes the fluctuations of the order parameter

of the system, is defined as

χ4(t) =
β V

N

[⟨
Q(t)2

⟩
− ⟨Q(t)⟩2

]
, (4.8)

with β = 1/kB T . χ4(t) measures cooperative motions of ions at two different lo-

cations, averaged over the system. Figure 4.8 displays χ4(t) for CAC(C) · · · CAC(C)

at 400 K determined with different values of a. As mentioned above where a was

first introduced, the a value with the greatest susceptibility is used for calculations

throughout this work.44

Figure 4.9 shows the MD results for the susceptibility for each system at the

selected a value (Table 4.3). As is expected from the temporal behaviors of both

the order parameters and the four-point density time correlation functions, we find
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Figure 4.7: Plots of τ oli for CAC(C) · · ·NCHO at 400 K are shown in (a), and plots of
cofactors, Aol

i (r), normalized to the sum of cofactors (Aol
total(r) =

∑3
i=1A

ol
i (r)) are

shown in (b), where i = 1 is shown in red, i = 2 is shown in blue, and i = 3 is shown
in green.
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Figure 4.8: Plots of χ4(t) for CAC(C) · · · CAC(C) in [Cho][Ac] at 400 K with different
values of a.

χ4(t) peaks at longer times for lower temperatures. Furthermore, χ4(t) for more

viscous [Cho][Ac] is slower than that for [BMI][Cl]. We ascribe the molecular origin

of this difference to the formation of hydrogen bond in the former.38 Interestingly,

the susceptibility calculated between like species is greater than the susceptibility

calculated between unlike species.

In many prior studies,25,29,30,38,50,51,64,65 the deviation of the IL transport behavior

from Gaussian dynamics is measured by

α2(t) =
3

5

⟨∆r4(t)⟩
⟨∆r2(t)⟩2

− 1 , (4.9)

where ∆r(t) is the displacement of ions at time t from their initial positions. Com-

parison of the results in Figure 4.10 with those in Figure 4.9 reveals that temporal

behaviors of α2(t) and χ4(t), including their peak positions, are very similar for all

temperatures and systems we considered. This indicates that the non-Gaussian be-

havior of single particle dynamics is directly related to time-dependent correlated
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Figure 4.9: Plots of χ4(t) for (a) [Cho][Ac], (b) [BMI][Ac], and (c) acetonitrile. For
each IL system, cation · · · cation are blue, anion · · · anion are red, and cation · · · anion
are purple; for acetonitrile NAN · · · NAN is orange, CAN · · · CAN is yellow, and
NAN · · · CAN is green.

motions of two particles, viz., cooperative dynamics.

4.3.5 Dynamic Correlation Length

Finally, we proceed to the dynamic length scale associated with cooperative motions

in ILs. We employ the apporach widely used in the analysis of glass systems,44–48,50
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Figure 4.10: Plots of the non-Gaussian factor, α2(t) for (a) [Cho][Ac], (b) [BMI][Ac],
and (c) acetonitrile; cations are shown in blue, anions are shown in red, NAN is in
orange, and CAN is in yellow.

viz., small wave vector expansion of the four-point structure factor

Sol
4 (q⃗, t) =

1

NA

⟨∑
i,j ∈A

exp [iq⃗ · r⃗i(0)]w(|r⃗i(0)− r⃗j(t)|)

×
∑
k,l∈A

exp [−iq⃗ · r⃗k(0)]w(|r⃗k(0)− r⃗l(t)|)

⟩
.

(4.10)

The inclusion up to the q2 terms in the expansion à la Ornstein-Zernike (OZ) theory

yields44,45

Sol
4 (q, t) =

Sol
4 (0, t)

1 + (qξ4(t))α
(4.11)
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with α = 2. The corresponding r-space behavior is given by

gol4 (r, t) ∝
Sol
4 (0, t)

rξ4(t)2
exp[−r/ξ4(t)] . (4.12)

While a more general expression with α ̸= 2 is often used in the analysis of glass

systems,46–48,50 we employ here the original OZ form,44,45 i.e., α = 2 in Equation 4.11,

mainly due to the limited number of data points available for the numerical analysis.

This limitation arises from the small system size we used to speed up the simulations

because long trajectories are needed for proper sampling of highly viscous and thus

slowly-relaxing ILs. We computed the radially averaged structure factor, Sol
4 (q, t)

(q = |q⃗|), by including in the calculations only q⃗ vectors that satisfy the periodic

boundary conditions of the simulation system and fitted the resulting Sol
4 (q, t) with

Equation 4.11 (α = 2) at the lowest five q values using the Newton method with

Sol
4 (0, t) and ξ4(t) treated as fitting parameters.

The results for ξ4(t) for like ions (cation · · · cation and anion · · · anion) are shown

in Figure 4.11. As is expected, increasing temperature leads to shorter correlation

lengths, i.e., lower peak heights of ξ4(t). This means that the spatial range of co-

operative dynamics becomes shorter as the temperature rises. Another important

feature is that the spatial range of cooperative dynamics varies with time. This can

be understood as follows: A dynamic event, occurring at, say, position 1 cannot

be influenced by another dynamic event at a different location, position 2, if the two

events occur at the same time because the effect of a dynamic event cannot propagate

instantaneously. However, a dynamic event occurring at a later time at position 1

can be influenced by a dynamic event at an earlier time at position 2. We expect that

with time, the propagation and strength of the effect of a dynamic event grows and

diminishes, respectively. As a result, the corresponding spatial range of the influence

of a dynamic event will exhibit a non-monotonic behavior in t, reaching a maximum
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Figure 4.11: Like-species plots of ξ(t) vs. time for (a) [Cho][Ac] and (b) [BMI][Ac]
and (c) acetonitrile. Cation · · · cation curves are in blue and anion · · · anion curves
are in red; NAN · · ·NAN is in orange and CAN · · ·CAN is in yellow.
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at some point, followed by a decrease. χ4(t) measures this time-dependence via Equa-

tion 4.12. Comparison with Figure 4.9 shows that the peak positions of ξ4(t) are close

to those of χ4(t).

The correlation length scale can be compared with the sizes of ions shown in

RDFs, Figure 4.2. For [Cho][Ac], the maximum ξ4(t) at 600 K is smaller than the

ionic radii. As the temperature decreases, the correlation length approaches and goes

slightly above the ionic radii for both [Cho][Ac] and [BMI][Ac]. The length scale of

acetonitrile is much less than its molecular size, indicating no correlated motions. It

also shows that the correlation length depends on the dynamics across the system

rather than the size of the species.

It is worthwhile to note that the temperatures of our simulations are well above the

reported glass transtion temperatures of both systems. We expect that if simulations

were performed at lower temperatures, the length scale would further increase, which

implies that both systems would show stronger glassy behavior at room temperature.

4.4 Conclusions

Spatially correlated dynamics in ILs is brought about, in part, by distinct spatial

clustering of “mobile” and “immobile” ions. Studies of glass systems with similar

behavior implement a four-point time-correlation function to simultaneously gauge

the length-scale of correlated regions and the time associated with the correlation.

In this paper we studied the time-dependent four-point density correlation func-

tion (gol4 (r, t)), its related susceptibility (χ4(t)), and the dynamic length scale of cor-

relation (ξ4(t)) for the ILs [Cho][Ac] and [BMI][Ac]. We found that gol4 (r, t) exhibits

r-dependent relaxation, revealing the influence of spatial correlation on collective mo-

tions of ions. ξ4(t) determined by fitting the four-point structure factor Sol
4 (q, t) in

the low q region shows that the spatial range of collective motions initially increases
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with time but decreases after reaching a maximum. Compared with the traditional

solvent, acetonitrile, correlation extends to greater distances in the studied ILs and

is retained for significantly longer times.

Our results indicate that four-point time correlation functions can shed new light

on IL dynamics, not accessible via two-point correlation functions and thus provide

a useful theoretical tool to study IL dynamics, especially their cooperative aspect.

Therefore it would be worthwhile in the future to study structure-dynamics relation-

ships in ILs, such as the influence of structural heterogeneity on collective dynamics,

using the four-point time correlation functions and their variants.
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5.1 Introduction

In the previous chapter, the correlated dynamics of choline acetate and 1-butyl-3-

methyl-imidazolium acetate was studied using a four point correlation function. Their

dynamical behaviors were also compared with a traditional solvent, acetonitrile.

In this chapter, we extend our previous study to imidazolium ILs of different

sizes, namely 1-ethyl-3-methyl-imidazolium acetate ([EMI][AC]), 1-butyl-3-methyl-

imidazolium acetate ([BMI][AC]) and 1-octyl-3-methyl-imidazolium acetate ([OMI][AC])

(Figure 5.1). Their relaxation time and correlation length are examined using the four

point correlation function. Additionally, in order to better investigate the correlated

motions, a new correlation function is proposed based on the traditional four point

correlation function.

5.2 Simulation Models and Methods

There different systems containing 512 [EMI][AC], [BMI][AC] and [OMI][AC] re-

spectively were simulated with GROMCAS 2016 package1. ParamChem interface2

was used to generate force field parameters with CHARMM General Force Field

(CGenFF).3–5 Leap frog algorithm was used to integrate the trajectories with a time

step of 1 fs. Cubic periodic boundary condition was applied with particle mesh Ewald

method6 to calculate the long ranged electrostatic interactions. The van der Waals

interactions were switched to zero gradually between 12 Å and 14 Å. Each system was

first equalibrated at 800 K and 1 bar for 20 ns, and then annealed to 400 K in 10 ns, fol-

lowed by 10 ns to determine the density (Table 5.1) in the isobaric-isothermal (NPT)

ensemble using the Nosé-Hoover thermostat7,8 and Parrinello-Rahman barostat. A 20

ns production was then performed with the determined density in isothermal (NVT)

ensemble at 400 K. Trajectories were saved every 0.5 ps.



83

Figure 5.1: Notation of ionic liquids: acetate (top left), EMI (top right), BMI (middle)
and OMI (bottom).
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5.3 Results and Discussion

5.3.1 Radial Distribution Function

Most of the structures of the three imidazolium ILs represented in radial distribution

functions (RDFs) are very similar (Figure 5.2). There are two closest counterion

shells around 4 Å and 6 Å. The nearest like ion shell is located at around 8 Å. The

structures of these shells have been discussed previously in section 4.3.1. As the chain

length increases, the aggregation of the alkyl side chain becomes more prominent as

shown in CT-CT. The reduction of the peak around 4.5 Å of CO-CT is likely due to

the flexibility of longer alkyl chains.

5.3.2 Traditional Four Point Correlation Function

Time Dependent Order Parameter

Following the notation of Ref. 11, a time-dependent order parameter for species A

can be defined as

Qp
A(t) =

∑
i,j ∈A

δ(|r⃗i(0)− r⃗j(t)|). (5.1)

The delta function in Equation 5.1 is replaced with w(r) (Equation 5.2) to avoid local

vibration leading to Equation 5.3.

Table 5.1: Density at 400 K.

IL Density (g/cm3) Experimental density (g/cm3)
[EMI][AC] 1.045 1.061*
[BMI][AC] 0.993 1.013**
[OMI][AC] 0.934 -
* 363 K, Ref 9.
** 363 K, Ref 10.
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Figure 5.2: RDF of [EMI][AC] (top), [BMI][AC] (middle) and [OMI][AC] (bottom).
C2 stands for the C-2 on imidazolium rings; CT stands for the terminal carbon of the
longer side chain of cations; CO stands for the carboxylic carbon of acetate anions.
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w(r) =

1 if r < a

0 if r > a
(5.2)

QA(t) =
∑
i,j ∈A

w(|r⃗i(0)− r⃗j(t)|). (5.3)

For IL systems, we employed a = 1.424 Å, which is 0.4σ of CO atom. σ is the length

parameter in the Lennard-Jones potential.

The relaxation of ⟨Q(t)/N⟩ in Figure 5.3 was found to be well fitted by the sum

of multiple exponential decays, i.e.

⟨
Q(t)

N

⟩
=

4∑
i=1

AQ
i exp[−t/τQi ] +N0. (5.4)

Due to the finite a parameter in w(r) function, we find that N0 = ⟨Q(t)/N⟩ = V0n,

where n is the number density of the species and V0 = 4
3
πa3 is the effective volume

of the delta function.

The shortest relaxation time, τ1 in Table 5.2, of the three ILs are comparable,

although CT dynamics are faster than CO and C2. τ2 and τ3 show a similar trend.

The four τi differ by roughly one order of magnitude except for τ4 of [EMI][AC].

The larger relaxation time τ3 and τ4 increase significantly with the chain length. We

think that the smaller relaxation time τ1 and τ2 represents local librational motions

which are closely related to the atoms themselves, while the larger relaxation time τ4

corresponds to the motions related to the whole ion or ion pair. We also calculate

the averaged relaxation time using both direct numerical integration (τint) and from

the fitted function (τave =
∑4

i=1 A
Q
i τ

Q
i ). The weights AQ

i in Table 5.3 of the longer

relaxation for C2 and CO are larger, while those of CT are smaller. This leads to

smaller τint and τave for the latter. We also note that the large τQ4 of [OMI] CT is

likely due to a large fitting error.
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Figure 5.3: Time-dependent order parameter, ⟨Q(t)/N⟩, for [EMI][AC] (top),
[BMI][AC] (middle), [OMI][AC] (bottom). C2 stands for the C-2 on imidazolium
rings; CT stands for the terminal carbon of the longer side chain of cations; CO
stands for the carboxylic carbon of acetate anions.
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Table 5.2: Fitted parameters for ⟨Q(t)/N⟩ =
∑4

i=1 A
Q
i exp[−t/τQi ]+N0. τQint is calcu-

lated by numerical integration of ⟨Q(t)/N⟩, while τQave =
∑4

i=1A
Q
i τ

Q
i . C2 stands for

the C-2 on imidazolium rings; CT stands for the terminal carbon of the longer side
chain of cations; CO stands for the carboxylic carbon of acetate anions.

IL Atom τQint τQave τQ1 τQ2 τQ3 τQ4

EMI CO 178 185 2.53 24.1 122 432
C2 139 145 2.59 22.0 111 367
CT 66 69 0.83 10.0 77 335

BMI CO 675 624 2.16 31.1 174 1141
C2 599 572 3.27 37.7 215 1166
CT 338 286 0.77 16.5 153 1488

OMI CO 837 831 2.83 38.4 297 2248
C2 819 825 4.12 46.3 343 2558
CT 427 627* 0.70 12.2 226 8410*

* Not reliable due to large fitting error.

Table 5.3: Fitted parameters for ⟨Q(t)/N⟩ =
∑4

i=1 A
Q
i exp[−t/τQi ] + N0. N0 is cal-

culated directly instead of fitting. C2 stands for the C-2 on imidazolium rings; CT
stands for the terminal carbon of the longer side chain of cations; CO stands for the
carboxylic carbon of acetate anions.

IL Atom N0 AQ
1 AQ

2 AQ
3 AQ

4

EMI CO 0.0447 0.12 0.17 0.34 0.32
C2 0.0447 0.13 0.19 0.36 0.27
CT 0.0447 0.37 0.22 0.21 0.15

BMI CO 0.0367 0.11 0.14 0.20 0.51
C2 0.0367 0.12 0.17 0.22 0.44
CT 0.0367 0.41 0.23 0.14 0.18

OMI CO 0.0266 0.16 0.20 0.28 0.33
C2 0.0266 0.18 0.21 0.29 0.28
CT 0.0266 0.60 0.21 0.08 0.07
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Four Point Correlation Functions

The time evolution of the dynamic correlation between species A and B can be ana-

lyzed with the four-point overlap correlation function gol4 (r, t)

gol4 (r⃗, t) =
V

NANB

⟨∑
i,j ∈A
k,l∈B

δ (r⃗ − r⃗k(0) + r⃗i(0))

× w (|r⃗i(0)− r⃗j(t)|)w (|r⃗k(0)− r⃗l(t)|)

⟩
. (5.5)

For simplicity, we consider a radially averaged correlation function, gol4 (r, t), where

r = |r⃗|.

Similar to the fitting for ⟨Q(t)/N⟩ in Equation 5.4, we fit gol4 (r, t) for ILs with five

exponential functions as

gol4 (r, t) =
5∑

i=1

Aol
i (r) exp[−t/τ oli (r)] + b(r) . (5.6)

b(r) in Equation 5.6 becomes ⟨QA(∞)/NA⟩ ⟨QB(∞)/NB⟩ (= NA,0NB,0) at large r.

The r-dependence of τ oli (r) and their normalized weights Aol
i (r)/

∑5
i=1A

ol
i (r) are

displayed in Appendix B.1. As discussed in section 4.3.4, the different τ oli (r) val-

ues correspond to different relaxation time-domains of gol4 (r, t), and these relaxation

time scales are largely r-independent. An example of CO-CO is shown in Figure 5.4.

Figure 5.5 shows all the calculated relaxation time of [EMI][AC]. The relaxation be-

haviors of the polar atoms, CO and C2, are very similar, while the non-polar atom

CT shows faster relaxation. The r-dependence of relaxation of gol4 (r, t) is mainly due

to the weights Aol
i (r), which indicates that correlated pairs with different separation

r share similar motions, however, their amplitudes are different.

The susceptibility χ4(t), which describes the fluctuations of the order parameter
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Figure 5.4: r-dependence of fitted parameters of gol(r, t) of CO-CO: [EMI] (left),
[BMI] (middle) and [OMI] (right).

of the system, is defined as

χ4(t) =
β V

N

[⟨
Q(t)2

⟩
− ⟨Q(t)⟩2

]
, (5.7)

with β = 1/kB T . χ4(t) measures cooperative motions of ions at two different loca-

tions, averaged over the system. The values of χ4(t) generally describe the degree of

the dynamical correlation in the system. The peak in χ4(t) usually is related to the

time scale of the correlated motions.

Figure 5.6 shows the MD results for the susceptibility for each system. The

peaks of polar-polar groups move to large time scale when the chain length increases.

However, the peaks related to CT gradually move to smaller time scales. The peak

height increases from [EMI][AC] to [BMI][AC], however, decreases slight in [HMI][AC]

The non-Gaussian factor α2(t) defined in Equation 4.9 is also compuated and

displayed in Figure 5.7. For polar groups, CO and C2, the peaks clearly shift to large

time scales, especially from [EMI][AC] to [BMI][AC]. The trend of the peak posistion

of CT is less clear, shifting to larger time scale and then lower. This is similar to what

we found in χ4(t).

Dynamic Correlation Length

At the end of the traditional four point correlation function, we move to the dynamic

length scale associated with cooperative motions in ILs. We follow the apporach used
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Figure 5.5: r-dependence of fitted parameters of gol(r, t).
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before in the previous section, small wave vector expansion of the four-point structure

factor

Sol
4 (q⃗, t) =

1

NA

⟨∑
i,j ∈A

exp [iq⃗ · r⃗i(0)]w(|r⃗i(0)− r⃗j(t)|)

×
∑
k,l∈A

exp [−iq⃗ · r⃗k(0)]w(|r⃗k(0)− r⃗l(t)|)

⟩
.

(5.8)

The inclusion up to the q2 terms in the expansion à la Ornstein-Zernike (OZ) theory

yields11,12

Sol
4 (q, t) =

Sol
4 (0, t)

1 + (qξ4(t))α
(5.9)

with α = 2. The corresponding r-space behavior (α = 2) is given by

gol4 (r, t) ∝
Sol
4 (0, t)

rξ4(t)2
exp[−r/ξ4(t)] . (5.10)

The results are presented in Figure 5.8. The typical maximum correlated lengths of

the polar groups are around 5Å, 7Å and 4Å for [EMI][AC], [BMI][AC] and [OMI][AC]

respectively. For the non-polar group, CT, correlated length decreases from 3Å in

[EMI][AC] to almost zero in [OMI][AC]. This agrees with our expectation that the

electrostatic interactions dominate the correlated dynamics. The increase in the chain

length initially increases the size of the ions and hence increases the correlated length.

However, further increase in the chain length dilutes the electrostatic interactions, and

hence weakens the correlated dynamics.

5.3.3 “Mobile” Self Four Point Correlation Function

In this section, we consider a new “mobile” self four point correlation function. In

the traditional four point correlation function, the locations of the particles at time
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t are the same as the original positions at time 0. However, this definition does not

account for correlated particles maintaining relative positions as they move. In order

to study such correlated dynamics, we introduce “mobile” self four point correlation

function as

gm4 (rAB, rCOM , t) =
V

NANB

⟨∑
i∈A
j∈B

δ(|r⃗COM
ij (t)− r⃗COM

ij (0)| − rCOM)

× δ(|r⃗ij(0)| − rAB)δ(|r⃗ij(t)| − rAB)

⟩
(5.11)

where rij(t) is the distance of atom i and j at time t, and r⃗COM
ij (t) is the center of

mass of atom i and j at time t. It is named as “self” four point correlation function

because particles i and j have to the same particles at time 0 and t. It corresponds

to self-self four point correlation function in the traditional case.11

Similar to the four point correlation function considered earlier, the last delta

function is replaced by the coarse-grained w(r) while sampling the trajectories.

gm4 (rAB, rCOM , t) =
V

NANB

⟨∑
i∈A
j∈B

δ(|r⃗COM
ij (t)− r⃗COM

ij (0)| − rCOM)

× δ(|r⃗ij(0)| − rAB)w(|r⃗ij(t)| − rAB)

⟩
(5.12)

Since it is difficult to analyze a three dimentional function, we integrate gm4 (rAB, rCOM , t)

over rCOM , it leads to a pair-wise correlation function at different distance rAB

cm(rAB, t) =

∫
drCOM 4πr2COMgm4 (rAB, rCOM , t) (5.13)

=
V

NANB

⟨∑
i∈A
j∈B

δ(|r⃗ij(0)| − rAB)δ(|r⃗ij(t)| − rAB)

⟩
. (5.14)
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Figure 5.9: r-dependence of fitted parameters of cm(r, t) of CO-CO: [EMI] (left),
[BMI] (middle) and [OMI] (right).

This is a “mobile” extension of the overlap four point correlation function gol4 (r, t).

Hence, we can fit the correlation function with a multi-exponential function.

cm(r, t) =
5∑

i=1

Am
i (r) exp[−t/τmi (r)] + b(r) . (5.15)

The complete results are shown in Appendix B.2. The average relaxation time scale

τmave(r) =
∑5

i=1 A
m
i (r)τ

m
i (r) is calculated from the fitted exponential function, and

τmint is computed by a direct integration. The divergence of the two methods at large

r may be due to the constant term, b(r). There are many similarities between the

two four point correlation functions. The same atom has similar relaxation time in

different ions (Figure 5.9). The weights still show significant r-dependence. (For

details, see Appendix B.2.) Non-polar groups relax faster than polar groups. We

also notice several difference between the two four point correlation functions. First,

the “mobile” definition yeilds larger time scales (about 10 times) especially for the

two slowest relaxation time, τm4 (r) and τm5 (r). It means the collective motions not

only include particles frozen at their original positions, but also involve collective

translation or reorientation. This also provides an evidence that those time scales

should be assigned to traditional or reorientational motions. Second, there are some

r-dependence in τm(r), for example in Figure 5.10.

If we further integrate cm(r, t) over r, we obtain the average correlation func-

tion over the distance, c(t) =
∫
dr cm(r, t). Here, we first determine the solvation
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Figure 5.10: r-dependence of fitted parameters of cm(r, t).
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shell from the RDF and then calculate the average correlation function c(t) within

the given solvation shell. We extract the relaxation times using a similar fitting

c(t) =
∑5

i=1A
c
i exp[−t/τ ci ] + N0 as before. The results are tabulated in Table 5.4

and Table 5.5. Generally, these results agree with what we found for ⟨Q(t)/N⟩, e.g.

non-polar groups are faster than polar groups, weights of smaller relaxation time for

non-polar groups are larger and relaxation time increases with chain length. We also

note that the largest relaxation time τ c5 may not be accurate due to large fitting errors.

Finally, we turn to the translational motions of these correlated particles. We

calculate the mean square displacement of the combined correlated particles as

MSDm(t) =

∫ r2

r1

4πr2ABdrAB

∫
4πr2COMdrCOM r2COMgm4 (rAB, rCOM , t)∫ r2

r1

4πr2ABdrAB

∫
4πr2COMdrCOM gm4 (rAB, rCOM , t)

(5.16)

where r1 and r2 are the lower and upper bound of the solvation shell determined

from RDF. In this definition, the correlation function gm4 (rAB, rCOM , t) is treated as a

probability distribution of finding a correlated particle pair. The diffusion coefficients

are calculated using Einstein relation,

Dm =
1

6

d

dt
MSDm(t). (5.17)

Along with the traditional single atom diffusion coefficients, the results are shown

in Table 5.6. We observe that strongly correlated pairs, e.g. polar groups, tend to

have smaller diffusion coefficients, usually about one half of that of the single atom.

Less correlated pairs, especially for CT-CT and C2-CT, have relatively larger diffusion

coefficients.
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Table 5.4: Fitted parameters τ c for c(t) =
∑5

i=1 A
c
i exp[−t/τ ci ]+N0. τ cint is calculated

by numerical integration of c(t), while τ cave =
∑5

i=1A
c
iτ

c
i . C2 stands for the C-2 on

imidazolium rings; CT stands for the terminal carbon of the longer side chain of
cations; CO stands for the carboxylic carbon of acetate anions.

IL Atom Shell (Å) τ cint τ cave τ c1 τ c2 τ c3 τ c4 τ c5

EMI CO-CO 0-10 2479 2068 2.14 24.0 176 891 4857
CO-CO 10-17 2125 1170 1.61 19.6 142 724 3934
CO-C2 0-4.5 1444 1433 2.98 21.1 158 859 4023
CO-C2 4.5-7.3 2143 1873 2.83 27.3 191 905 3835
CO-C2 7.3-14 1846 1187 1.97 21.1 142 658 3974
CO-CT 0-10 1650 1270 1.02 11.2 101 550 3534
C2-C2 0-12.5 1604 1148 2.51 23.0 141 581 3241
C2-CT 0-10 3500 677 1.02 10.0 86 429 2924
CT-CT 0-10 1092 750 0.69 7.4 69 376 2878

BMI CO-CO 0-10 4424 3597 0.80 10.0 87 1294 8215
CO-CO 10-17 3501 3397 0.83 11.1 89 1194 9844
CO-C2 0-4.5 4252 3779 5.79 72.9 1279 1794 5500
CO-C2 4.5-7.3 4660 5165* 4.83 69.6 1255 3214 13618*
CO-C2 7.3-14 3410 2769 0.95 11.7 92 1163 7941
CO-CT 0-10 3046 1941 0.69 10.1 75 1029 5802
C2-C2 0-12.5 3440 3073 1.09 11.3 89 1171 7727
C2-CT 0-10 3532 1534 0.72 10.1 75 1051 5773
CT-CT 0-10 2168 1849 0.53 8.6 69 1172 6704

OMI CO-CO 0-10 5324 4026 1.15 14.8 109 1183 8767
CO-CO 10-17 3934 2155 1.02 13.9 102 924 5449
CO-C2 0-4.5 5445 11283* 7.45 99.3 943 3023 16942*
CO-C2 4.5-7.3 5842 2569 0.50 14.6 408 4391 6988
CO-C2 7.3-14 4014 3174 1.14 14.1 106 1095 8050
CO-CT 0-10 2202 909 0.70 7.9 59 492 3832
C2-C2 0-12.5 4327 3574 1.29 13.5 101 1148 8470
C2-CT 0-10 2349 797 0.73 7.9 59 477 3491
CT-CT 0-10 1991 813 0.54 6.7 55 494 4920

* Not reliable due to large fitting error.
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Table 5.5: Fitted parameters Ac
i for c(t) =

∑5
i=1A

c
i exp[−t/τ ci ] + N0. C2 stands for

the C-2 on imidazolium rings; CT stands for the terminal carbon of the longer side
chain of cations; CO stands for the carboxylic carbon of acetate anions.

IL Atom Shell (Å) Ac
1 Ac

2 Ac
3 Ac

4 Ac
5

EMI CO-CO 0-10 0.04 0.06 0.18 0.29 0.37
CO-CO 10-17 0.06 0.08 0.21 0.32 0.23
CO-C2 0-4.5 0.01 0.02 0.09 0.66 0.21
CO-C2 4.5-7.3 0.03 0.05 0.15 0.32 0.40
CO-C2 7.3-14 0.06 0.08 0.22 0.32 0.24
CO-CT 0-10 0.10 0.09 0.16 0.30 0.31
C2-C2 0-12.5 0.05 0.08 0.21 0.33 0.29
C2-CT 0-10 0.08 0.08 0.14 0.22 0.19
CT-CT 0-10 0.16 0.13 0.17 0.28 0.22

BMI CO-CO 0-10 0.02 0.03 0.07 0.31 0.39
CO-CO 10-17 0.05 0.05 0.10 0.39 0.30
CO-C2 0-4.5 0.01 0.03 0.06 0.17 0.61
CO-C2 4.5-7.3 0.03 0.05 0.18 0.29 0.29
CO-C2 7.3-14 0.04 0.05 0.10 0.38 0.29
CO-CT 0-10 0.11 0.10 0.11 0.25 0.29
C2-C2 0-12.5 0.03 0.04 0.10 0.39 0.34
C2-CT 0-10 0.10 0.09 0.11 0.27 0.22
CT-CT 0-10 0.17 0.12 0.12 0.31 0.22

OMI CO-CO 0-10 0.03 0.03 0.06 0.19 0.43
CO-CO 10-17 0.06 0.06 0.10 0.22 0.36
CO-C2 0-4.5 0.01 0.03 0.08 0.26 0.61
CO-C2 4.5-7.3 0.01 0.04 0.10 0.31 0.17
CO-C2 7.3-14 0.05 0.06 0.10 0.27 0.36
CO-CT 0-10 0.18 0.16 0.15 0.16 0.21
C2-C2 0-12.5 0.03 0.04 0.09 0.28 0.38
C2-CT 0-10 0.17 0.16 0.15 0.16 0.20
CT-CT 0-10 0.26 0.18 0.15 0.12 0.15
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Table 5.6: Diffusion coefficients of correlated particles using Dm = 1
6

d
dt
MSDm(t). C2

stands for the C-2 on imidazolium rings; CT stands for the terminal carbon of the
longer side chain of cations; CO stands for the carboxylic carbon of acetate anions.
Units: 10−12 m2/s

Atom Shell (Å) EMI BMI OMI
CO-CO 0-10 13.1 3.8 3.0
CO-CO 10-17 12.9 3.5 2.6
CO-C2 0-4.5 16.5 4.7 3.4
CO-C2 4.5-7.3 16.1 4.6 3.2
CO-C2 7.3-14 15.7 4.0 2.7
CO-CT 0-10 15.9 5.1 4.2
C2-C2 0-12.5 19.2 4.6 2.9
C2-CT 0-10 29.2 6.8 4.9
CT-CT 0-10 19.4 6.6 5.1
CO atom 22.5 6.7 5.1
C2 atom 36.5 8.5 5.1
CT atom 36.5 10.5 9.2

5.4 Conclusions

In this section, we studied the effects of the length of side chains on the correlated

dynamics using the traditional four point correlation function and our newly proposed

“mobile” self four point correlation function. We found the length of the side chain

has rather complicated impacts. Correlation time scales typically increase with side

chain length, and the non-polar side chain, CT, becomes less correlated with other

atoms. However, the correlated length scales of polar atoms first increase and then

decrease while chain length increases, while the correlated length scales of non-polar

atoms decrease monotonically. We attributed this pheonomenom to the strength of

electrostatic interactions.

Our “mobile” self four point correlation function provides a better definition of

correlated dynamics to allow translational and reorientational motions. It provides

an evidence that the two slower relaxation relates to translational or reorientational

motions. The diffusion of the correlated pairs is also compared with that of single
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atom.
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6.1 Introduction

Ionic liquids (ILs) are purely ionic systems, consisting exclusively of organic

cations and organic/inorganic anions. Because of their many appealing properties

such as low melting points, non-volatility, non-flammability, good thermal stabil-

ity and wide electrochemical window, they have received an extensive attention re-

cently.1–5 At the fundamental level, it is the intermolecular interactions that govern

physical and chemical properties of liquids. Thus a proper understanding of interi-

onic interactions is crucial to design, synthesis and optimization of ionic compounds

to tailor ILs’ properties for task-specific applications.

One of the important molecular-level interactions is hydrogen bonds. Their pres-

ence, or lack thereof, exerts a strong influence on structure and physicochemical prop-

erties of liquids. As such, roles of hydrogen-bonded interactions for ILs have been

widely discussed.6–26 A typical criterion for the existence of a hydrogen bond between

two moieties X-H and Y invokes geometrical conditions, such as the distance between

X and Y less than the sum of their van der Waals radii and near linear arrangement of

X, H and Y. In view of its ad hoc nature, however, different criteria based on directly

measurable spectroscopic quantities have also been considered.27,28 For instance, X-H

stretching vibrations can provide illuminating insight into the hydrogen-bonded in-

teractions of X-H with Y because the direction and extent of their frequency shift

caused by these interactions depend on the X-H bond polarity and electronegativity of

atoms involved, modulated by their structure.28 Therefore, vibrational spectroscopy,

such as IR and Raman, offers an excellent tool to probe molecular structures, includ-

ing hydrogen-bond structures since the vibrational frequencies and line shapes are

strongly modulated by local molecular structures through intra- and inter-molecular

interactions.

The characterization of the C-H stretching region of ILs consisting of 1-alkyl-3-
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methylimidazolium cations (Figure 6.1) has generated a considerable interest as a way

to probe the anion structure near cations.18 According to experimental studies via

infrared and Raman spectroscopy,20,21 stretching vibrations of acidic hydrogen of the

imidazolium ring—viz., H11 bonded to C2 in the case of BMI+ in Figure 6.1—show

frequency shifts that vary with the basicity of the anion. As the the anion becomes

more basic, the C2-H11 vibrations shift toward lower frequencies. This suggests that

specific interactions between C2-H11 and anions are present and that their interaction

strength depends on the hydrogen-bond accepting power of anions.29

Useful insights into hydrogen-bonded interactions in ILs can be gained via ab ini-

tio and DFT calculations23–25 though the inclusion of the effect of the fluctuating

solvation environment is challenging. Classical MD is a popular method that enables

reliable sampling of solvent fluctuations at the molecular level. For example, MD

coupled with X-Ray diffraction30 and absorption spectroscopy31–33 was employed to

study the structure of imidazolium halide ILs. Dielectric relaxation and related spec-

troscopies34 of imidazolium-based ILs, as well as the influence of the ion charges and

charge distributions on their structure and dynamics,35–37 were also examined via

MD. However, intrinsically quantum mechanical properties, such as vibrational fre-

quency shifts induced by hydrogen bonds, would require a more elaborate framework

than typical classical descriptions used in simulations. In this context, ab initio MD

offers an attractive alternative.38–42 Nevertheless, applications of the computationally

expensive ab initio method to IL systems can be limited because extended simulations

are needed to ensure proper sampling of highly viscous ILs.

In this article, we employ a QM/MM strategy43 to calculate C-H stretching vibra-

tions of the cation imidazolium ring in BMI+-based ILs (Figure 6.1). We extend the

method employed in refs. 44 and 45 to bulk ILs by considering all possible cation-

anion pairs in a given IL configuration determined via classical MD simulations,

treating each of ion pairs as a quantum subsystem via the DFT method and averag-
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ing over multiple configurations. The QM/MM results thus obtained are compared

with the classical MD predictions for C-H vibrational spectra. The disagreement be-

tween the two exposes the importance of the proper treatment of electronic structure,

modulated by the local solvation environment, in vibrational analysis. Additionally,

comparison of QM/MM results based on different force field models provide insight

into the key factors that govern vibrational properties of ILs.

Figure 6.1: Molecular structure of 1-butyl-3-methylimidazolium

The outline of this paper is as follows: In sec 6.2, the models and methods em-

ployed in our calculations are described. Classical MD results for IL structure and

QM/MM predictions for C-H vibrations of the imidazolium ring obtained with MD

configurations are presented in sec 6.3. Comparison of the QM/MM and MD results

for C-H vibrations is also made there. Sec 6.4 concludes.

6.2 Models and Methods

Classical MD simulations were performed to study structure and C-H stretch-

ing vibrations of three different ILs, BMI+Cl−, BMI+Br− and BMI+BF−
4 , using the

GROMACS software.46 The simulation cell comprises 125 pairs of cations and anions.

Two different force field models, OPLS-AA47,48 and CHARMM,49,50 were considered.

For the former, the parameters developed by Lopes, Deschamps and Pádua (LDP)

based on OPLS-AA force field were employed for BMI+.51,52 In the LDP description,
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C2-H11, C4-H12 and C5-H13 bonds are constrained, i.e., rigid.51 Since their stretch-

ing vibrations are essential to MD analysis of IR spectra, we have assigned them a

force constant that is the same as the force constant of alkyl C-H bonds in OPLS-AA.

Hereafter, this modified LDP description employed in our study will be referred to

as the OPLS-AA force field for simplicity. In the case of CHARMM, the parame-

ters generated via ParamChem v.0.9.7 interface53 that automatically assigns atom

types, force field parameters and charges on molecules based on the 2b8 release of the

CHARMM General Force Field54–56 were employed for BMI+. For anions, we em-

ployed parameters from ref 57 for both CHARMM and OPLS-AA. Their combination

rules for non-bonded interactions follow the CHARMM and OPLS-AA convention,

respectively. The force field parameters used in the present study are compiled in

Appendix C.1.

All simulations were conducted in the isothermal-isobaric (NPT) ensemble at

350K and 1 atm using the GROMACS program.46 This thermodynamic condition

allows for a direct comparison with the available IR results21 for the ILs studied here.

The simulation cell was a cubic box and periodic boundary conditions were applied.

Non-bonded interactions were computed with a 14 Å cut-off. Electrostatic inter-

actions were computed using the particle mesh Ewald method.58 Simulations were

carried out with 10 ns of annealing from 800K to 350K and 10 ns of equilibration at

350K, followed by a 20 ns trajectory from which equilibrium structure was computed.

The time step employed was 1 fs.

For C-H vibrational spectrum calculations, we first selected ten distinct configura-

tions that are separated by 4 ns in time from two 20 ns equilibrium trajectories. With

each of these ten configurations employed as an initial configuration, we simulated ten

1 ns trajectories with a time step of 0.3 fs, from which the velocity auto-correlation

function (Equation (6.5) below) associated with C-H vibrations was computed. In the

present study, we considered only C-H bonds of the BMI+ ring. The IR absorption
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α(ω) due to vibrations of a specific C-H bond (for example, C2-H11 in Figure 6.1) is

determined by59

n(ω)α(ω) =
4π2ω

3ℏcV
(
1− e−βℏω) I(ω) ; (6.1)

I(ω) =
1

2π

∫ ∞

−∞
dt e−iωt

∑
i

⟨µi(t) · µi⟩ , (6.2)

where i labels ions, µ⃗i is the dipole moment of the bond, n(ω) is the index of refraction

of the medium, c is the speed of light in vacuum, I(ω) is the absorption lineshape

function, and β is the inverse temperature in units of kB (i.e., β = 1/kBT ). Since

nuclear motions are treated classically in the simulations, we corrected the MD result

IMD(ω) for the lineshape function via

I(ω) =
βℏω

1− e−βℏω IMD(ω) , (6.3)

so that the resulting I(ω) satisfies the detailed balance condition59

I(−ω) = e−βℏωI(ω) . (6.4)

Substituting Equation (6.3) into Equation (6.2), we find

n(ω)α(ω) =
4πβ

3cV

∫ ∞

0

dt cosωt

(
∂µ

∂r

)2∑
i

⟨vi(t) · vi⟩ , (6.5)

where vi is the relative velocity of the C and H atoms of the C-H bond. In the actual

calculations, (∂µ/∂r)2 was assumed to be a constant. We note that different correc-

tion methods60 for the classical results will yield different prefactors in Equation (6.5).

We also performed DFT calculations of C-H vibrations for the same ten configu-

rations we employed above as initial configurations for the velocity auto-correlation

calculations. Specifically, ion pairs were first identified as a cation plus its pairing
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anion that is situated closest to the H atom of the cation’s CH group under con-

sideration for each configuration. For each of the ion pairs thus identified, ab initio

calculations were performed with surrounding ions treated as a classical charge dis-

tribution in the QM/MM framework.43 In the analysis of vibrational frequencies via

PHVA (partial Hessian vibrational analysis),44 the actual masses were used for C and

H of the C-H bond under consideration, while all other atoms were assumed to be

infinite in mass (9.0 × 106 amu to be exact). Therefore the QM/MM results we ob-

tained describe frequencies of local C-H vibrational modes. All ab initio calculations

were carried out using Gaussian 09 package61 with the internally stored 6-31G(d, p)

basis set. The hybrid B3LYP functional62 was employed to optimize geometry of the

H atom of the CH groups under consideration while all other atoms were frozen at

the MD geometry. We note that the QM/MM method similar to ours was applied

to study chemical shifts of BMI+-based ILs.63 Though only one MD configuration

was employed in the analysis there, a good agreement with NMR measurements was

obtained.

6.3 Results and Discussion

MD results for average IL densities are presented in Table 6.1. Good accord with

the experimental results indicates that both OPLS-AA and CHARMM force fields

provide a reasonable theoretical description for BMI+-based IL systems. With this

in mind, we consider their results for IL structure.

Table 6.1: MD results for IL densities (units: g/cm3)

IL CHARMM OPLS-AA Experiments
BMI+Cl– 1.034 1.063 1.053a
BMI+Br– 1.258 1.274 1.27b
BMI+BF –

4 1.145 1.143 1.161c
a Ref. 64. T =353K.
b Refs. 65 and 66, estimated.
c Ref. 67. T = 352K.
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6.3.1 Structure

MD results for radial distribution functions (RDFs) of anions X− around H atoms of

the BMI+ ring obtained with the OPLS-AA and CHARMM force fields are displayed

in Figure 6.2. In the case of BF−
4 , RDFs of its F sites around H are exhibited. We

consider the OPLS-AA results in Figure 6.2 first. Since the Lennard-Jones (LJ) inter-

action parameters and partial charges are identical for H11, H12 and H13 and nearly

identical for C2, C4 and C5 in the OPLS-AA description (Tables S8 and S9),51,52 the

positions of the first RDF peaks of X– around H11, H12 and H13 are virtually the

same (Table 6.2). In addition, their peak heights are comparable. As such, the acidic

character of H11 is not captured in the IL structure determined with the OPLS-based

model description. We notice that the main peak height of the anion distributions

around the ring hydrogen atoms decreases as the anion size increases. Furthermore,

the number of X− in the first solvation shell of H11 is bigger in BMI+Br– than in

BMI+Cl– (Table 6.3). This indicates that ion pairing, i.e., ability to form 1-1 cation-

anion complex, becomes weaker in the order Cl− > Br− > BF−
4 .

Table 6.2: Height and position of the first RDF peak of anionsa around H11 and H12b

IL CHARMM OPLS-AA
BMI+Cl– 12.5, 2.20 Å (5.7, 2.42 Å) 6.6, 2.58 Å (6.1, 2.60 Å)
BMI+Br– 10.2, 2.36 Å (5.0, 2.58 Å) 5.6, 2.74 Å (5.4, 2.72 Å)
BMI+BF –

4 3.3, 2.06 Å (2.3, 2.30 Å) 2.6, 2.54 Å (2.2, 2.48 Å)

a For BMI+BF –
4 , the results for F are presented.

b Results for H12 are given in parentheses.

In contrast to the OPLS-AA description, CHARMM force field yields a significant

difference in anion RDF between the acidic H11 and the non-acidic H12 and H13. The

anion distributions are tighter and more pronounced around H11 than around H12 or

H13 (Figure 6.2 and Table 6.2). As a result, the number of X– in the first solvation

shell of H11 is smaller than that of H12 in Table 6.3 since the volume of the solvation
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(a) BMI+Cl– (b) BMI+Cl–

(c) BMI+Br– (d) BMI+Br–

(e) BMI+BF –
4 (f) BMI+BF –

4

OPLS-AA CHARMM
Figure 6.2: Radial distribution functions of anions around hydrogen atoms of the
BMI+ ring obtained with OPLS-AA force field (left): (a) BMI+Cl– , (c) BMI+Br–
and (e) BMI+BF –

4 ; and CHARMM force field (right): (b) BMI+Cl– , (d) BMI+Br–
and (f) BMI+BF –

4 . The results for H11, H12 and H13 are plotted in red, green and
blue, respectively. For BF−

4 , F atoms are employed in the calculations of RDF.
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Table 6.3: Number of anionsa in the first solvation shell of H11 and of H12b

IL CHARMM OPLS-AA
BMI+Cl– 1.03 (1.51) 1.34 (1.13)
BMI+Br– 1.04 (1.63) 1.50 (1.25)
BMI+BF –

4 2.46 (2.93) 3.43 (2.43)

a Number of F atoms in the case of BMI+BF –
4 .

b Results for H12 are given in parentheses.

shell of H12 is considerably larger than that of H11. This is exactly the opposite of the

OPLS-AA results also presented there. Differing non-bonding interaction parameters

of the BMI+ ring atoms are responsible for the marked differences in RDF between

H11 and H12/H13 in the CHARMM force field results. To be specific, the value of

the LJ σ parameter for H11 (1.2 Å) is smaller than that for H12 (and H13) (1.6 Å)

(Table C.2) and as a consequence, anions can approach the former better than the

latter. In addition, the partial charges of H11 (0.153e) and C2 (0.333e) are greater

than the corresponding charges of H12 and H13 (0.126e) and C4 and C5 (0.199e).

This also helps the C2-H11 group to attract anions better than the C4-H12 or C5-H13

group. Analogous to the OPLS-AA case, the interactions of the anion and the ring H

atoms, gauged by their RDF peak heights, and the ion pairing capability, measured

by the number of anions in the first solvation shell, become weaker as the anion size

increases.

According to prior DFT studies of ion pair interactions in the gas phase, H11

of imidazolium exhibits a hydrogen-bonded interaction68,69 with anions to a vary-

ing degree.23–25 Comparison of the results for different anions23–25 indicates that the

strength of this interionic hydrogen-bonded interaction increases with the hydrogen-

bond accepting power, i.e., basicity, of the anions. In this context, the large amplitude

of the main peak in the anion RDF around H11 and the significant inward shift of

its position compared to the corresponding peaks around H12 and H13 in Figure 6.2
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should be considered as the formation of a general hydrogen bond between C2-H11

and X−. The decrease in the first peak height of the H11· · ·X− RDF is interpreted

as the weakening of the H11· · ·X− interionic hydrogen bond in the order Cl− > Br−

> BF−
4 .

6.3.2 Vibrational spectra (MD)

We proceed to vibrational spectra of the C-H groups of the cation ring determined

from MD. The results obtained with the OPLS-AA and CHARMM force fields using

Equation (6.5) are displayed in Figure 6.3. We start with the vibrational spectra of

isolated BMI+ in vacuum. The peak positions for the ring C-H stretching vibrations

are around 2950 cm−1 in Figure 6.3a. Because all three C-H bonds are characterized

by the same force constant 2.845 × 105 kJ/mol/nm2 (Table C.10), their vibrational

frequencies are essentially the same in the OPLS-AA description. By contrast, the

force constant for C2-H11 vibrations (2.787 × 105 kJ/mol/nm2) is smaller than that

for C4-H12 and C5-H13 vibrations (3.138× 105 kJ/mol/nm2) in the CHARMM force

field (Table C.4). As a result, the main peak for the former is located at a consid-

erably lower frequency 3070 cm−1 than those for the latter two at ∼ 3190 cm−1 in

Figure 6.3b. In both OPLS-AA and CHARMM force field descriptions, C4-H12 and

C5-H13 vibrations exhibit a doublet structure, arising from their two normal modes,

viz., symmetric and antisymmetric stretching vibrations of C4-H12 and C5-H13.

One noteworthy feature of the OPLS-AA results is the presence of a very minor

structure around 3010 cm−1 in the C2-H11 spectrum (Figure 6.3a). This is due to the

mixing of C-H vibrations of alkyl chains of BMI+ into the local C2-H11 vibrational

mode. According to our simulations (results not shown), the vibrational frequencies

of the C-H groups of the alkyl chains range from ∼2800 cm−1 to ∼3000 cm−1.

For perspective, we mention that the DFT predictions for the vibrational frequen-

cies of an isolated BMI+ cation are about 3300 cm−1 for all ring C-H bonds. This is
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at variance with the MD results for vibrational spectra in vacuum in Figure 6.3a and

Figure 6.3b. However, the force field parameters are designed to describe liquid state

properties, and therefore their gas-phase results should not be taken too seriously.

The main purpose of the gas-phase MD analysis here is to gain insight that will help

to understand liquid-phase results, which we turn to next.

In the computational spectra determined with OPLS-AA force field, the C2-H11

stretching vibrations develop a distinct double peak structure in all three ILs we stud-

ied (Figs. 6.3c, 6.3e, and 6.3g). The peak positions of the doublet are ∼2970 cm−1 and

∼3030 cm−1. The enhancement of the doublet structure compared to isolated BMI+

in Figure 6.3a is attributed to the increase in coupling between C2-H11 vibrations

and C-H vibrations of the alkyl chain through, for example, sharing of a common

anion between the two groups and the resulting increase in the mixing of the two

vibrational modes. The C2-H11, C4-H12 and C5-H13 bands all become broadened

and slightly blue-shifted in the IL phase, compared to the corresponding bands of

isolated BMI+ (see below).

In the case of CHARMM, the C2-H11 vibrational band exhibits three distinctive

features, viz., a main peak at ∼3100 cm−1 with a shoulder structure on its red edge

near 3080 cm−1 and a weak secondary peak on its blue edge around 3150 cm−1 in

the liquid phase (Figs. 6.3d, 6.3f, and 6.3h). The position of the shoulder structure

is very close to the C2-H11 frequency of isolated BMI+, i.e., 3070 cm−1, and it is

assigned to vibrations of C2-H11 bonds that are not hydrogen-bonded. A simple

analysis based on the H11· · ·X− separation27,70 indicates that about 29% of C2-H11

bonds are not hydrogen-bonded in BMI+Cl− at 350K. The two peaks at ∼3100 and

∼ 3150 cm−1, on the other hand, are assigned to vibrations of hydrogen-bonded C2-

H11. The blue-shift of these two peaks with respect to isolated BMI+ in vacuum is

mainly ascribed to short-range LJ interactions between H11 and X− of the hydrogen-

bonded pair. Specifically, the presence of an anion close to a C-H bond in solution
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makes its C-H vibrational potential stiffer through short-range repulsion of H and thus

raises its vibrational frequency over the gas-phase value. Though not presented here,

we mention that the C2-H11 bond of a BMI+–X− ion pair in vacuum shows three

vibrational peaks, the frequencies of which are very close to the three frequencies

observed in the liquid-phase.

There are several features shared by the OPLS-AA and CHARMM results in

Figure 6.3. First, compared to the gas phase, the vibrational spectra become broad-

ened in the liquid phase as they should (inhomogeneous broadening). Second, the

solution-phase spectra show a blue shift with respect to the gas phase. Third, as the

anion size decreases and its basicity increases, the C2-H11 band becomes blue-shifted.

The OPLS-AA results for the main peak position of the band are ∼ 2980, 2974 and

2970 cm−1 for BMI+Cl– , BMI+Br– and BMI+BF –
4 , respectively, while the corre-

sponding CHRMM results are ∼ 3140, 3100 and 3090 cm−1. The extent of the blue-

shift is larger in the CHARMM description than in the OPLS-AA description. This

difference arises primarily from the formation of a hydrogen-bond between H11 and

X− in the former description. This hydrogen-bond formation shortens the distance

between H11 and X− and as a result, it strengthens the aforementioned short-range

repulsion of the two and enhances the blue-shift of C2-H11 vibrations, compared to

OPLS-AA. The second and third features noted here, which are at variance with ex-

periments,21 are spurious results arising from the harmonic approximation with fixed

force constants, employed for stretching vibrations of chemical bonds in the force-field

approach. We will return to this issue below. Due to errors in the force field param-

eters employed in ref. 71, the present MD analysis of C-H vibrational structures in

the liquid phase supersedes the earlier work presented there.

6.3.3 Vibrational spectra (QM/MM)

Finally, we turn to QM/MM results for CH vibrational spectra in the liquid IL

phase. The DFT results for distributions of CH stretching frequencies in the pres-
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(a) BMI+ (b) BMI+

(c) BMI+Cl– (d) BMI+Cl–

(e) BMI+Br– (f) BMI+Br–

(g) BMI+BF –
4 (h) BMI+BF –

4
OPLS-AA CHARMM

Figure 6.3: Vibrations of ring CH bonds using OPLS-AA (left): (a) isolated BMI+,
(c) BMI+Cl– , (e) BMI+Br– , (g) BMI+BF –

4 ; and CHARMM (right) force fields: (b)
isolated BMI+, (d) BMI+Cl– , (f) BMI+Br– , (h) BMI+BF –

4 .
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ence of the IL configurations obtained from classical MD with the OPLS-AA and

CHARMM force fields are shown in Figure 6.4. One of the most salient features

is that MD/DFT predictions for the spectral shift of the C2-H11 vibrational band

with IL anionic species are exactly the opposite of the corresponding classical results

in Figure 6.3. The MD/DFT results show an increasing red-shift as the anion be-

comes more basic, whereas the force-field results exhibit a growing blue shift. The

red-shift in the former arises from the weakening of the C2-H11 bond, caused mainly

by the H11· · ·X− interionic hydrogen-bonded interaction.23–26 As the basicity and

thus hydrogen-bond accepting power of X− increases, the H11· · ·X− hydrogen bond

strengthens by withdrawing electron density from the C2-H11 bond increasingly more.

This in turn weakens the C2-H11 bond and decreases its vibrational frequency. The

MD/DFT results for the position of the C2-H11 band, defined as the vibrational fre-

quency averaged over its distribution, are 2840, 2863 and 3084 cm−1 for BMI+Cl−,

BMI+Br− and BMI+BF−
4 , respectively, with the IL configurations determined with

CHARMM (Figure 6.4). The corresponding results with the OPLS-AA configura-

tions of ILs are 2940, 3000 and 3100 cm−1 (Figure 6.4). (For comparison, the DFT

predictions for the C2-H11 vibrational frequency for the BMI+–X− ion pair in the

lowest energy conformation in the gas phase are 2589, 2628 and 3276 cm−1 for X− =

Cl−, Br− and BF−
4 , respectively, while that for isolated BMI+ is 3302 cm−1.) These

results are in good agreement with the corresponding experimental values, 3018, 3020

and 3114 cm−1, obtained in recent IR study by Kim, Ouchi and their co-workers.21

Thus MD/DFT in the QM/MM framework predicts correctly that the red shift of

the C2-H11 vibrational frequency correlates with the basicity of the hydrogen-bond

accepting anions, i.e., hydrogen bond strength, in bulk ILs. Our analysis here also

exposes the limitations of the vibrational analysis based on the classical force field,

in which modulations of the molecular bond strength induced by electron density

rearrangement are completely missing due to the harmonic approximation with fixed
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(a) BMI+Cl– (b) BMI+Cl–

(c) BMI+Br– (d) BMI+Br–

(e) BMI+BF –
4 (f) BMI+BF –

4
OPLS-AA CHARMM

Figure 6.4: Ab initio results for CH vibrations using MD configurations obtained
with OPLS-AA force fields (left): (a) BMI+Cl– , (c) BMI+Br– , (e) BMI+BF –

4 ; and
CHARMM force fields (right): (b) BMI+Cl– , (d) BMI+Br– , (f) BMI+BF –

4 .

force constants.

Another noteworthy aspect of Figure 6.4 is that the ring C-H vibrational bands

of BMI+Cl− and BMI+Br− are considerably broader than those of BMI+BF−
4 . This

difference is ascribed to two factors, viz., the strength and directionality of interactions

between X− and H. First, because the interactions of ring hydrogen atoms with Cl−

or Br− are stronger than those with the F atoms of BF−
4 , structural fluctuations of

the former anions will modulate significantly more the H· · ·X− interactions and thus

C-H vibrational frequencies than those of the latter. Everything being equal, this
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will yield an enhanced broadening of the C-H vibrational bands in the presence of

Cl− or Br−, compared to BF−
4 . Second, the relative orientation of X− with respect

to the C-H bond is characterized by a wider distribution for atomic ions Cl− or Br−

than for bulky BF−
4 with multiple F sites. As a result, the directionality of H· · ·X−

interaction and therefore its strength vary much more with X = Cl and Br than with

F of BF−
4 . This also results in an increase in the linewidth of C-H vibrational bands

in the presence of Cl− or Br−, compared to BF−
4 . Our results are in good qualitative

agreement with the deconvoluted IR spectra in ref. 21 though the spectral linewidths

were not analyzed there.

It is worthy of note that while the intermolecular hydrogen-bonded structure of

H11 is not captured appropriately in MD configurations determined with OPLS-

AA force field as discussed above (Figure 6.2), DFT calculations of C2-H11 stretch-

ing vibrations based on these configurations, nonetheless, yield correct attributes

of hydrogen-bonded interactions of H11 (Figure 6.4). This is because the electronic

structure change of the C2-H11 bond induced by the presence of an anion in the vicin-

ity is different from that of C4-H12 or C5-H13. In BMI+Cl– , the C2-H11 bond length

of ion pairs averaged over 10 different MD configurations obtained with OPLS-AA

force field (Sec. 6.2) is 1.804 Å prior to DFT optimization, whereas the corresponding

QM/MM result is 1.806 Å. This means that compared to the MD result with OPLS-

AA, the C2-H11 bond becomes slightly elongated when it is treated quantum me-

chanically via MD/DFT. By contrast, the average C4-H12 bond length in BMI+Cl–

decreases from 1.807 to 1.803 Å with DFT optimization. In BMI+Br– , the C2-H11

bond length remains unchanged with the QM/MM procedure, while the C4-H12 bond

length decreases by 0.005 Å. This shows that a proper account of the chemical nature,

i.e., electronic aspect, of the bonds is critical to an accurate understanding of their
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vibrational structures.

6.4 Conclusions

In this article, we have studied vibrational spectra of ring hydrogen atoms of BMI+-

based ionic liquids using two different approaches: (i) classical MD with different force

fields and (ii) DFT using the MD results for liquid structures in the QM/MM frame-

work. It was found that while the hydrogen bond structure of acidic H11 was properly

captured with CHARMM force field, its results for C2-H11 vibrational spectra showed

a large departure from experiments. The OPLS-AA force field led to a similar devi-

ation for C2-H11 vibrations but to a lesser degree. However, the hydrogen-bonded

structure of H11 is largely missing in the OPLS-AA results because its acidic charac-

ter is not reflected in its force field parameterization. QM/MM results obtained with

MD configurations for IL structure, on the other hand, correctly predicts that C2-H11

vibrations shift to lower frequencies as the basicity of the hydrogen-bond accepting

anions increases, in good accord with experiments.21 They also yield narrowing of the

C-H vibrational bands of the imidazolium ring in BMI+BF−
4 with respect to those

in BMI+Cl− or BMI+Br−, consonant with experimental spectra. The failure of the

force field approach to molecular vibrations in liquids is due to the classical harmonic

approximation that completely neglects the weakening of the vibrational force con-

stant, engendered by interionic hydrogen-bonded interactions. Therefore, electronic

structure variations of C-H bonds, modulated by the local solvation environment, are

crucial to an accurate account of their vibrational spectra.
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Theoretical Study of Alkylsulfonic

Acids: Force Field Development and

Molecular Dynamics Simulations

A.1 RDF

Figure A.1 shows RDFs of OH-CM and CM-CM.
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Figure A.1: RDFs of OH-CS1 and CS1-CS1 in MSA.
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(a) isosurface 2 (b) isosurface 2.5 (c) isosurface 3
(d) Reference struc-
ture

Figure A.2: Model C results for SDF of CS1 around SO in MSA at isosurface values of
(a) 2, (b) 2.5 and (c) 3. For clarity, spatial orientation of the central MSA molecule
is shown in (d).

(a) isosurface 2 (b) isosurface 2.5 (c) isosurface 3
(d) Reference struc-
ture

Figure A.3: Model O results for SDF of CS1 around SO in MSA at isosurface values
of (a) 2, (b) 2.5 and (c) 3. Spatial orientation of the central MSA is displayed in (d).

A.2 SDF

Figures A.2, A.3 and A.4 show SDFs of CS1 around SO with different isosurface values.

(a) isosurface 2 (b) isosurface 2.5 (c) isosurface 3
(d) Reference struc-
ture

Figure A.4: AIMD results for SDF of CS1 around SO in MSA at isosurface values of
(a) 6, (b) 8 and (c) 10. Spatial orientation of the central MSA is displayed in (d).
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A.3 Force fields

Force field parameters of Model C and Model O are provided in separate files, model_-

C.itp, model_C.rtp, model_C_psa.itp, model_C_psa.rtp, model_O.itp, and model_-

O.rtp, in GROMACS format. Please refer to the supplemental information at https:

//pubs.acs.org/doi/10.1021/acs.jpcb.8b07736.

https://pubs.acs.org/doi/10.1021/acs.jpcb.8b07736
https://pubs.acs.org/doi/10.1021/acs.jpcb.8b07736
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Heterogeneous Dynamics of Ionic Liq-

uids: The Effects of Chain Length

on Imidazolium-based Ionic Liquids

B.1 Fitted parameter for four point correlation func-

tion
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Figure B.1: Fitted parameters for EMI AC-AC
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Figure B.2: Fitted parameters for EMI AC-C2
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Figure B.3: Fitted parameters for EMI AC-CT
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Figure B.4: Fitted parameters for EMI C2-C2
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Figure B.5: Fitted parameters for EMI CT-C2
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Figure B.6: Fitted parameters for EMI CT-CT
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Figure B.7: Fitted parameters for BMI AC-AC
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Figure B.8: Fitted parameters for BMI AC-C2
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Figure B.9: Fitted parameters for BMI AC-CT
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Figure B.11: Fitted parameters for BMI CT-C2
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Figure B.12: Fitted parameters for BMI CT-CT
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Figure B.13: Fitted parameters for OMI AC-AC
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Figure B.14: Fitted parameters for OMI AC-C2
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Figure B.15: Fitted parameters for OMI AC-CT
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Figure B.16: Fitted parameters for OMI C2-C2
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Figure B.17: Fitted parameters for OMI CT-C2
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Figure B.18: Fitted parameters for OMI CT-CT
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B.2 Fitted parameter for “mobile” self four point

correlation function
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Figure B.19: Fitted parameters of “mobile” self four point correlation function for
EMI AC-AC
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Figure B.20: Fitted parameters of “mobile” self four point correlation function for
EMI AC-C2
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Figure B.21: Fitted parameters of “mobile” self four point correlation function for
EMI AC-CT
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Figure B.22: Fitted parameters of “mobile” self four point correlation function for
EMI C2-C2
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Figure B.23: Fitted parameters of “mobile” self four point correlation function for
EMI C2-CT
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Figure B.24: Fitted parameters of “mobile” self four point correlation function for
EMI CT-CT
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Figure B.25: Fitted parameters of “mobile” self four point correlation function for
BMI AC-AC
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Figure B.26: Fitted parameters of “mobile” self four point correlation function for
BMI AC-C2
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Figure B.27: Fitted parameters of “mobile” self four point correlation function for
BMI AC-CT
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Figure B.28: Fitted parameters of “mobile” self four point correlation function for
BMI C2-C2
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Figure B.29: Fitted parameters of “mobile” self four point correlation function for
BMI C2-CT
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Figure B.30: Fitted parameters of “mobile” self four point correlation function for
BMI CT-CT
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Figure B.31: Fitted parameters of “mobile” self four point correlation function for
OMI AC-AC
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Figure B.32: Fitted parameters of “mobile” self four point correlation function for
OMI AC-C2
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Figure B.33: Fitted parameters of “mobile” self four point correlation function for
OMI AC-CT
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Figure B.34: Fitted parameters of “mobile” self four point correlation function for
OMI C2-C2
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Figure B.35: Fitted parameters of “mobile” self four point correlation function for
OMI C2-CT
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Figure B.36: Fitted parameters of “mobile” self four point correlation function for
OMI CT-CT



Vibrational Spectroscopy of Imidazolium-

based Ionic Liquids: A Combined

MD/DFT Study

C.1 Force field parameters

C.1.1 CHARMM model description

Interactions in the CHARMM force field are described by

E =
∑

i<j,bonds

1

2
kb
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∑

i<k,angles
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rij
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(C.1)
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Figure C.1: Atom labels of buthylmetylimidazolium
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Combination rules for LJ parameters listed in Table C.2 are

σij =
1

2
(σi + σj) (C.2)

ϵij =
√
ϵiϵj (C.3)

Note that for 1-4 interactions, special LJ parameters are needed for selected atoms

in Table C.3

Table C.1: Charges in CHARMM

Label Atom q(e)

N1 NG2R52 -0.455
C2 CG2R53 0.333
N3 NG2R52 -0.503
C4 CG2R51 0.199
C5 CG2R51 0.199
C6 CG334 0.165
C7 CG324 0.200
C8 CG321 -0.160
H11 HGR53 0.153
H12 HGR52 0.126
H13 HGR52 0.126
H14 HGA3 0.090
H15 HGA3 0.090
H16 HGA3 0.090
C9 CG321 -0.178
C10 CG331 -0.285
H17 HGA2 0.090
H18 HGA2 0.090
H19 HGA2 0.090
H20 HGA2 0.090
H21 HGA2 0.090
H22 HGA2 0.090
H23 HGA3 0.090
H24 HGA3 0.090
H25 HGA3 0.090
Cl CLA -1.000
Br BRA -1.000
B B 0.96
F F -0.49
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Table C.2: LJ parameters in CHARMM

Atom σij (nm) ϵij (kJ/mol)
CG2R51 0.3741 0.2092
CG2R53 0.3919 0.0836
CG321 0.3581 0.2343
CG324 0.3875 0.2301
CG331 0.3652 0.3263
CG334 0.3946 0.3221
NG2R52 0.3296 0.8368
HGR52 0.1603 0.1924
HGR53 0.1247 0.1924
HGA2 0.2387 0.1464
HGA3 0.2387 0.1004
CLA 0.3650 0.8300
BRA 0.3970 0.8600
B 0.3581 0.3974
F 0.3118 0.2552

Table C.3: LJ parameters for special 1-4 interactions in CHARMM

Atom σij (nm) ϵij (kJ/mol)
CG321, CG324, CG331, CG334 0.33854151289 0.04184

Table C.4: Bond parameters in CHARMM

Atomi Atomj bij (nm) kb
ij (kJ/(mol ·nm2))

CG2R51 CG2R51 0.1360 343088
CG2R51 NG2R52 0.1370 317984
CG2R51 HGR52 0.1083 313800
CG2R53 NG2R52 0.1320 317984
CG2R53 HGR53 0.1070 278654.4
CG321 CG321 0.1530 186188
CG321 CG324 0.1530 186188
CG321 CG331 0.1528 186188
CG324 CG331 0.1528 186188
CG321 HGA2 0.1111 258571.2
CG324 NG2R52 0.1453 251040
CG324 HGA2 0.1100 238069.6
CG331 HGA3 0.1111 269449.6
CG334 NG2R52 0.1453 251040
CG334 HGA3 0.1111 269449.6
B F 0.1393 242672
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Table C.5: Angle parameters in CHARMM

Atomi Atomj Atomk θijk

(de-

gree)

kθ
ijk

(kJ/(mol

·rad2))

r0ik

(nm)

kUB
ijk

(kJ/(mol·nm2))

CG2R51 CG2R51 NG2R52 108.0 1213.3600 0.0000 0.00

CG2R51 CG2R51 HGR52 130.0 184.0960 0.2215 12552.00

NG2R52 CG2R51 HGR52 122.0 184.0960 0.2180 12552.00

NG2R52 CG2R53 NG2R52 108.0 1213.3600 0.0000 0.00

NG2R52 CG2R53 HGR53 126.0 267.7760 0.2140 20920.00

CG321 CG321 CG324 110.5 488.2728 0.2561 9338.69

CG321 CG321 CG331 115.0 485.3440 0.2561 6694.40

CG321 CG321 HGA2 110.1 221.7520 0.2179 18853.10

CG324 CG321 HGA2 110.1 221.7520 0.2179 18853.10

CG331 CG321 HGA2 110.1 289.5328 0.2179 18853.10

CG331 CG324 HGA2 110.1 289.5328 0.2179 18853.10

HGA2 CG321 HGA2 109.0 297.0640 0.1802 4518.72

CG321 CG324 NG2R52 110.0 566.5136 0.0000 0.00

CG331 CG324 NG2R52 110.0 566.5136 0.0000 0.00

CG321 CG324 HGA2 111.8 221.7520 0.2179 18853.10

NG2R52 CG324 HGA2 110.1 351.4560 0.0000 0.00

HGA2 CG324 HGA2 109.0 297.0640 0.1802 4518.72

CG321 CG331 HGA3 110.1 289.5328 0.2179 18853.10

CG324 CG331 HGA3 110.1 289.5328 0.2179 18853.10

HGA3 CG331 HGA3 108.4 297.0640 0.1802 4518.72

NG2R52 CG334 HGA3 110.1 351.4560 0.0000 0.00

HGA3 CG334 HGA3 108.4 297.0640 0.1802 4518.72

CG2R51 NG2R52 CG2R53 108.0 1213.3600 0.0000 0.00
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CG2R51 NG2R52 CG324 124.9 209.2000 0.2130 12552.00

CG2R51 NG2R52 CG334 124.9 209.2000 0.2130 12552.00

CG2R53 NG2R52 CG324 127.1 209.2000 0.2090 12552.00

CG2R53 NG2R52 CG334 127.1 209.2000 0.2090 12552.00

F B F 109.5 418.2 0.0 0.0

Table C.6: Dihedral angle parameters in CHARMM

Atomi Atomj Atomk Atoml ϕn,ijkl

(degree)

kϕ
n,ijkl

(kJ/mol)

n

NG2R52 CG2R51 CG2R51 NG2R52 180 50.20800 2

NG2R52 CG2R51 CG2R51 HGR52 180 10.46000 2

HGR52 CG2R51 CG2R51 HGR52 180 4.18400 2

CG2R51 CG2R51 NG2R52 CG2R53 180 50.20800 2

CG2R51 CG2R51 NG2R52 CG324 180 25.10400 2

CG2R51 CG2R51 NG2R52 CG334 180 25.10400 2

HGR52 CG2R51 NG2R52 CG2R53 180 10.46000 2

HGR52 CG2R51 NG2R52 CG324 180 37.65600 2

HGR52 CG2R51 NG2R52 CG334 180 37.65600 2

NG2R52 CG2R53 NG2R52 CG2R51 180 50.20800 2

NG2R52 CG2R53 NG2R52 CG324 180 32.21680 2

NG2R52 CG2R53 NG2R52 CG334 180 32.21680 2

HGR53 CG2R53 NG2R52 CG2R51 180 12.55200 2

HGR53 CG2R53 NG2R52 CG324 180 26.35920 2

HGR53 CG2R53 NG2R52 CG334 180 26.35920 2

CG324 CG321 CG321 CG331 0 0.81588 3

CG324 CG321 CG321 HGA2 0 0.81588 3

CG331 CG321 CG321 HGA2 0 0.75312 3
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HGA2 CG321 CG321 HGA2 0 0.92048 3

CG321 CG321 CG324 NG2R52 0 0.81588 3

CG321 CG321 CG324 HGA2 0 0.81588 3

HGA2 CG321 CG324 NG2R52 0 0.81588 3

HGA2 CG321 CG324 HGA2 0 0.81588 3

NG2R52 CG324 CG331 HGA3 0 0.81588 3

CG321 CG321 CG331 HGA3 0 0.66944 3

HGA2 CG321 CG331 HGA3 0 0.66944 3

HGA2 CG324 CG331 HGA3 0 0.66944 3

CG321 CG324 NG2R52 CG2R51 180 0.00000 6

CG321 CG324 NG2R52 CG2R53 180 0.00000 6

CG331 CG324 NG2R52 CG2R51 180 0.00000 6

CG331 CG324 NG2R52 CG2R53 180 0.00000 6

HGA2 CG324 NG2R52 CG2R51 180 0.62760 3

HGA2 CG324 NG2R52 CG2R53 180 0.62760 3

HGA3 CG334 NG2R52 CG2R51 180 0.62760 3

HGA3 CG334 NG2R52 CG2R53 180 0.62760 3

Table C.7: Improper dihedral angle parameters in CHARMM

Atomi Atomj Atomk Atoml ξ0ijkl

(degree)

kξ
ijkl

(kJ/(mol·rad2))

NG2R52 X X X 0.0 10.0416

* X represents arbitrary atom.
** Atomi is the center atom.
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C.1.2 OPLS-AA model description

Interactions in the OPLS-AA force field are described by

E =
∑

i<j,bonds

1

2
kb
ij (rij − bij)

2 +
∑

i<k,angles

1

2
kθ
ijk

(
θijk − θ0ijk

)2
+

∑
i<l,dihedrals

4∑
n=1

1

2
Vn,ijkl (1− (−1)n cos (nϕijkl))

+
∑

i<l,improper

∑
n

kϕ
n,ijkl (1 + cos (nϕ− ϕn,ijkl))

+
∑
i<j

(
qiqj

4πε0rij
+ 4ϵij

((
σij

rij

)12

−
(
σij

rij

)6
))

(C.4)

Combination rules for LJ parameters listed in Table C.9 are

σij =
√
σiσj (C.5)

ϵij =
√
ϵiϵj (C.6)

Note that all 1-4 non-bonded interactions including electrostatic and LJ interactions

in OPLS-AA force field are scale by 0.5.
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Table C.8: Charges in OPLS-AA

Label Atom q(e)

N1 NA 0.15
C2 CR -0.11
N3 NA 0.15
C4 CW -0.13
C5 CW -0.13
C6 CT -0.17
C7 CT -0.17
C8 CT 0.01
H11 HA 0.21
H12 HA 0.21
H13 HA 0.21
H14 HC 0.13
H15 HC 0.13
H16 HC 0.13
C9 CT -0.12
C10 CT -0.18
H17 HC 0.13
H18 HC 0.13
H19 HC 0.06
H20 HC 0.06
H21 HC 0.06
H22 HC 0.06
H23 HC 0.06
H24 HC 0.06
H25 HC 0.06
Cl CLA -1.00
Br BRA -1.00
B B 0.96
F F -0.49
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Table C.9: LJ parameters in OPLS-AA

Atom σij (nm) ϵij (kJ/mol)
CT 0.350 0.27614
CR 0.355 0.29288
CW 0.355 0.29288
HC 0.250 0.12552
HA 0.242 0.12552
NA 0.325 0.71128
CLA 0.365 0.83000
BRA 0.397 0.86000
B 0.358 0.39748
F 0.311 0.25522

Table C.10: Bond parameters in OPLS-AA

Atomi Atomj bij (nm) kb
ij (kJ/(mol ·nm2))

HC CT 0.1090 284500
CT CT 0.1529 224200
CR HA 0.1080 284500
CW HA 0.1080 284500
CR NA 0.1315 399200
CW NA 0.1378 357400
CW CW 0.1341 435200
NA CT 0.1466 282000
B F 0.1393 242672
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Table C.11: Angle parameters in OPLS-AA

Atomi Atomj Atomk θijk

(degree)

kθ
ijk

(kJ/(mol·rad2))

CT CT CT 112.7 488.3

CT CT HC 110.7 313.8

HC CT HC 107.8 276.1

CW NA CR 108.0 585.8

CW NA CT 125.6 585.8

CR NA CT 126.4 585.8

NA CR HA 125.1 292.9

NA CR NA 109.8 585.8

NA CW CW 107.1 585.8

NA CW HA 122.0 292.9

CW CW HA 130.9 292.9

NA CT HC 110.7 313.8

NA CT CT 112.7 488.3

F B F 109.5 418.2

Table C.12: Dihedral angle parameters in OPLS-AA

Atomi Atomj Atomk Atoml V1,ijkl

(kJ/mol)

V2,ijkl

(kJ/mol)

V3,ijkl

(kJ/mol)

V4,ijkl

(kJ/mol)

HC CT CT HC 0.0000 0.0000 1.3305 0.0000

CT CT CT HC 0.0000 0.0000 1.5313 0.0000

CT CT CT CT 7.2800 -0.6569 1.1673 0.0000

CW NA CR NA 0.0000 19.4600 0.0000 0.0000

CW NA CR HA 0.0000 19.4600 0.0000 0.0000

CT NA CR NA 0.0000 19.4600 0.0000 0.0000
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CT NA CR HA 0.0000 19.4600 0.0000 0.0000

CR NA CW CW 0.0000 12.5520 0.0000 0.0000

CR NA CW HA 0.0000 12.5520 0.0000 0.0000

CT NA CW CW 0.0000 12.5520 0.0000 0.0000

CT NA CW HA 0.0000 12.5520 0.0000 0.0000

NA CW CW NA 0.0000 44.9800 0.0000 0.0000

NA CW CW HA 0.0000 44.9800 0.0000 0.0000

HA CW CW HA 0.0000 44.9800 0.0000 0.0000

CW NA CT HC 0.0000 0.0000 0.5190 0.0000

CR NA CT HC 0.0000 0.0000 0.0000 0.0000

CW NA CT CT -7.1535 6.1064 0.7939 0.0000

CR NA CT CT -5.2691 0.0000 0.0000 0.0000

NA CT CT CT -7.4797 3.1642 -1.2026 0.0000

NA CT CT HC 0.0000 0.0000 0.3670 0.0000

Table C.13: Improper dihedral angle parameters in OPLS-AA

Atomi Atomj Atomk Atoml ϕn,ijkl

(degree)

kϕ
n,ijkl

(kJ/mol)

n

CR CW NA CT 180.0 4.18400 2

NA NA CR HA 180.0 4.60240 2

NA CW CW HA 180.0 4.60240 2
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