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Chapter 1. Introduction to Ionic Liquids 

 

Room temperature ionic liquids (RTILs or ILs) are a class of chemical salts that 

have low melting points and are liquids at room temperature. The cations are either 

nitrogen-based (ammonium, imidazolium, pyrazolium, pyridinium, and pyrrolidinium), 

sulfur-based (sulfonium), or phosphate-based (phosphonium), and the anions are either 

organic (e.g. acetate) or inorganic (e.g. PF6
–). For each class of cations and anions, many 

modifications are possible, such as changing alkyl chain length or adding additional 

functional groups. The number of ILs that can be synthesized is, therefore, nearly infinite.1 

In addition to pure ILs, mixtures of ILs have also been used in many applications.2–11 By 

creating mixtures of ILs, the number of possible ILs increases exponentially and these 

mixtures of ILs have enabled additional methods for fine-tuning the physical and chemical 

properties of these materials. With such a large number of available ILs, a better 

understanding of the structure and dynamic of ILs is needed to facilitate the development 

of task-specific ILs. 

In addition to the ease of modification, ILs have many desirable properties, 

including non-volatility, non-flammability, good thermal stability, high intrinsic ion 

concentration, high conductivity, and wide electrochemical windows.12 On the other hand, 

because of their ionic nature and strong coulombic interactions, one of the drawbacks of 

ILs are their viscosity. With these interesting properties, ILs have found applications in 

many different areas. These include synthesis (as catalysts or solvents),13–19 energy storage 

(such as lithium batteries, capacitors, or dye-sensitized solar cells),20 –25 gas separations 

and storage,26 –32 and biofuel production.12,33 
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ILs show both structural and dynamic heterogeneity. For example, experiments and 

simulations have shown that ILs form nonpolar and polar domains.34 –40 The nonpolar alkyl 

chains and the charged groups aggregate separately and form interconnected nonpolar and 

polar regions. In addition to the heterogeneous structure, the solvation dynamics of ILs are 

very complex and stretch over a broad range of timescales. The solvation response of ILs 

can generally be divided into two time domains, a sub-picosecond ultrafast domain and a 

slow region that stretches over several nanoseconds.41,42  The sub-picosecond ultrafast 

region accounts for roughly 50% of the relaxation within several hundred 

femtoseconds.43,44 The remainder of the relaxation takes place over several nanoseconds, 

which is many orders of magnitude longer. The slow relaxation is complex, and is usually 

best-fitted with a stretched exponential function (𝑒−𝑡𝛽
), with 𝛽 = 0.3~0.4.45,46 

In addition to the complex solvation relaxation dynamics, translational and 

rotational motions in ILs are also heterogeneous. MD simulations have shown, using non-

Gaussian parameters and van Hove functions, that the translational motion of ILs deviate 

from diffusive motion.47–51 Experimentally, the intermediate scattering function of ILs 

show both 𝛼-relaxation and 𝛽-relaxation.52,53,54 Due to the strong Coulombic interactions, 

the intermediate regime of the translational motion is dominated by caging motion, which 

causes the motion to become sub-diffusive. 

In this thesis, we used both spectroscopic experiments and molecular dynamic 

simulations to study solvation in ILs. First, we examined the temperature dependence of 

the Stokes shift and the solvation dynamics (Chapter II) and probed whether there is a 

connection between structural and dynamic heterogeneity (Chapter III). We also used 

fluorescence correlation spectroscopy (FCS) to examine the solvation of conjugated 
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polymers in ILs (Chapters IV and V). To speed up MD simulations, we developed a coarse-

grained description of IL and used it to study phase separation in supported polymeric ILs 

(Chapter VI). 

Experimentally, we primarily used single-molecule fluorescence spectroscopy. The 

advantage of single-molecule measurements over bulk measurements is the ability to 

monitor subpopulations. With bulk measurements, the values obtained are ensemble 

averages that do not give a description of various subpopulation. The single molecule 

technique of choice here is confocal microscopy and fluorescence correlation spectroscopy. 

For confocal microscopy, excitation light is focused into a small volume of the sample 

using a microscope objective. The fluorescence is collected using the same objective, and 

a pinhole is placed between the detectors and the sample to eliminate the out-of-focus light. 

Fluorescence correlation spectroscopy studies the translational motion of fluorescent 

probes by monitoring the intensity fluctuations within the focal volume. 

Molecular dynamic (MD) simulations were also performed. MD simulations model 

the system using classical Newtonian mechanics, and the motions of the electrons are 

ignored. Bonds and bond angles are modeled as harmonic springs, and dihedral angles are 

modeled using periodic functions. Nonbonded interactions are modeled using Lennard-

Jones potentials and Coulomb potentials. All simulations were performed using the 

GROMACS package. 
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Chapter 2. MD Study of Stokes Shifts in Ionic Liquids: 

Temperature Dependence* 

 

2.1. Introduction 

ILs exhibit interesting solvation behaviors. Some aspects are shared by 

conventional polar solvents, but others are not. For example, solvent relaxation in 

imidazolium-based ILs is bi-phasic: a fast sub-picosecond component despite ILs’ very 

high viscosity and a slow component that relaxes over a broad range of times from 

hundreds of picoseconds to tens or hundreds of nanoseconds.55,56 The sub-picosecond 

component, responsible for nearly 50% of the entire relaxation, is mainly attributed to 

hindered translations of ions57,58,59,60 though other motions61 could contribute. This state of 

affairs is different from polar solvents, for which inertial reorientational dynamics play a 

major role. The hindered translational motions of ions play an important role in, e.g., 

optical Kerr effect62–66 and tera-Hertz67,68 spectroscopies of ILs. The slow component, 

generally attributed to the diffusion of cations and anions, is characterized by non-

exponential relaxation, such as a stretched exponential function.57,58, 69  In order to 

effectively tailor ILs for different applications, their solvation dynamics and structures 

must be well understood.  

One of the most studied solvent properties is polarity. For many chemical reactions 

involving charge shift and transfer, such as SN1 and SN2, the polarity of the solvent exerts 

a strong influence on reaction free energetics and thus the yield and rate of reaction.70,71,72 

                                                 
* Reprinted with permission from J. Phys Chem B, 2016, 120, 4644–4653. Copyright 2016 

American Chemical Society. 
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Many different parameters, such as dielectric constant 𝜀0 , ET(30), or Kamlet-Taft 

parameters have been used to quantify solvent polarity.71,72,73 While their typical dielectric 

constant (𝜀0= ~ 10–16) is not as high as that of conventional polar solvents,74,75,76 the 

effective polarity of many ILs, measured as their ability to stabilize polar solutes, is 

comparable to and even in excess of highly polar aprotic solvents (e.g., acetonitrile) due to 

strong Coulomb interactions of IL ions and polar solutes, according to experimental77–84 

and theoretical57,58, 85 , 86 , 87  studies. Another interesting property of ILs is that the 

temperature dependence of 𝜀0 is considerably weaker than conventional polar solvents. For 

BMI+PF6
–, Yao and co-workers found that 𝜀0 decreases from 12.3 at 300 K to 11.7 at 

360K,74 while Buchner, Hefter, and co-workers found that 𝜀0 decreases from 16.7 at 288 

K to 13.0 at 338 K75. For other ILs, Weingärtner and co-workers found that 𝜀0  of 

EMI+Tf2N
– decreases from 12.5 at 298K to 11.7 at 318 K, while 𝜀0  of BMI+Tf2N

– 

essentially does not change over that temperature range.76 In a recent MD study by Shim 

and Kim, 88  the weak temperature dependence of 𝜀0  is attributed to antagonistic roles 

played by translational and reorientational dynamics of IL ions, which tend to, respectively, 

raise and lower 𝜀0 as T rises. 

Stokes shift, the energy difference between the absorption and steady-state 

emission of a probe molecule, is another important empirical parameter that gauges the 

polarity of the solvent environment via its strength of electrostatic interactions with the 

probe solute.89,90 A recent theoretical analysis of Biswas and Kashyap indicated that as T 

increases from 278.15 K to 338.15 K, so does the magnitude of Stokes shift for most of the 

ILs they considered.91 Experimentally, Nagasawa and co-workers studied the fluorescence 

behaviors of 9,9’-bianthryl in the charge-transferred state in imidazolium-based ILs.92 
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Above room temperature, the emission peak of 9,9’-bianthryl shifts to shorter wavelengths 

as T increases. This suggests that the Stokes shift would decrease with increasing T. For 

some ILs, however, as T increases in the temperature range T < 280 K, emission peak shifts 

to longer wavelengths, which was ascribed to emission from the unrelaxed solvation 

state.92 

As above examples indicate, the effect of temperature on Stokes shift in ILs is not 

well understood; a clear understanding of even the direction of the shift (upshift or 

downshift) appears to be lacking. Therefore, in this article, we investigate this issue using 

MD to obtain an accurate picture on the temperature dependence of Stokes shift. For 

general insight, two different types of solutes, a model diatomic solute and coumarin 153, 

in three different ionic liquids, EMI+Tf2N
-, EMI+PF6

- and BMI+PF6
- are considered in a 

wide temperature range from 350 K to 500 K. (The melting point temperatures of these ILs 

are 258, 335 and 283 K, respectively.)93 For EMI+Tf2N
- with a relatively low melting point, 

its solvation properties at 300 K are also investigated. For a qualitative understanding of 

the MD results, dielectric continuum perspective on Stokes shift is given. The influence of 

temperature on solvation dynamics is also analyzed. Their short-time inertial and long-time 

dissipative components show rather different behaviors with T. 

 

2.2. Simulation Methods 

The simulation cell is composed of a solute immersed in 128 pairs of IL ions. Two 

different solutes are considered: a rigid diatomic solute and Coumarin 153. As for ILs, 

EMI+Tf2N
-, EMI+PF6

-, and BMI+PF6
- were studied. The molecular structures of coumarin 

153 and the ILs we studied are displayed in Scheme 2.1. For the rigid diatomic solute, the 
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solute atoms are separated by 3.5 Å, and they interact with solvent through both Lennard-

Jones (LJ) and Coulomb potentials. The LJ parameters, 𝜎 = 4 Å and 𝜖 = 0.82890 kJ/mol, 

and mass, 100 amu, are identical for both atoms.57,58,85 Two charge distributions are 

considered: neutral pair (NP) with no dipole moment as the S0 state, and ion pair (IP) with 

a dipole moment of 16.8 D as the S1 state. All other molecules are described with the fully 

flexible all atom description. Specifically, the LJ and bonded parameters of the 

GROMACS OPLS-AA force field 94  and the charge distributions developed by 

Maroncelli69,95 were employed for coumarin 153. The resulting dipole moment of the 

coumarin 153 model is 6.24 D for the S0 state and 13.59 D for the S1 state. For EMI+, BMI+, 

and Tf2N
-, the OPLS-based force fields of refs. 96, 97, and 98 were used. For PF6

-, the LJ 

parameters and charge assignment of ref. 99 and the bonded parameters of ref. 100 were 

used as in ref 85. 

 

Scheme 2.1. Structure of ionic liquids and coumarin 153. 
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Table 2.1. Densities (g cm-3) of EMI+Tf2N
-, EMI+PF6

-, and BMI+PF6
- 

Solute ILs 300 K 350 K 400 K 450 K 500 K 

Diatomic 

Solute 

EMI+Tf2N
- 22.29 22.05 21.82 21.58 21.34 

EMI+PF6
- – 16.14 15.97 15.80 15.63 

BMI+PF6
- – 16.90 16.78 16.54 16.36 

Coumarin 

153 

EMI+Tf2N
- 22.28 22.04 21.80 21.57 21.33 

EMI+PF6
- – 16.13 15.96 15.79 15.61 

BMI+PF6
- – 16.90 16.72 16.54 16.35 

 

All simulations were performed using the GROMACS program. 101  NPT 

simulations were first performed to determine the densities at different temperatures. The 

results are compiled in Table 2.1. Using these densities, NVT simulations were carried out. 

Prior to each production run, the system was annealed from 700 K to the target temperature, 

followed by a 10ns equilibration. Each production run was 20 ns with configurations saved 

every 10 fs. 

Solvation of the diatomic solute and coumarin 153 in the three different ILs was 

simulated at five different temperatures, T = 300, 350, 400, 450 and 500 K, for EMI+Tf2N
- 

and at four different temperatures, T = 350, 400, 450, and 500 K, for EMI+PF6
- and 

BMI+PF6
-. Five trajectories starting from different initial configurations were simulated for 

each system at each temperature. 

Absorption, emission and Stokes shifts (ΔΔ𝐸) were computed by calculating the 

difference in the Franck-Condon (FC) energies, Δ𝐸 = 𝐸𝐸𝑆 − 𝐸𝐺𝑆, between the less dipolar 

ground and more dipolar excited states. For the diatomic solute, NP and IP---which 



13 

 

represent, respectively, the ground and excited state charge distributions---are assumed to 

be degenerate in energy, i.e., 𝐸𝐺𝑆 = 𝐸𝐸𝑆, in vacuum. For coumarin 153, the S0 and S1 states 

have an energy gap of 64 kJ/mol in vacuum. The absorption energy Δ𝐸𝑎𝑏𝑠 was computed 

by averaging ΔE over the IL configurations in equilibrium with the ground state solute 

charge distribution, viz., Δ𝐸𝑎𝑏𝑠 = 〈Δ𝐸〉 with IL equilibrated to the solute S0 state. This was 

calculated by rerunning the ground state equilibrium trajectories with the excited state 

solute charge distribution. The steady-state emission energy Δ𝐸𝑒𝑚𝑠  was determined 

similarly by rerunning the excited state equilibrium trajectory with the ground state solute 

charge distribution; i.e., Δ𝐸𝑒𝑚𝑠 = 〈Δ𝐸〉 with IL in equilibrium with the solute S1 state. The 

difference between Δ𝐸𝑎𝑏𝑠 and Δ𝐸𝑒𝑚𝑠 defines the Stokes shift ΔΔ𝐸 (= Δ𝐸𝑎𝑏𝑠 − Δ𝐸𝑒𝑚𝑠). 

Solvation dynamics were studied via the time correlation function   

  (2.1) 

where 𝛿Δ𝐸(𝑡)(= Δ𝐸(𝑡) − 〈Δ𝐸〉) is the deviation of ΔE(t) from its equilibrium average. 

We note that 𝛿Δ𝐸(𝑡) is a microscopic quantity, widely used to gauge solvent dynamics.102 

1 ns of the time correlation function, calculated for each trajectory, was averaged over 5 

different trajectories. The tail of the time correlation function, where 𝐶(𝑡) < 0.25, is fitted 

to a stretched exponential function, 𝑎 exp[−(𝑡/𝜏)𝛽]  .57, 103 , 104  Solvation time, 𝜏𝑠 , was 

calculated by integrating 𝐶(𝑡)  

  (2.2) 

𝐶(𝑡) =
〈𝛿Δ𝐸(𝑡)𝛿Δ𝐸〉

〈(𝛿Δ𝐸)2〉
 

𝜏𝑠 =  𝐶(𝜏) 𝑑𝜏

𝑡0

0

+  𝑎 exp[−(𝑡/𝜏)𝛽 ]  𝑑𝜏

∞

𝑡0
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where the stretched exponential fitting function is used for 𝐶(𝑡) for  𝑡 > 𝑡0. To gain insight 

into the short-time inertial solvation dynamics, we have also analyzed the solvent 

frequency 𝜔s via57,58 

  (2.3) 

where Δ𝐸̇(𝑡) (= 𝑑Δ𝐸/𝑑𝑡) is the time derivative of ΔE(t).  

2.3. Results and Discussions 

MD results are presented in Tables 2.2–2.5 and Figures 2.1–2.9. We begin with the 

results for Stokes shifts. 

2.3.1. Stokes Shift 

We first consider the diatomic solute case. In all three ILs we studied (Table 2.2), 

the FC energy from the equilibrated NP state to the IP state, i.e., Δ𝐸𝑎𝑏𝑠, is essentially the 

same as its gas-phase value Δ𝐸𝑎𝑏𝑠 = 0 and varies little with T. Since the NP state is non-

dipolar (in fact, all of its electric multipole moments vanish), the solvent environment 

equilibrated to the NP state charge distribution neither stabilizes nor destabilizes the IP 

state, compared to NP. Δ𝐸𝑒𝑚𝑠, the FC energy from the equilibrated IP state to the NP state, 

on the other hand, generally increases with T. As a result, the Stokes shift, 

ΔΔ𝐸(= Δ𝐸𝑎𝑏𝑠 − Δ𝐸𝑒𝑚𝑠), for the diatomic solute tends to decrease as T increases (Figure 

2). The Stokes shift in all three ILs exhibits a nearly linear dependence on T. 

 

  

𝜔𝑠
2 =

〈 Δ𝐸̇ 
2
〉

〈(𝛿Δ𝐸)2〉

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Table 2.2. Δ𝐸𝑎𝑏𝑠, Δ𝐸𝑒𝑚𝑠, and ΔΔ𝐸 for the diatomic solute in EMI+Tf2N
-, EMI+PF6

-, and 

BMI+PF6
- 

 Δ𝐸𝑎𝑏𝑠 Δ𝐸𝑒𝑚𝑠 ΔΔ𝐸 

EMI+Tf2N
- 

300 −1.04 −382.30 381.26 

350 −0.30 −371.11 370.81 

400 −0.64 −361.21 360.57 

450 −0.85 −350.08 349.23 

500 −0.75 −340.14 339.40 

EMI+PF6
- 

350 −0.88 −384.77 383.89 

400 −1.53 −374.17 372.64 

450 −0.64 −363.18 362.54 

500 −1.19 −355.00 353.81 

BMI+PF6
- 

350 −1.74 −372.27 370.53 

400 −0.52 −364.32 363.81 

450 −1.03 −356.24 355.20 

500 −0.65 −350.68 350.04 

 

Since the NP and IP states are degenerate in energy in vacuum and Δ𝐸 = 𝐸𝐼𝑃 −

𝐸𝑁𝑃, the emission energy in ILs is given by a negative number of a large magnitude. All 

values reported are in units of kJ/mol.  
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Figure 2.1. Δ𝐸𝑎𝑏𝑠 (–) and Δ𝐸𝑒𝑚𝑠 (- -) of diatomic solute in (a) EMI+Tf2N
-, (b) EMI+PF6

- 

and (c) BMI+PF6
-, and (d) corresponding Stokes shifts 

  



17 

 

Table 2.3. Δ𝐸𝑎𝑏𝑠, Δ𝐸𝑒𝑚𝑠 , and ΔΔ𝐸  for coumarin 153 in EMI+Tf2N
-, EMI+PF6

-, and 

BMI+PF6
-. All values reported are in units of kJ/mol. 

 Δ𝐸𝑎𝑏𝑠 Δ𝐸𝑒𝑚𝑠 ΔΔ𝐸 

EMI+Tf2N
- 

300 56.45 26.78 29.67 

350 55.07 28.02 27.05 

400 54.86 28.78 26.08 

450 54.55 29.35 25.20 

500 54.64 30.31 24.34 

EMI+PF6
- 

350 55.24 23.11 32.14 

400 54.16 24.58 29.58 

450 54.33 25.09 29.24 

500 53.86 26.30 27.56 

BMI+PF6
- 

350 54.98 26.10 28.88 

400 53.52 26.22 27.30 

450 53.37 26.95 26.43 

500 53.67 27.78 25.90 
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Figure 2.2. Δ𝐸𝑎𝑏𝑠 (–) and Δ𝐸𝑒𝑚𝑠 (- -) of coumarin 153 in (a) EMI+Tf2N
-, (b) EMI+PF6

- 

and (c) BMI+PF6
-, and (d) corresponding Stokes Shifts. 

Turning to coumarin 153, we found that Δ𝐸𝑎𝑏𝑠 and Δ𝐸𝑒𝑚𝑠 decreases and increases, 

respectively, as T grows (Table 2.3 and Figure 2.2). As a result, its Stokes shift tends to 

decrease just like the diatomic solute case. In all three ILs, a large decrease in Stokes shifts 

is observed from 300 K to 350 K (EMI+Tf2N
–) or from 350 K to 400 K (EMI+PF6

– and 

BMI+PF6
–). Above 400 K, the T-dependence of Stokes shift becomes weaker (Figure 3). It 

is worthy of note that the FC energy for BMI+PF6
– varies significantly among the 5 

trajectories we simulated for both the S0 and S1 states at 350 K. Specifically, for the S0 

state, the MD results for the standard deviation of Δ𝐸𝑎𝑏𝑠 is 2.29 kJ/mol at 350 K. The 

corresponding results for the S1 state, i.e., Δ𝐸𝑒𝑚𝑠 , is 1.48 kJ/mol. For comparison, the 

standard deviations of Δ𝐸𝑎𝑏𝑠 in at higher temperatures 400 K, 450 K and 500 K are much 
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smaller, viz., 0.73, 0.41, and 0.22 kJ/mol, respectively. For other ILs, the standard 

deviations for Δ𝐸𝑎𝑏𝑠  at 350 K are 1.50 and 0.28 kJ/mol in EMI+PF6
– and EMI+Tf2N

–, 

respectively. Thus the standard deviation for the BMI+PF6
– is considerably larger at 350K 

than that at other temperatures and for other ionic liquids. This is ascribed to high viscosity 

of BMI+PF6
–, compared to the other two ILs we studied. (The viscosities of BMI+PF6

–, 

EMI+PF6
–, and EMI+Tf2N

– are 28.8 mPa s, 18.6 mPa s, and 8.7 mPa s at 350 K, 

respectively.105,106) Therefore the BMI+PF6
– system at 350 K is more likely to be trapped 

in local minima than at higher temperatures or other IL systems. Nonetheless, in view of 

the agreement with the other two ILs on the T-trend of Stokes shifts, our MD statistics 

employed for BMI+PF6
– appear to be reasonable.  

The Stokes shift of the solute with the more polar S1 and less polar S0 states 

decreases as T increases in all six systems we studied. This indicates that the effective 

polarity of ILs measured as their solvating power decreases with increasing T. The trend 

obtained here, though at variance with the results of ref 91, agrees with the behavior of 

dielectric constants observed in simulations88 and experiments74,75,76 as well as with the 

Stokes shift results for T > 280 K.92 

For additional insight, we consider dipole solvation in a dielectric continuum. If the 

effect of solute polarizability is neglected, the solvent dependence of Stokes shift is given 

by the well-known Lippert-Mataga relation89,90,107 

  (2.4) 

where 𝜇𝐸𝑆 and 𝜇𝐺𝑆 are the solute dipole moments of the excited and ground states, 𝜀0 and 

𝑛 are the static dielectric constant and index of refraction of the solvent, and 𝑎 is the cavity 

size. Although this equation may not apply to ILs in a strict sense due to their ionic nature, 

〈ΔΔ𝐸〉 = 6  
(𝜀0 − 𝑛2)

(2𝑛2 − 1)(2𝜀0 + 1)

1

𝑎3
 (𝜇 𝐸𝑆 − 𝜇 𝐺𝑆)

2 
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it can be used to make qualitative observations. Since nonpolarizable solvent descriptions 

are used in the present study, viz., 𝑛 = 1, Eq. 2.4 becomes 

  (2.5) 

Therefore, for the systems studied in this paper, the Stokes shift 〈ΔΔ𝐸〉𝑠𝑜𝑙𝑣 depends 

only on the static dielectric constant 𝜀0; i.e., it is a monotonically increasing function of 𝜀0. 

According to a recent MD study,88 the static dielectric constant of BMI+PF6
- decreases with 

increasing T. As a result, the continuum model predicts that the Stokes shift would decrease 

with T. For real solvents which are polarizable (i.e., n > 1), one also needs to take into 

account variations of n and a as T grows. The cavity size a generally increases108 but n 

decreases with T. According to a theoretical analysis in ref 109, proper inclusion of n and 

a in the continuum description yields the decreasing solvent reorganization energy with 

increasing T. In the linear response regime, Stokes shift is given by twice the solvent 

reorganization energy.57 Therefore the monotonically decreasing nature of the Stokes shift 

will not be affected by the inclusion of n and a. Though qualitative, this is in agreement 

with simulation results.  

Next we consider the temperature dependence of solvation structure, and how the 

change in Stokes shift is related to solvation structure. 

 

2.3.2. Solvation Structures 

MD results for the radial distribution functions (RDFs) for the cations and anions 

around the solute are shown in Figures 2.3 (for the diatomic solute) and 2.4 (for coumarin 

153). The center of mass of cations, anions, and solutes are employed to represent their 

locations.  

〈ΔΔ𝐸〉 = 6  
(𝜀0 − 1)

(2𝜀0 + 1)

1

𝑎3
 (𝜇 𝐸𝑆 − 𝜇 𝐺𝑆)

2 
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One general feature of RDFs regardless of the solute model or charge distribution 

is that as T increases, both cations and anions become less structured around the solute. 

The increase in thermal fluctuations and thus structural fluctuations reduces the average 

solvation structure of the solute as expected. The position of the first peak or shoulder 

structure around the diatomic solute tends to shift to slightly larger r values (r = solute-to-

solvent distance) with the exception of the cation distribution around NP in BMI+PF6
– in 

Figure 4(e). This could be due to the size of the BMI+ ions and the packing of PF6
– ions 

around the solute. At 350 K, PF6
– ions in the first solvation shell prevent BMI+ ions from 

approaching the solute. At higher temperature, PF6
– ions are less structured and less dense 

around the solute, therefore BMI+ ions can approach the solute. For the other two ILs, this 

is not observed, because EMI+ is smaller than BMI+ (and Tf2N
– is bigger than PF6

–).  

Coumarin 153 exhibits a similar trend, i.e., reduction in the solvation structure and increase 

in the peak position with rising T (Figure 2.4). This suggests that solvation structure 

becomes somewhat looser as T increases. This is in line with the aforementioned cavity 

size increase with T.  

Comparison of the NP and IP results of the diatomic solute in Figure 2.3 shows that 

RDF peak heights for the latter are considerably higher than those for the former. Also the 

r values of the peak positions for IP are smaller than those for NP. This is due to the strong 

Coulomb interactions of IP with the IL ions, which in turn increase the local IL density 

near IP, compared to NP. Such an enhancement in solvent density in the region of a large 

electric field is referred to as electrostriction. Since the electrostriction effect and the 

resulting solvent density around IP decrease with T, solvation stabilization of the IP state 
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with respect to NP also decreases. This is responsible for the increase in Δ𝐸𝑒𝑚𝑠 and thus in 

Stokes shift with increasing T as Δ𝐸𝑎𝑏𝑠 remains essentially unaffected (Figure 2.1). 

Turning to coumarin 153, we notice that its solvation structure is much more 

complicated than the diatomic solute. Coumarin 153 is larger and has a more complex 

shape than diatomic solute. As a result, the solvation structure for coumarin 153 is not as 

orderly as that for diatomic solute. Furthermore, RDFs for its S0 and S1 states show similar 

characteristics, especially in peak positions, in contrast to the diatomic solute case. This is 

because both S0 and S1 states of coumarin 153 are dipolar and their dipole moment 

difference (7.35D) is not as big as the difference for the diatomic solute (16.8D). Another 

difference from the diatomic solute is the relative locations of the IL cations and anions. In 

the case of the diatomic solute, the first peak of the anion center-of-mass is higher, sharper 

and closer to the solute, especially in the IP state, than that of the cation center-of-mass. 

For coumarin 153, on the other hand, the center of mass of the cations are closer to the 

solute except for the S0 state in EMI+Tf2N
–. For EMI+Tf2N

–, the center of mass of the 

closest anions and cations are roughly the same distance away from the solute. 
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Figure 2.3. RDFs of cations (–) and anions (- -) around the diatomic solute: (a) NP in 

EMI+Tf2N
-, (b) IP in EMI+Tf2N

-, (c) NP in EMI+ PF6
-, (d) IP in EMI+PF6

-, (e) NP in 

BMI+PF6
-, and (f) IP in BMI+PF6

-. The center of mass is used to represent solute and ion 

positions. 
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Figure 2.4. RDFs of cations (–) and anions (- -) around coumarin 153: (a) S0 in 

EMI+Tf2N
-, (b) S1 in EMI+Tf2N

-, (c) S0 in EMI+ PF6
-, (d) S1 in EMI+PF6

-, (e) S0 in 

BMI+PF6
-, and (f) S1 in BMI+PF6

-. The center of mass is used to represent solute and ion 

positions. 
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Figure 2.5. RDFs of BMI+ (–) and PF6
– (- -) around coumarin 153 in the S0 state at 350K 

for 5 individual trajectories. The vertical line marks the average location of the first peak 

of PF6
–. 

 

 

Figure 2.6. RDFs of C2 carbon of the imidazolium ring (–) and the terminal carbon of 

the butyl chain (- -) around coumarin153 in the S0 state at 350 K for the five trajectories 

in Figure 2.5. The vertical line marks the average location of the first peak of the PF6
–. 
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In the above discussion, a large standard deviation observed for Δ𝐸𝑎𝑏𝑠 and Δ𝐸𝑒𝑚𝑠 

for coumarin 153 in BMI+PF6
– at 350 K was attributed to potential trapping of the system 

in local energy minima. For additional insight, RDFs around coumarin 153 in the S0 state, 

determined from individual trajectories at 350K, are compared in Figure 2.5. While the 

anion distribution, in particular, main peak position, does not vary significantly, the cation 

RDF shows significant variations. For example, the location of the first cation peak varies 

by 0.10 nm from 0.45 nm to 0.55 nm among five different trajectories we simulated. In 

four of the trajectories, the cations are closer to the solute than the anions; in other trajectory, 

the anions and the cations are at the same distance from the solute. A further analysis 

presented in Figure 2.6 indicates the large variation in cationic structure is caused mainly 

by the location of the imidazolium ring of cations. While the RDF of the terminal carbon 

of the alkyl chain is similar for all five trajectories considered there, a pronounced variation 

is observed for the RDF of the C2 carbon on the imidazolium ring, where C2 is the carbon 

atom directly bonded to two nitrogen atoms of the ring (see Scheme 2.1). In all five 

trajectories considered in Figure 2.6, the terminal carbon of the alkyl chain is closer to the 

solute than the average center-of-mass location of the anions. By contrast, the C2 carbon 

position relative to the anion location varies rather significantly with the trajectories. While 

the variations of Δ𝐸𝑎𝑏𝑠 are not directly related to the variations of the first peak location of 

cations according to our analysis, this example nonetheless shows that proper sampling 

effected via multiple MD trajectories of long duration is needed to accurately capture 

properties of ILs at room temperature, especially those with high viscosity. 
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2.3.3. Solvation Dynamics 

Here we consider solvation dynamics. The results for equilibrium solvation 

dynamics C(t) (Eq. 2.1) are presented in Figures 2.7 and 2.8. Regardless of the solute model 

or T, C(t) shows bi-phasic relaxation, viz., short-time inertial dynamics in the sub-

picosecond time scale, followed by long-time non-exponential decay.57,58,59,69,110–118 The 

solvent frequency 𝜔𝑠  (Eq. 2.3), which characterizes the inertial solvation dynamics 

occurring primarily via hindered ion translations of librational character,57,58 varies little 

with temperature for both the diatomic solute and coumarin 153 (Tables 2.3 and 2.4). In 

ref 88, this behavior was attributed to the potential of mean force (PMF) w(r) (= -kBT ln 

g(r)) that does not vary significantly with T because reduction in solvation structure is 

relatively mild (see sec 3B above). The weak temperature dependence of 𝜔𝑠  was also 

briefly discussed in ref 119. In the case of the diatomic solute, 𝜔𝑠  for the IP state is 

considerably higher than that for NP.  As discussed above, solvent structure around IP is 

more pronounced than that around NP due to electrostriction. This leads to tighter PMF 

associated with the first solvation shell and thus a higher solvent frequency for the IP state 

than for NP.58 Though lesser in degree, coumarin 153 shows the same trend; 𝜔𝑠 for the 

more dipolar S1 state is higher than that for the less dipolar S0. 
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Table 2.4. 𝜔𝑠, 𝜏, 𝛽, and 𝜏𝑠 for diatomic solute in EMI+Tf2N
-, EMI+PF6

-, and BMI+PF6
-. 

 NP IP 

 𝜔𝑠 (1/ps) 𝜏 (ps) 𝛽 𝜏𝑠 (ps) 𝜔𝑠 (1/ps) 𝜏 (ps) 𝛽 𝜏𝑠 (ps) 

EMI+Tf2N
- 

300 23.14 31.32 0.48 32.54 29.61 680.7 0.58 499.2 

350 22.29 1.78 0.42 4.37 29.43 45.23 0.42 74.92 

400 22.96 1.34 0.48 2.28 29.32 14.16 0.43 23.10 

450 22.60 0.60 0.47 1.37 29.16 7.71 0.47 11.31 

500 22.44 0.21 0.43 0.93 28.94 4.75 0.53 4.87 

EMI+PF6
- 

350 22.91 8.41 0.49 7.81 32.14 180.2 0.33 428.8 

400 22.88 3.80 0.59 2.33 31.37 30.76 0.36 53.65 

450 22.56 0.95 0.50 1.22 30.98 11.14 0.45 10.18 

500 22.45 0.81 0.57 0.81 30.64 5.25 0.47 4.59 

BMI+PF6
- 

350 21.13 5.72 0.43 9.36 31.17 534.8 0.67 250.3 

400 21.38 3.91 0.52 3.96 30.87 44.55 0.36 92.30 

450 20.86 0.90 0.48 1.43 30.47 13.87 0.46 13.57 

500 20.70 0.98 0.63 0.88 30.04 5.46 0.45 6.10 
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Figure 2.7. 𝐶(𝑡) for diatomic solute NP (–) and IP (- -) in 

EMI+Tf2N
- in (a) and (b), EMI+PF6

- in (c) and (d), and BMI+PF6
- in (e) and (f). 
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Table 2.5. 𝜔𝑠, 𝜏, 𝛽, and 𝜏𝑠 for coumarin 153 in EMI+Tf2N
-, EMI+PF6

-, and BMI+PF6
- 

 S0 S1 

 𝜔𝑠 (1/ps) 𝜏 (ps) 𝛽 𝜏𝑠 (ps) 𝜔𝑠 (1/ps) 𝜏 (ps) 𝛽 𝜏𝑠 (ps) 

EMI+Tf2N
- 

300 32.46 193.1 0.51 184.1 33.45 391.1 0.49 369.4 

350 32.12 33.39 0.45 51.59 33.57 13.62 0.36 42.23 

400 33.09 6.74 0.43 11.78 33.48 6.65 0.39 14.62 

450 32.93 1.45 0.34 7.61 33.44 3.36 0.42 6.94 

500 33.26 1.92 0.46 3.24 33.50 1.96 0.45 3.46 

EMI+PF6
- 

350 31.53 226.6 0.48 177.4 34.67 144.1 0.40 151.3 

400 31.14 41.72 0.46 41.64 32.79 70.94 0.57 34.13 

450 31.08 11.84 0.50 10.50 33.40 12.77 0.53 9.04 

500 31.66 4.48 0.51 3.98 33.21 9.79 0.65 3.65 

BMI+PF6
- 

350 31.76 389.9 0.65 198.6 33.14 454.3 0.60 251.2 

400 30.56 56.82 0.56 43.70 33.10 40.46 0.54 29.93 

450 30.79 13.18 0.47 15.93 32.72 9.54 0.43 12.79 

500 31.11 8.13 0.62 5.32 32.59 6.61 0.53 5.57 
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Figure 2.8. 𝐶(𝑡) for coumarin 153 S0 (–) and S1 (- -) in 

EMI+Tf2N
- in (a) and (b), EMI+PF6

- in (c) and (d), and BMI+PF6
- in (e) and (f). 

 

In contrast to sub-picosecond inertial dynamics, long-time dissipative dynamics 

show strong temperature dependence. Specifically, long-time solvation dynamics become 

accelerated with T as the time scale 𝜏 of their stretched exponential decay becomes shorter. 

The other parameter 𝛽  that characterizes the degree of heterogeneity in the relaxation 

dynamics mostly falls between 0.4 to 0.6, though it varies from as low as 0.2 to as high as 
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0.9. Based on the current simulation results, however, it would be difficult to conclude 

whether 𝛽 has any temperature dependence. Significantly improved MD statistics through 

more and longer simulations will be needed to draw a definite conclusion on this issue. 

One direct consequence of the T-dependent dissipative dynamics is that the 

solvation time 𝜏𝑠 (Eq 2.2) decreases with increasing T.103,110 In the case of the diatomic 

solute, 𝜏𝑠 for NP is much shorter than that for IP. In ref 58, this was attributed to rugged 

solvation structure of the latter; as noted above, RDF is more structured for IP than NP. 

This yields high barriers for solvent transport on the PMF surface in the presence of IP, 

compared to NP. Interestingly, this trend of 𝜏𝑠 is not shared by coumarin 153. Since the 

RDF peak heights for its S0 and S1 states are comparable, especially in EMI+PF6
– and 

BMI+PF6
– (Figure 5), we would expect that the time scale for barrier crossing dynamics on 

the PMF surface would not differ significantly between the two.  

For further insight into dissipative solvation dynamics, we investigate how the 

viscosity and solvation time are related. The temperature dependence of viscosity 𝜂 of ILs 

can be described by the Vogel-Fulcher-Tamman (VFT) equation105,106 

  (2.6) 

where 𝐴, 𝑘, and 𝑇0 are the fitting parameters. Using the parameters from Refs 105 and 106, 

the viscosity of the three ILs studied are calculated and plotted against the solvation time 

for the two different solutes in the ground and excited states in Figure 10. The results show 

that there is a strong correlation between solvation time and viscosity irrespective of the IL 

species; solvation time increases with the IL viscosity. The coefficients of determination 

(𝑅2) for the linear ln 𝜏s-ln 𝜂 relationship are 0.86, 0.89, 0.92, and 0.93 for NP, IP, S0, and 

S1, respectively. Since the subpicosecond component of solvation dynamics varies little 

𝜂 = 𝐴𝑇0.5 exp  
𝑘

𝑇 − 𝑇0
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with temperature, the T-dependence of 𝜏 s is governed essentially by their long time 

component. The strong correlation between 𝜏s and 𝜂 indicates that viscosity plays a major 

role in slow dissipative solvation dynamics. 

 

 

Figure 2.9. ln 𝜏s (ps) versus ln 𝜂 (mPa s) for all three ILs. 

 

In view of the results in Figure 2.9, we consider the Arrhenius equation for the 

temperature variation of the solvation time  

  (2.7) 

The results for activation energy, 𝐸𝑎, are compiled in Table 2.6. The coefficients of 

determination for the fitting of the Arrhenius equation are above 0.95 for all 12 cases we 

studied, i.e., four solute electronic states in three different ILs. 
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Table 2.6. Activation energy (kJ/mol) for solvation time for the diatomic solute and 

coumarin 153 in EMI+Tf2N
–, EMI+PF6

–, and BMI+PF6
– 

 NP IP S0 S1 

EMI+Tf2N
– 21.4 28.3 25.2 28.5 

EMI+PF6
– 22.0 44.9 37.2 36.5 

BMI+PF6
– 23.6 37.8 34.5 36.3 

Average 22.4 37.0 32.3 33.8 

 

Among the four solute electronic states, IP has the highest activation energy for 

solvation time, while the S0 and S1 states are characterized by similar 𝐸𝑎  values. As 

mentioned earlier, the IP state shows the most pronounced solvation shell structure and 

therefore its relaxation—which governs long-time dissipative dynamics58—has the highest 

𝐸𝑎. The S0 and S1 states on the other hand have similar solvation shell structure and thus 

comparable 𝐸𝑎. 

For a given electronic state, EMI+PF6
– and BMI+PF6

– yield similar activation 

energies for 𝜏s due to their comparable solvation structure. Additionally, their 𝐸𝑎 value is 

larger than that of EMI+Tf2N
–. This is ascribed to a more compact solvation structure in 

EMI+PF6
– and BMI+PF6

– than in EMI+Tf2N
–. 

 

2.4. Conclusion 

In this article, we have studied solvation of a simple diatomic model solute and 

realistic coumarin 153 in ionic liquids, EMI+Tf2N
-, EMI+PF6

-, and BMI+PF6
-, in the 

temperature range 350 K ≤ T ≤ 500 K using MD simulations. For both solutes, the S1 state 
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is more dipolar than the S0 state. It was found that as T increases, the Stokes shift decreases. 

In the case of the diatomic solute, the Stokes shift shows a fairly linear behavior in T in all 

three ionic liquids we studied. The trend in Stokes shift indicates that the effective polarity 

of ionic liquids decreases with increasing T. This finding is in agreement with the MD88 

and experimental74,75,76 results for the static dielectric constant of ILs though care should 

be taken in relating the empirical polarity to static dielectric constant for ILs. 

The influence of temperature on equilibrium solvation dynamics was also studied. 

As T increases, their long-time dissipative relaxation becomes faster, while sub-picosecond 

inertial dynamics remain nearly unchanged. The latter trend was attributed to the weak 

temperature dependence of the solvation structure of the solute and thus its PMF. For the 

diatomic solute, the solvation time, 𝜏𝑠, and its activation energy, 𝐸𝑎, were found to be much 

smaller for the non-dipolar NP state than for the highly dipolar IP state. This is attributed 

to the pronounced difference in solvation structure between NP and IP; RDF peaks are 

considerably higher for IP than for NP. By contrast, the S0 and S1 states of coumarin 153 

are characterized by similar RDF peak heights and thus comparable solvation time and 

activation energy. 
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Chapter 3. Structural and Dynamical Heterogeneities in Ionic Liquids Revealed by 

MD Simulations and Single-Molecule Fluorescence* 

 

3.1. Introduction 

There are many classes of cations for ILs, but most can be described as nonpolar 

alkyl chains attached to different polar charged groups. Compton was first to hypothesized 

that ILs should not be regarded as a homogeneous solvent but as a liquid with polar and 

nonpolar regions. 120  Using molecular dynamics (MD) simulations, Voth and Wang 

demonstrated with a coarse-grained model that, for imidazolium ILs, the non-polar alkyl 

chains aggregate while the charged groups distribute uniformly throughout the liquid.121 

Lopes and Padua repeated the simulations with all-atom force field based on OPLS-AA. 

Their simulations showed that, for imidazolium with alkyl chains longer than or equal to 

butyl, aggregation of the alkyl chains is observed. The charged groups, on the other hand, 

form a network of ionic channels that is permeated by the nonpolar aggregates.122,123 

Margulis, using simulations, showed that the three peaks in the structure factor 𝑆(𝑞) of ILs 

can be assigned to alternating regions of polar/nonpolar groups (around 0.5 Å−1 ), 

positive/negative charges (around 0.8 Å−1), and adjacency correlations of atoms (around 

1.5 Å−1).124 Lastly, Lopes and Padua calculated that the length scale of the polar/nonpolar 

regions ranges from 11 Å for [C2mim][PF6] to 20 Å for [C12mim][PF6].
123 

Experimentally, X-ray and neutron scattering techniques mirrored the results found 

in simulations in that the the first sharp diffraction peak was observed at 𝑞 = 0.2 − 0.5 Å−1 

for ILs.125–130 Likewise, a second technique, FCS, was utilized to study the solvation 

                                                 
* Partially reprinted from J. Phys. Chem. B. Copyright 2017 American Chemical Society. 
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dynamics of a fluorescence probe. FCS is a single-molecule based technique that monitors 

the motions of fluorescence probe across a femtoliter focal volume using a confocal 

microscope.131–138 Shaw and coworkers139 and Patra and Samanta140 both found bimodal 

diffusion behavior for various fluorescence probes in imidazolium and pyrrolidinium based 

ILs. Both attributed the bimodal diffusion behavior as diffusion in polar and nonpolar 

regions. This interpretation would imply that the fluorescence probes do not switch 

between these two regions while passing through the focal volume, a process that takes 

milliseconds. Given the length scale of the polar/nonpolar regions (10 ~ 20 Å) and the size 

of the fluorescence probes (5 ~ 10 Å), this would require that the molecules diffuse through 

a very narrow channel for a significantly long time. In contrast to this bimodal picture of 

local heterogeneity, neutron scattering125,126,141 and simulations142–146 have shown that ILs 

are glassy. In a glassy environment, the diffusion of probes is non-Gaussian, the mean 

square displacement (MSD) is best expressed as a power law,146 and the intermediate 

scattering function exhibits a stretched exponential behavior. 125,126,141,144,145 Another 

indication of slowly-relaxing heterogeneity in IL solvation structures is the reported 

fluorescence red-edge effect in dye emission spectra.142,143 

The goal of this work is to determine whether there is a correlation between the 

diffusion rate of a solvatochromic dye (Nile Red, NR Scheme 1)147–150 and local polarity 

of its environment using MD simulations and spectroscopy. Such a connection would be 

expected if the polar/non-polar regions identified in refs. 121–124 have different local 

densities and if ILs behave as conventional solvents that follow the Stokes-Einstein 

relation. In contrast, if ILs are best described as glassy, there is decoupling of structural 
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relaxation and transport dynamics144 and no simple correlation between polarity and 

diffusion is expected. 

 

3.2. Experimental and Simulation Methods 

3.2.1. Ionic Liquids 

All ILs are purchased from Iolitec, USA. The ILs studied in this chapter were N-

methyl-N-butylpyrrolidinium bis(trifluoromethylsulfonyl)imide [Pyrr14] [Tf2N
–], 1-ethyl-

3-methylimidazolium bis(trifluoromethylsulfonyl)imide [Emim][Tf2N
–], and 1-butyl-3-

methylimidazolium bis(trifluoromethylsulfonyl)imide [Bmim][Tf2N
–], (Scheme 3.1). 

Most experiments were performed with the pyrrolidinium ILs rather than the imidazolium 

ILs, because of their higher purity and the lack of absorption. As purchased, imidazolium 

ILs have absorption from UV to 500 nm which introduces significant background to the 

single-molecule experiments. Pyrrolidinium ionic liquids, on the other hand, have 

absorption from UV to 400 nm. The ILs were stored in a glove box to prevent moisture 

and oxygen from degrading them. 

 

Scheme 3.1. Structures of the ionic liquid ions and the fluorescence probe, Nile Red 
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Nile Red (NR) was used as the fluorescent probe due to its solvatochromic behavior 

(Fig. 3.1). NR absorbs around 500-550 nm, a region where pyrrolidinium ILs do not show 

any absorption. NR is strongly positively solvatochromic.151 In nonpolar solvent, such as 

isopantane, NR absorbs at 514 nm and emits at 574 nm. In polar solvents, such as ethylene 

glycol, NR absorbs at 570 nm and emits at 654 nm. NR in Pyrr14
+Tf2N

- absorbs at 550 nm 

(Fig. 3.1) and emits at 626 nm, intermediary between acetonitrile and n-butanol, 

confirming previous observations that ILs have similar polarity as those solvents.150 

 

 

Figure 3.1. Normalized emission spectra of NR in different solvents (IL = Pyrr14
+Tf2N

–, 

MeCN = acetonitrile) 

 

3.2.2. Instrumentations 

For the confocal microscope, a 532 nm diode laser (Thorlab) was the excitation 

source. A 1.4 NA 100x oil objective (Olympus UPlanSAPO 100x 1.4 oil) was mounted on 

an inverted microscope (Olympus IX-71). The pinhole placed after the microscope was 

100-μm. A 50-50 beam splitter (Semrock) was placed after the pinhole to split the emission 

onto two single photon avalanche diodes (Micro Photon Devices PDM50). Time-tagging 
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of the photons was done with a stand-alone time correlated single photon counting (TCSPC) 

module (Picoquant PicoHarp 300) and a detector router (Picoquant PHR 800). All the data 

were collected and analyzed using the SymPhoTime software package (Picoquant).  

 

3.2.3. Fluorescence Correlation Spectroscopy (FCS) 

FCS monitors the Brownian motions of the fluorescent probes in the femtoliter 

focal volume of a confocal microscope, and records the photon intensity over time, 𝐼(𝑡). 

The random fluctuations of the photon intensity caused by molecules diffusing in and out 

of the focal volume are used to calculate the diffusion constants of the molecules across 

the focal volume. The FCS curve, 𝐺(𝜏), is calculated by cross-correlating the photon 

intensity of the two detectors.131–138 

  (3.1) 

where 〈   〉 denotes average over the entire trajectory, and 𝛿𝐼(𝑡) is the deviation from the 

mean photon intensity at time t. 

 𝛿𝐼(𝑡) = 𝐼(𝑡) − 〈𝐼(𝑡)〉 (3.2) 

If the focal volume is assumed to be described by a three-dimensional Gaussian 

function,𝐺(𝜏)  can be fitted to calculate the diffusion constant. If there are multiple 

difference local environments with different diffusion constants, 𝐺(𝜏) is described by139  

  (3.3) 

where 𝑁 is the average number of molecules in the focal volume, 𝑎𝑖 is the contribution of 

the ith local environment, 𝜏𝐷𝑖
 is the characteristic diffusion time for the ith local 

environment, and 𝜔 (= 𝑧0/𝑟0) is the dimension of the focal volume, where 𝑧0 and 𝑟0 are 

𝐺(𝜏) =
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the axial and radial dimensions of the focal volume. The diffusion coefficient, 𝐷, can be 

calculated from 𝜏𝐷 by139  

 𝜏𝐷 = 𝑟0/4𝐷 (3.4) 

On the other hand, if the molecule is experiencing anomalous diffusion, where the 

mean square displacement of the molecule follows a power law, 〈𝑟(𝑡)2〉 ∝ 𝑡𝛼 . 𝐺(𝜏) is 

described by139  

  (3.5) 

 

3.2.4. Burst Analysis 

For burst analysis, the intensity time trace, 𝐼(𝑡), is analyzed using the photon-by-

photon determination of emission burst scheme developed by Yang.152 Instead of binning 

and setting a threshold, the waiting time between consecutive photon detection events are 

analyzed using the sequential probability ratio test (SPRT) by Wald153 and the cumulative 

sum (CUSUM) scheme by Page.154 The waiting time between consecutive photons are 

tested using statistical hypothesis testing to determine whether the photon is more likely 

part of a burst signal or background signal. 

For the burst measurements performed in this study, the emission from the sample 

is split onto two detectors using a 50/50 beam splitter. Two different filters are placed in 

front of each detector to monitor the emission at the red edge versus emission at the blue 

edge simultaneously. The combined inter-photon duration sequence from both channels 

are analyzed using the scheme described above to determine the start and the end of a burst. 
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3.2.5. Simulation Models 

All simulations were done using GROMACS.155 ,156 ,157 ,158 ,159  To speed up the 

simulations, coarse-grained forcefield parameters for ILs were built based on OPLS-AA160 

and IL force field parameters developed by Lopes and Padua.161,162 In the coarse-grained 

model, hydrogen atoms and fluorine atoms are combined with the nearest atom such that 

PF6, –CF3, –CH3, –CH2–, and –CH– are modeled as spheres. The charges of the spheres 

are the sum of the partial charges of the individual atoms. (For detail of the coarse-grained 

model, refer to Chapter 6). The Lennard-Jones parameters of the central atom are used as 

the first guess for the Lennard-Jones parameters of the spheres, then 𝜎 and 𝜖 are adjusted 

until the structure of the coarse-grained model closely matches the structure produced by 

all-atom model. For OPLS, dihedral potentials are modeled as Ryckaert-Bellemans 

functions: 

  (3.6) 

The dihedral parameters are adjusted so that the distribution of dihedrals angels for 

coarse-grained model matches that of the all-atom model. The charges, non-bonding 

parameters, and the dihedral angle parameters are summarized in Table 3.1. 

 

 

Figure 3.2. Atom names for the coarse-grain model 
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Table 3.1. Forcefield parameters for the coarse-grained imidazolium cation. 

Lennard-Jones Potential and Charges 

Atom Charge (𝑒) 𝜎 (nm) 𝜖 (kJ mol–1) 

CR 0.08 0.355 0.292880 

N 0.15 0.325 0.711280 

CA 0.10 0.350 0.292880 

CM 0.2 0.380 0.276114 

C1 0.09 0.365 0.276114 

C2 0.13 0.365 0.276114 

CS 0.00 0.365 0.276114 

CT 0.00 0.380 0.276114 

 

Dihedral Potential 

Dihedral C0 C1 C2 C3 C4 C5 

C-C-C-C -30 0 60 -60 0 0 

N-C-C-C -80 0 15 -15 0 0 

 

The anion, PF6, is modeled as a single sphere with 𝜎 = 0.560  nm and 𝜖 =

0.255200 kJ mol–1, and a charge of –1 𝑒.144 The dynamics for the coarse-grained model 

were faster than that for the all-atom model at the same temperature. Therefore, the 

temperature for the coarse-grained atom were scaled by a factor of 0.71 to make the 

dynamics the same. 
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𝑇coarse-grain = 0.71 × 𝑇all-atom 

Coumarin 153, Hmim-like, benzene-like, and rhodamine 6G are the fluorescent 

probe used in the simulations. Coumarin 153 is described using the LJ and bonded 

parameters in the GROMACS OPLS-AA forcefield160 and the charge distributions 

developed by Maroncelli. 163,164 The dipole moment of the coumarin 153 model is 6.24 D 

in the S0 state and 13.59 D in the S1 state. In addition to the charge distributions developed 

by Maroncelli, three other different charge distributions are studied: cationic coumarin 153, 

neutral coumarin 153, and quadrupolar coumarin 153. For the cationic coumarin 153, 

+1/36  𝑒 charge is added to each atom to give coumarin 153 an overall charge of +1 𝑒 

with the same dipole moment. For the neutral coumarin 153, all the atoms have partial 

charges of 0. For the quadrupolar coumarin 153, the partial charges on 4 atoms (Figure 3.3) 

are changed so the dipole moment is 0, and the quadrupole moment tensor, Q, is 

𝑄 = [
2.1583 7.0201 −0.2750
7.0201 −5.2709 −0.3181
−0.2750 −0.3181 3.1126

] 

 

Figure 3.3. Structure of coumarin 153. The circled atoms are the atoms whose charges 

are altered in the quadrupolar coumarin 153. 

 

Two different charge distributions of Hmim-like probe are employed. For the 

neutral Hmim-like probe, all the partial charges for atoms are set to zero. For the dipolar 

Hmim-like probe, first, the partial charges of all atoms are subtracted by a constant such 
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that the overall charge is zero. Then the partial charges of all atoms are scaled by a different 

constant such that the dipole moment with respect to the center of mass is similar to that 

for dipolar coumarin 153. 

For the dipolar-benzene like solute, the LJ parameters for carbon are 𝜎 = 3.5 Å and 

𝜖/𝑘𝐵 = 40.3  K and for hydrogen are 𝜎 = 2.5  Å and 𝜖/𝑘𝐵 = 25.2  K. 165  The partial 

charges are +0.1350 e and −0.1350 𝑒 for hydrogen and carbon, respectively. To make 

the benzene-like solute dipolar, ±𝑒 partial charges are added to the 2 carbon atoms in the 

para positions, while the remaining four carbon and six hydrogen atoms have the same 

partial charges. This results in a benzene-like solute with a dipole moment of 13.5 D. 

The force field parameters for rhodamine 6G were developed by Popov, 

Steinkerchner, and Mann,166 following the methods described in Smith et al.167 and Vaiana 

et al.168 The rhodamine 6G has an overall charge of +1 e and a dipole moment of 1.80 D.  

Two different types of simulation were performed: isoconfigurational and non-

isoconfigurational. For the isoconfigurational simulations, 2 Coumarin 153 molecules were 

placed in 128 HMI+PF6
– ion pairs. Ten initial configurations were generated for S1 state. 

For each initial configurations, 20 20ns-trajectories were calculated at 350K. For the non-

isoconfigurational simulations, eight different systems were studied: 

1. 2 dipolar coumarin 153 in 128 HMI+PF6– ion pairs 

2. 2 cationic coumarin 153 in 128 HMI+PF6– ion pairs 

3. 2 quadrupolar coumarin 153 in 128 HMI+PF6
– ion pairs 

4. 2 neutral coumarin 153 in 128 HMI+PF6
– ion pairs 

5. 2 dipolar benzene in 128 HMI+PF6
– ion pairs 

6. 2 cationic rhodamine 6G in 128 HMI+PF6
– ion pairs 
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7. 6 dipolar Hmim-like solute in 122 HMI+PF6
– ion pairs 

8. 6 neutral Hmim-like solute in 122 HMI+PF6
– ion pairs 

For each system, 100 50ns-trajectories were simulated from 100 different initial 

configurations. 

 

3.3. Results and Discussions 

3.3.1. Wavelength-Dependent FCS of Nile Red in ILs 

To study the connection between local polarity and diffusion, FCS was performed 

with NR as the probe. As NR has a strong positive solvatochromism, its translational 

motion through environments of differing polarities can be followed by measuring FCS 

curves at the red edge and the blue edge of its emission spectrum. Three different 

combinations of long pass (LP), short pass (SP) and band pass (BP) filters were used to 

obtain wavelength-selected FCS curves at the blue and red edges of the NR emission 

spectrum. The three pairs differ from one another by the bandwidth of the spectrum 

collected: (1) 605±28-nm BP (blue) and 650±20-nm BP (red), (2) 570-nm LP combined 

with 600-nm SP (blue) and 645-nm LP (red) (3) 580±5-nm BP (blue) and 650±5-nm BP 

(red). As a control, the entire emission spectrum was collected using a 570-nm LP filter. 

The normalized FCS curves fit to two diffusion components 𝛼1  and 𝛼2  with different 

characteristic residence times, 𝜏1 and 𝜏2
139 

  (3.7) 

are shown in Figure 3.4. 
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Figure 3.4. Normalized and fitted FCS curves of NR in Pyrr14
+Tf2N

– with various filter 

sets. Residual plots for the fitting can be found in Appendix Figure A3.2–A3.8. 

 

Table 3.2. Fitted FCS parameter for the various filter sets used. 

 Filter 𝛼1 𝜏1 (ms) 𝛼2 𝜏2 (ms) 𝛼1
′* 𝛼2

′ * 

Control LP570 0.46 12.8 0.54 47.9 0.46 0.54 

1 

BP605±55 0.51 9.1 0.49 83.2 0.39 0.59 

BP650±40 0.43 9.0 0.57 74.5 0.31 0.67 

2 

LP570+SP600 0.69 10.4 0.31 46.3 0.78 0.21 

LP645 0.80 9.2 0.20 41.9 0.97 0.02 

3 

BP580±10 0.70 9.0 0.30 63.1 0.77 0.22 

BP650±10 0.71 9.3 0.29 65.7 0.76 0.22 

*𝛼1
′  and 𝛼2

′  are the fitted FCS parameters for different filters where 𝜏1 and 𝜏2 values are 

fixed at 12.8 ms and 47.9 ms, the 𝜏 values for LP570. 

 

While the parameters obtained vary with the filter set chosen (cf. sets 1 and 2, Table 

3.2), similar results are obtained using the red and blue edge filters within any given set. 
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This means that the FCS curves, fitting parameters, and therefore the diffusion constants 

are insensitive to whether the probe is emitting predominantly from a polar (red) or a non-

polar (blue) environment. The differences seen between different filter sets (1-3) are likely 

due to the bandwidth of filters and the specific wavelengths collected. Similar variations 

are observed for NR in methanol and acetonitrile which are fast-relaxing solvents that 

should not exhibit local heterogeneous domains on the timescale of FCS measurements. 

Alternatively, the FCS curves can be fitted by using the 𝜏 values of the control 

(570nm LP collection, see above), 𝜏1 = 12.8 ms and 𝜏2 = 47.9 ms, 

  (3.8) 

If there are only two subpopulations that correspond to probes in the nonpolar and 

polar regions and the two 𝜏 values represent their respective characteristic residence times, 

changing the wavelengths should only affect their relative contributions, 𝛼1
′  and 𝛼2

′ , and 

not their residence times, 𝜏1  and 𝜏2 . Though not perfect, the residual plots (Appendix 

Figures A3.3–A3.8) show that all FCS curves are reasonably fitted with the 𝜏 values from 

LP570. With the exception of filter pair (2), the amplitudes remain largely unchanged when 

a blue filter is replaced with a red filter. This points to the same conclusion as above, i.e., 

the solute diffusion rate does not vary with local polarity. Thus the origin of bimodal 

diffusion observed in ILs cannot be ascribed to transport of probes exclusively in polar or 

nonpolar regions. 
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3.3.2. Burst analysis with Confocal Microscopy 

To determine whether fluorescent probes partition into two different regions in ILs, 

burst analysis with two different bandpasses, red edge vs. blue edge, were placed in front 

of the detectors to monitor the emission from each burst simultaneously. Experiments have 

shown that the polarity of ILs are similar to that of acetonitrile or a short-chained alcohol.150 

The emission spectra of NR indicate that the polarity of Pyrr14
+Tf2N

– is similar to that of 

acetonitrile or acetone. (Fig. 3.5) 

 

 

Figure 3.5. Emission spectra of Nile Red in Pyrr14
+Tf2N

–, acetone, and acetonitrile. 

 

To examine the solvation environments, burst analysis was performed with a set of 

filters that only collects the edges of the emission spectra. A 645 nm longpass was used for 

the polar channel, and a combination of a 570nm longpass and a 600 nm shortpass was 

used for the nonpolar channel. The number of photons collected from each detector was 

normalized by the bandwidth of the filters and the percentage of photons from the polar 

(red) channel was calculated for each burst. The distribution of the percentages was 

analyzed and plotted in Figure 3.7. For example, over a 5-minute trajectory, hundreds of 
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bursts are collected. For each burst, the number of photon detected in the polar/nonpolar 

channels are totaled and normalized by dividing each total by the area of the filtered 

emission spectra. Then, the percentage of polar photons is calculated by dividing the 

number of polar photons by the total number of photons during the burst. As a result, each 

burst is characterized by a single percentage. Finally, the distribution of this percentage is 

plotted. 

 

Figure 3.6. Emission spectra of Nile Red in Pyrr14
+Tf2N

– with different filters. 

 

 

Figure 3.7. Normalized percentage of photons from the polar channel for NR in IL and 

acetonitrile. Polar channel: LP645; nonpolar channel: LP570 and SP600. 
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If the solvent environment surrounding the solute relaxes quickly and the solute 

samples differing solvent configurations sufficiently, the emission spectrum of each burst 

should be similar to that of the bulk. The resulting photon distribution from the polar 

channel should be a Gaussian, as in the case with acetonitrile. Remarkably, the distribution 

for the IL is bimodal, indicating that the probe is unable to sample solvent configurations 

sufficiently while passing through the focal volume. While majority of the bursts have 

similar emission spectra, roughly 15% of the bursts emit bluer wavelengths. The 

distributions of the burst durations are similar between the two peaks (Appendix Figure 

A3.1), which rules out the possibility that the bluer emission is a result of insufficient 

sampling due to shorter bursts. These results indicate that a rather long-lived structural 

heterogeneity does exist in ILs though the heterogeneity is not characterized by differing 

solute diffusion rates. 

 

3.3.3. Comparison between Simulation and Experiments 

To look at the local polarity around the probes in more detail, molecular dynamics 

simulations were performed. 
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Table 3.3. Comparison between confocal microscopy and molecular dynamics 

 Confocal Microscopy Molecular Dynamics 

Length of Bursts 1μs ~ 1ms 50 ns 

Length Scale ~1 μm ~4 nm 

Sampling frequency ~4 ns 1 ps 

Fluorescent probe Nile red Coumarin 153 

Electronic state  S1 

Ionic Liquids Pyrr14
+Tf2N

– Hmim+Tf2N
– 

 

The length of trajectories for confocal microscopy is the length of time that a probe 

is in the focal volume. The length scale for confocal microscopy is the size of the axis of 

the focal volume, and the length scale for the molecule dynamics is the periodic box size 

used in simulations. For confocal microscopy, the sampling frequency is the fluorescent 

lifetime of the probe; for molecule dynamics, the sampling frequency is how often the 

coordinates are saved during the simulation. For molecule dynamics, equilibrium 

simulation with the S1 charge distribution was performed. 

The comparison between experiment and simulation necessitated several 

adjustments. First, simulations were performed on C153 because its force field parameters 

are readily available.163,164,169 However, C153 proved unsuitable for FCS measurements 

and yielded high background fluorescence so Nile Red was used instead. As simulations 

correctly reproduced the width of the emission spectra of NR (Figure 3.8), C153 and NR 

experience similar solvation environments.  This validates the comparison of simulation 

and experiment. Second, a pyrrolidinium IL was used in experiments because, unlike 
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imidazolium ILs, it is not fluorescent in the visible range. Finally, to ensure that the 

formation of non-polar regions is captured in simulation, a long-chain IL was used for 

modeling.170,171 However, shorter-chain ILs were used in experiment as these have been 

shown experimentally to also form non-polar regions.172–178 Finally, to reduce the number 

of atoms in simulation, a smaller anion was used. 

To gain insight into the experimental results, MD simulations of C153 were 

performed. We simulated 200 different trajectories, each for 50 ns, and analyzed the change 

in the Franck-Condon (FC) energy of the probe that is induced by solvation142,143,179,180,181 

 𝑍 = [𝑉𝑒
𝑠(𝑟, 𝑅) − 𝑉𝑔

𝑠(𝑟, 𝑅)] − [𝑉𝑒
0(𝑟) − 𝑉𝑔

𝑜(𝑟)] (3.9) 

here 𝑉𝑔
0(𝑟) and 𝑉𝑒

0(𝑟) are the ground- and excited-state electronic energies of the isolated 

probe, 𝑉𝑔
𝑠(𝑟, 𝑅) and 𝑉𝑒

𝑠(𝑟, 𝑅) are the corresponding energies in solution, and 𝑟 and 𝑅 are 

the solute and solvent coordinates, respectively. Z is a collective (solvent) coordinate, 

widely employed to describe solvation effects.182 With the solvent in equilibrium with the 

excited-state solute charge distribution, the emission spectrum can be calculated from the 

distribution of Z via 

 Δ𝐸𝑒𝑚𝑠 = [𝑉𝑒
0(𝑟) − 𝑉𝑔

0(𝑟)] + 𝑍 (3.10) 

To compare with the NR spectra, [𝑉𝑒
0(𝑟) − 𝑉𝑔

0(𝑟)] of the probe was adjusted such 

that MD yields the correct NR emission maxima. Simulation reproduces the width of the 

experimental NR emission spectra [𝑉𝑒
0(𝑟) − 𝑉𝑔

0(𝑟)] for Nile red is 221 kJ/mol. 
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Figure 3.8. Simulated and experimental emission spectra of Nile Red in ionic liquid 

 

3.3.4. Local Polarity and Structure Simulated by MD 

To look at the distribution of local polarity, the emission spectra for each individual 

trajectory and the distribution of the spectra are plotted in Figure 3.9. The distribution is 

plotted in log-scale to show the features of the distribution more clearly. 

 

 

Figure 3.9. Distribution of emission spectra from 200 trajectories. The distribution is 

plotted in log scale, and the black line is the averaged emission spectra of 200 

trajectories. 
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Emission spectra calculated from individual trajectories show a large variation in 

both width and peak position. This indicates that there are more than simply two (viz., polar 

and nonpolar) local environments, and the solute is not able to sample different 

environments sufficiently within each trajectory of 50ns. Out of the 200 trajectories, one 

trajectory showed a bimodal emission spectra (Figure 3.10). The bimodal emission 

spectrum suggests that the probes do switch between environments with different polarities. 

Since only one trajectory has a bimodal spectrum, this suggests that either the swtiching 

between environments is rapid with a timescale shorter than the length of the trajectories, 

50 ns or the switching is an extremely rare event. 

 

 

Figure 3.10. (left) The only bimodel emission spectra out of 200 trajectories (right) Z and 

r vs. time for the trajectory with bimodal trajectories. Z and r are averaged over 100 ps to 

eliminate fast component of the motion. 

 

To examine the local environment around the probe as a function of time, Z as a 

function of time is plotted for the trajectory exhibiting bimodal emission spectra. (Figure 

3.10). Z is averaged over 100 ps to eliminate fast component of the motion. The plot 
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showed that there is a large jump in Z as Z increased over 20 kJ/mol within a span of 2 ns 

at 𝑡 = 20 ns. Analysis of other trajectories also showed large jumps in Z over a span of a 

couple ns. (Figure 3.11).These large amplitude changes in Z suggest the existence of 

multiple local environments with different polarities, and their switching between these 

environments is not gradual. 

Past simluations have shown there to be large amplitude changes in position for ILs 

and solute in ILs.144 To see whether the large jumps in position are related to the large 

changes in local polarity, a plot of the  the center of mass position vs. time is superimposed 

on the Z vs. time graphs. The overlayed graphs show that the large jumps in center of mass 

of the probe do not correlate with large changes in local polarities. Specifically, large 

changes in 𝑟 could occur without large changes in 𝑍, and vice versa. The overlaid graphs 

suggest that the large changes in polarity are not due to probes jumping from one 

environment to another environment, but rather that they are likely due to motions of the 

solvent ions. 
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Figure 3.11. Z vs. time for other trajectories that exhibits a large jump in Z but do not 

exhibit bimodal emission spectra. Z is averaged over 100 ps to eliminate the fast 

component of the motion. 

 

The presence of multiple local polarities in simulation does not contradict the 

earlier experimental observations. These large amplitude changes occur frequently in 

simulation which means in experiments, where the timescale is orders of magnitude larger, 

these large jumps would be averaged out and the probe would appear to only exist in two 

distinct local environments. 

Next, we will examine the local solvent structure around the probe using 

equilibrium MD simulations. Nonpolar and polar atoms were defined using the definitions 
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from ref 123, which assigned the atoms using the partial charges on the atoms. The cation 

atoms in the imidazolium ring or attached to the ring are considered polar. All anion atoms 

are also assigned as polar. The atoms in the hexyl group of the cation, excepting that 

attached to the ring, are considered to be nonpolar. To examine the effects of solute charge 

distribution on local structure, the local structure of cationic C153 and quadrupolar C153 

(two model solute) were also examined along with the local structure of dipolar C153. 

The radial distribution functions (RDFs) of nonpolar and polar atoms around the 

center of mass of coumarin follows the range of coulombic interaction. Their interactions 

decrease from cationic to dipolar to quadrupolar. As the range of coulombic interaction 

decreases, the polar atoms move father away from the solute and becomes less structured. 

On the other hand, the nonpolar atoms move closer to the solute as the range of coulombic 

interaction decreases. Interestingly, the nonpolar atoms are closer to the solute than the 

polar atoms for all three charge distributions. This is because the nonpolar atoms can get 

closer to the solute than the polar atoms. Due to their structure and shape, the nonpolar 

alkyl chain can get closer to the solute than can the polar imidazolium ring or PF6
–. 
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Figure 3.12. RDFs of nonpolar (NP) or polar (P) atoms around the center of mass of 

coumarin 153 with different charge distributions (cationic, dipolar, and quadrupolar) The 

RDFs are normalized with respect to overall density, i.e. at 𝑟 → ∞, 𝑔nonpolar(𝑟)/𝑔polar(𝑟) 

equals to the ratio of nonpolar atoms to polar atoms 

 

RDFs, while informative, can only give information on the averaged equilibrium 

structure. To study the distribution of structures, a 2-D distribution of coordination number 

is plotted. For each trajectory, the RDFs for each nanosecond is calculated. For example, 

for a 50-ns trajectory, 50 RDFs of nonpolar and polar atoms around the solute are calculated 

for 0 ns to 1ns, 1 ns to 2ns, …, etc. Then, from the RDFs, the coordination number up to 

5Å, 6Å, and 7Å is calculated using 

  (3.11) 

where 𝑟′ is 5Å, 6Å, or 7Å, 𝑔(𝑟) is the RDF, and 𝜌 is the number density. To visualize the 

distribution, the coordination numbers of each the polar and nonpolar atoms are converted 

to a coordinate system (𝑥, 𝑦), where 𝑥 is the coordination number of the polar atoms and 

𝑦 is the coordinate of the nonpolar atoms. Therefore, for a 50-ns trajectory, 50 (𝑥, 𝑦)-

𝑛 = 4𝜋  𝑟2𝑔(𝑟)𝜌𝑑𝑟

𝑟 ′

0
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coordinates are generated. The distribution of the coordinates for 100 trajectories are 

plotted below in Figure 3.13. 

 

 

 

Figure 3.13. 2D density plot of coordination number of polar vs. nonpolar atoms for 

three different charge distribution: (top left) cationic, (top right) dipolar, and (bottom) 

quadrupolar. The black dash line is where number of polar atoms equal to the number of 

nonpolar atoms. Three different distances are used for the calculation of coordination 

number: 5Å, 6Å and 7Å. 
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Similar to the RDFs, the density plots show that C153 is surrounded by mostly 

nonpolar atoms for all three charge distributions. Even though the probes sometimes are 

surrounded by mostly polar atoms, all three density plots have only a single peak and the 

distributions are either 2-D Gaussian or skewed 2-D Gaussian. If there are only two 

environments (polar and nonpolar) and there is a significant barrier for crossing from 

nonpolar to polar, the distribution should be bimodal. The lack of a bimodal distribution is 

another evidence that, even though IL partition into nonpolar and polar regions, the local 

environments around the solute cannot be simply categorized as polar or nonpolar. 

Even though there is only one peak, the density plots are not symmetric, especially 

for 𝑟 = 5 Å and 6 Å. If there is only one stable local environment, the density distribution 

should be symmetric. The skewed distribution suggests there is more than one stable local 

environment. Specifically, there must be some stable local environments in which the 

solute is surrounded by mostly polar atoms which makes the distribution skew toward the 

top left corner. In the next section, the time evolution of the local structure is examined 

more closely using isoconfigurational simulation. 
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Figure 3.14. 2D density plots of coordination number of polar vs. nonpolar atoms around 

dipolar coumarin 153 for the trajectories with most red-shifted spectra (left) and the 

trajectories with most blue-shifted emission spectra (right). The black outline are the 

outline for the density plot for all trajectories. Three different distance is used for the 

calculation of coordination number: 5Å, 6Å and 7Å. 

 

Before examining the time evolution of the local environments and local polarities, 

the relationship between structure and vertical energies is examined. To validate the 

assignment of polar versus nonpolar atoms, the density plots of extreme vertical energies 

are examined. If a probe is surrounded by mostly nonpolar or polar atoms, it should have 

the most blue-shifted or red-shifted emission spectrum, respectively. The averaged Z for 

each trajectory is calculated and the results obtained that are in the top and bottom 5 

percentiles of the average Z value are compared with the equilibrium results in Figure 3.14. 

For trajectories with the bluest emission (top 5%), the solute is surrounded by more 

nonpolar than polar atoms, as expected. The opposite is true for trajectories with the reddest 
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emission (bottom 5%). The density plots showed that the assignment of nonpolar and polar 

atoms by partial charges is appropriate. 

Figure 3.14 can also be used to examine the importance of distance in determining 

the local polarity. As the distance analyzed increases from 5 to 7 Å, the 2D structural 

distributions of the top and bottom 5 percentiles overlap more extensively and move away 

from the edges of the equilibrium distribution. This indicates that the atoms close to the 

solute play the most important role in determining the local polarity.  

 

3.3.5. Time Evolution of the Local Structure 

To study the dynamics of the local environments, isoconfigurational simulations 

were performed. Two sets of ten initial configurations were generated from equilibrium 

trajectories. The solute is surrounded mainly by nonpolar atoms in one set and by polar 

atoms in the other. For each initial configuration, 20 trajectories with different initial 

velocities were simulated. Figure 3.15 show the evolution of the solvation structure over 

20 ns. 
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Figure 3.15. Time evolution of the density plot with an initially polar (top left) or 

nonpolar environment (top right). The equilibrium density plot for dipolar coumarin 153 

sampled from 100 trajectories with random initial configurations. 

 

Initially, the environment around the probe is composed entirely of nonpolar or 

polar atoms depending on the initial structure.  For both sets of initial configurations, some 

trajectories cross over to regions of opposite polarity after 10 ns. For nonpolar initial 

configurations, the density map becomes similar to the equilibrium density after 10 ns. By 

contrast, the density map evolving from polar initial configurations, though significantly 

relaxed, shows deviations from the equilibrium distribution. Since C153 is surrounded 
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11 ns 15 ns

16 ns 20 ns
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mainly by nonpolar atoms at equilibrium, the nonpolar initial configurations will reach the 

equilibrium distribution faster than will the polar initial configurations. 

It is noteworthy that some polar configurations show very slow relaxation despite 

their large deviations from the equilibrium structure. For example, the peaks at (0,12) and 

(5,12) at t = 1 and 2ns are still present after 20ns (Figure 16). Even though the solute is 

surrounded by nonpolar atoms most of the time, due to fluctuations in the solvent structure 

and diffusion of the solute, the solute could go to an environment that contain mostly polar 

atoms. Once there, it might switch back to nonpolar environment or it might be trapped in 

the polar environment for more than 20 ns. The slow structural relaxation of the IL, 

attributed to its high viscosity, explains the large variation observed in the simulated 

emission spectra, the bimodal distribution in the burst analysis, and the skewed 

distributions in the density plots. 

 

3.3.6. Heterogeneous Translational Dynamics in ILs 

Both experiments and simulations show that the IL structure around the solute is 

heterogeneous and that the structural heterogeneity can be long-lived. The solute transport 

dynamics at a given polarity are also heterogeneous as evidenced by the fact that the FCS 

curves cannot be fit with the simple diffusion model. Instead, the FCS curves are better 

fitted with the two-diffusion constant model or the anomalous diffusion model. Since 

structural heterogeneity cannot explain the two-diffusion constant model, the anomalous 

diffusion model provides an alternative interpretation to the complex diffusion observed in 

ILs. With the anomalous diffusion model, the MSD follows a power law 

 〈𝑟(𝑡)2〉 ∝ 𝑡𝛽 (3.12) 
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If 𝛽 > 1, dynamics is considered to be super-diffusive, and if 𝛽 < 1, dynamics is 

considered to be sub-diffusive. For anomalous diffusion, the FCS curve becomes139 

  (3.13) 

 

Table 3.4. Fitted FCS parameters with bimodal diffusion or anomalous diffusion 

Probe IL 

Anomalous Bimodal 

𝛽 𝜏 𝛼1 𝜏1 𝜏2 

Nile red 

Emim+Tf2N
– 0.83 16.3 0.70 9.24 60.4 

Bmim+Tf2N
– 0.83 21.9 0.68 11.8 77.2 

Pyrr14
+Tf2N

– 0.76 30.8 0.54 10.5 98.2 

Rhodamine 6G 

Emim+Tf2N
– 0.81 23.6 0.62 11.2 77.8 

Bmim+Tf2N
– 0.73 40.1 0.53 11.9 134 

Pyrr14
+Tf2N

– 0.70 44.3 0.47 9.64 139 

 

FCS of NR, a dipolar probe, and rhodamine 6G, a cationic probe, in three different 

ionic liquids are fitted with bimodal diffusion and anomalous diffusion. Both anomalous 

diffusion and bimodal diffusion fit the FCS curve well. The results from the fitting is 

tabulated in Table 3.4, and the residual plots can be found in the Appendix. 

Numerous experimental and simulation studies have shown that dynamics in ionic 

liquid can be considered glassy, meaning that the dynamics are sub-diffusive. 183 – 187 

Yamamuro studied C8mim+ with various anions using neutron diffraction and neutron spin 

echo techniques.125,126,141 The intermediate scattering functions are best-fitted with a 
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stretched exponential (Kohlrausch-Williams-Watts) function with 𝛽 = 0.5 .125,126,141 In 

simulations, self-inetermediate scattering function of Emim+PF6
– is best-fitted with 𝛽 =

0.64 and 0.59 for cations and anions, respectively.144 A deviation of 𝛽 from unity is a good 

indicator of glassy dynamics in ILs. 

For a non-reactive system, the FCS curve 𝐶(𝜏) is131 

  (3.14) 

where 𝑔 and 𝑄(𝜆) are the gain and quantum efficiencies of the detectors, and 𝜑𝛼𝛼(𝜏) is the 

photon flux correlation function associated with a given molecular species 𝛼 . For our 

system, only the solute dyes contribute to 𝐶(𝜏). If neither the excitation nor the emission 

is polarized, 𝜑𝛼𝛼(𝜏)  becomes 

  (3.15) 

where 𝑁 is the number of molecules, 𝐾 is a constant that contains the extinction coefficient, 

quantum yield and laser intensity, 𝑃(𝑟) is the laser profile, and the integrations 𝑑3𝑘̂𝑓/4𝜋 

and 𝑑3𝑘̂′𝑓/4𝜋 are over the collection solid angle. 𝐺𝑠(𝑅, 𝑡) is the self-part of the van Hove 

function for 𝛼 .143, 188 , 189  , 190  The Fourier transform of the van Hove function is the 

incoherent intermediate scattering function, 𝐹𝑠(𝑅, 𝑡).144,188,191 Both 𝐺𝑠(𝑅, 𝑡) and 𝐹𝑠(𝑅, 𝑡) 

can be studied using MD simulation. 𝐹𝑠(𝑞, 𝑡) can be fitted using a stretched exponential 

function with the stretching exponent 𝛽 that appears in the fitting of the FCS data (Eq. 

3.13). 

𝐶(𝜏) =  𝑔𝑒𝑄(𝜆) 2  𝜑𝛼𝛼 (𝜏)

𝛼

 

𝜑𝛼𝛼 (𝜏) = 𝑁𝐾  𝑑3𝑟  𝑑3𝑟′ 
𝑑3𝑘̂𝑓

4𝜋
 

𝑑3𝑘̂′𝑓

4𝜋
𝑃(𝑟)𝑃(𝑟′)𝐺𝑠(𝑟 − 𝑟′ , 𝑡) 



72 

 

 

Figure 3.16. (left) Incoherent intermediate scattering function, 𝐹𝑠(𝑅, 𝑡) of coumarin 153, 

Hmim+, and PF6
– for 𝑞 = 0.1 nm−1(−), 1 nm−1(− −), and 10 nm−1(− -). (right) The 

stretch exponent, 𝛽, for the Kohlrausch-Williams-Watts function as a function of 𝑞 for 

coumarin 153, Hmim+, and PF6
–. 

 

Both 𝛼 and 𝛽 relaxations are observed in 𝐺𝑠(𝑞, 𝑡) for 𝑞 = 0.1 nm–1 and 1 nm–1 but 

not for 𝑞 = 10 nm–1. For all three values of 𝑞, coumarin 153 has the fastest relaxation 

while the anion, PF6
–, has the slowest relaxation. The MD results for 𝐹𝑠(𝑞, 𝑡) were fitted to 

a stretched exponential function. The resulting values of 𝛽 are displayed as a function of 𝑞 

in Figure 18. Hmim+, Tf2N
–, and dipolar C153 have 𝛽 values less than unity at all 𝑞 and 𝛽 

plateaus when 𝑞 is less than 1 nm–1. The value of 𝛽 as 𝑞 approaches zero determines the 

value of 𝛽 obtained from experiment since the lengthscale of the FCS experiment is large. 

Interestingly, the 𝛽 value for C153 is lower than that for the IL cations and anions which 

means the relaxation dynamics of C153 are more heterogeneous than those of the IL ions. 

In addition to the glassy dynamics of the solvent, there are other factors that make the 

dynamics of coumarin 153 more heterogeneous than those of the solvent. 
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Figure 3.17. The stretch exponent, 𝛽, as a function of 𝑞 for cationic, dipolar, 

quadrupolar, and neutral coumarin 153 

 

To understand why C153 shows more heterogeneous dynamics than do the ions, 

various C153 models with different electric multipole moments were examined. (Figure 

3.17). The dynamics of cationic C153 were found to be the least heterogeneous while those 

of neutral C153 are the most heterogeneous. Overall, the degree of heterogeneity in the 

dynamics tracks the length scale of the relevant electrostatic interactions. The monopole 

forms have the longest-range electrostatic interactions with the surrounding ions while 

these are absent for the neutral form. For longer-range interactions, the differences among 

solvation environments are diminished due to interactions with a greater number of IL ions 

and therefore better averaging of influence of differing local environments. As a result, the 

dynamics are least heterogeneous for cationic coumarin and most heterogeneous for the 

neutral and quadrupolar forms. 

This trend is not observed in experiments, however, for all three ILs tested, the 

stretch exponent for rhodamine 6G, a cationic probe, is similar to that for NR, a dipolar 
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probe. Unlike in MD simulations, where only the electrostatic multipole moments are 

different for the probes, comparison of NR and rhodamine 6G introduces other factors such 

as size and shape of the probe. To examine the effect of size and shape on the degree of 

dynamic heterogeneity, MD simulations with a benzene-like probe, a Hmim-like probe, 

and rhodamine 6G were performed. 

 

 

Figure 3.18. (left) 𝛽(𝑞) for charged probes (right) 𝛽(𝑞) for dipolar probes 

 

To look at the effect of size on degree of heterogeneity, the 𝛽(𝑞) for all charged 

species and dipolar species were plotted in Figure 3.18. In both plot, the smallest probe, 

the dipolar benzene-like probe and anionic PF6-, showed the least heterogeneous behavior, 

and the largest probe, coumarin 153 for both cases, showed the most. The only species that 

does not follow the trend is rhodamine 6G. Rhodamine 6G, even though it is the largest 

species simulated, exhibited similar degrees of heterogeneity as a dipolar benzene-like 

probe. With a smaller probe, the diffusion is faster and the probe will be able to sample 

more environments within a given amount of time. On the other hand, a larger probe is 

more likely to be trapped within a given environment for a longer amount of time and not 
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sample the environment as sufficiently as a smaller probe. As a result, the larger probe is 

expected to exhibit a more heterogeneous dynamic. 

In order to determine whether there is a relationship between size and degree of 

dynamic heterogeneity, a more systematic approach will be required. With only 3 different 

solutes, it is difficult to determine whether there is a strong correlation between size and 

degree of dynamic heterogeneity. A possible approach would be to use a family of aromatic 

model solute. (Scheme 3.2). With the molecules in the aromatic family, the correlation 

between radius of gyration and degree of dynamic heterogeneity can be determined. 

 

 

Scheme 3.2. Examples of aromatic solute that can be used to test correlation between 

radius of gyration and degree of dynamic heterogeneity. 

 

To test the correlation between electric multipole moment and degrees of dynamic 

heterogeneity experimentally, a family of dyes having similar sizes but different electric 

multipole moment will be needed. One possible family is the oxazine dyes. (Scheme 3.3). 

Oxazine 1, Oxazine 170, and Nile Blue are all cationic, while Nile Red and resorufin are 

neutral. In addition to having different electric multipole moment, these dyes have 

 

benzene anthracenenaphthalene

phenanthrene pyrene
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absorption maxima ranging from 532 nm to 644 nm, therefore, background from IL will 

not be an issue. 

 

 

Scheme 3.3. Family of Oxazine dyes with different electric multipole moment. The 

absorption maxima, 𝜆max is also listed. 

 

3.4. Conclusion 

The bimodal distributions observed from dual color burst analysis indicate that ILs 

form structures around solutes that are heterogeneous and slow to relax. Though the FCS 

results can also be fit to a bimodal diffusion model, the translational dynamics of the probe 
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are uncorrelated to the polarity of its local environment. These two observations can be 

reconciled if ILs are viewed as a glassy environment in which the Stokes-Einstein relation 

breaks down and there is a decoupling of structural relaxation and translational dynamics. 

 

3.5. Appendix 

3.5.1. Distribution of Burst Durations 

 

Figure A3.1. Distribution of nonpolar and polar burst durations 

3.5.2. Residual Plots for FCS fitting 

Figures A2 – A10 show the residual plots from FCS fitting. The residual plots show 

that the two-diffusion model and the anomalous diffusion model fit the FCS curves better 

than the simple diffusion (one-component) model. The oscillation observed in the residuals 

of the two-component fit and anomalous fit are from vibrations in the apparatus. 
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Figure A3.2. Residual plot for Nile Red in Py14
+Tf2N

– with LP570. 

 

Figure A3.3. Residual plot for Nile Red in Py14
+Tf2N

– with BP580±10. 

 

Figure A3.4. Residual plot for Nile Red in Py14
+Tf2N

– with BP605±50. 
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Figure A3.5. Residual plot for Nile Red in Py14
+Tf2N

– with BP650±10. 

 

Figure A3.6. Residual plot for Nile Red in Py14
+Tf2N

– with BP650±40. 

 

Figure A3.7. Residual plot for Nile Red in Py14
+Tf2N

– with LP570+SP600. 
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Figure A3.8. Residual plot for Nile Red in Py14
+Tf2N

– with LP645. 

 

Figure A3.9. Residual plot for Nile Red in Bmim+Tf2N
– with LP590. 

 

Figure A3.10. Residual plot for Nile Red in Emim+Tf2N
– with LP590. 
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Figure A3.11. Residual plot for Rhodamine 6G in Py14
+Tf2N

– 

 

Figure A3.12. Residual plot for Rhodamine 6G in Bmim+Tf2N
– 

 

Figure A3.13. Residual plot for Rhodamine 6G in Emim+Tf2N
– 
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Chapter 4. Detection of Conjugated Polymer Aggregates using Fluorescence 

Correlation Spectroscopy 

 

4.1. Introduction 

Due to their ability to serve as charge conductors and fluorescence emitters, 

conjugated polymers have found applications in organic electronics,192 photovoltaics,193 

and electroluminescent devices.194  The performance of devices made from conjugated 

polymers is critically dependent on the packing of the polymers because the optical and 

electronic properties are altered significantly by interchain and intrachain interactions. 

Aggregation has been shown to dramatically decrease the quantum yields of the polymers 

which severely limits the performances of the devices.195–202 In processing, conjugated 

polymers are cast from solutions into a thin film. As a result, pre-aggregation in the solution 

directly impacts the thin film properties.195,196,197,200,202,203,204 Traditionally, aggregation of 

conjugated polymers is detected using dynamic light scattering (DLS) 

measurements,195,197,198 emission spectra or fluorescence lifetime 

measurements.203, 205 , 206 , 207  Each technique has its limitations. For example, DLS 

measurements cannot detect aggregates smaller than 5nm. If the aggregates are non-

emissive or have identical spectra and fluorescence lifetimes as the single chains, emission 

spectra and fluorescence lifetime measurements are not able to detect aggregate formation. 

An alternative strategy, which is sensitive to aggregation at even sub-nanomolar 

concentrations, is fluorescence correlation spectroscopy (FCS). 208–215  When combined 

with fluorescence burst analysis, the effect of inter-chain interactions and the local solvent 

environment on the emission of the polymer chains can be inferred. 
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Past studies have shown that solvent choice affects the properties of the 

film.195,197,204,207,216,217 For example, Schwartz et al. showed that MEH-PPV adapts a more 

extended conformation in chlorobenzene than in tetrahydrofuran (THF) and that the 

extended conformation in chlorobenzene causes aggregates to form.195 One of the common 

solvents used in the processing of conjugated polymers is toluene. 218 , 219  While it is 

generally believed that toluene is a “good solvent” for conjugated polymers, the π-

conjugation in toluene may cause the polymers to adopt a more planar morphology201 that 

is conducive to aggregation. This paper demonstrates that FCS and confocal microscopy 

are viable techniques for the detection of aggregation by examining whether conjugated 

polymers form aggregates in toluene. In addition to polymers, oligomers were also 

examined. Oligomers serve as useful model systems for the polymers for the larger 

polymers.220–231 Oligomers and polymers should have similar interchain interactions, but 

oligomers have the added benefit of not having multiple chain lengths and structural 

defects.232 Our results indicate that conjugated polymers form non-emissive aggregates in 

toluene. Many researches have tried to explain the decrease in quantum yield when 

conjugated polymers aggregate. Single-triplet and singlet-singlet exciton annihilation233 or 

the formation of polarons234,235,236 are possible explanations for the decrease in quantum 

yield. Scheblykin et al. proposed that MEHPPV chains could form “dark regions” when 

the chains are self-collapsed.237 Vanden Bout et al. reported that the quantum yield of 

aggregate decreases in relatively polar solvent due to the stabilization of a nonradiative 

charge-transfer (CT) state.238 We speculate that the non-emissive aggregates in toluene are 

the H-aggregate described by Kasha and Davydov,239,240,241 which will be discussed below 

along with the spectroscopic results. 
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4.2. Experimental Methods 

 Both bulk and single-molecule fluorescent techniques were used to examine two 

different types of conjugated polymers, poly(3-hexylthiophene) (P3HT) and poly(p-

phenylene vinylene) (PPV), in toluene. For PPVs, shorter chain oligomers (OPPV7 and 

OPPV13) were also examined. For P3HT, three different length of polymers were 

examined (25-mer, 50-mer, and 70-mer). 

 

 

Scheme 4.1. Structure of PPV polymers. n = 3 for OPPV7 and n = 6 for OPPV13 

 

 

Scheme 4.2. Structure of P3HT polymers 

 

10 μM solutions of polymers were made by the dissolving solid polymers in toluene. 

Solutions for FCS measurements were diluted with toluene until the concentration of the 

polymers was around 10 pM. Filtering was done using syringe filters having hydrophobic 

PTFE membranes and pore sizes of 0.20 μm (EMD Millipore). Absorption spectra and 

emission spectra were collected using Agilent Cary 50 Bio UV-Vis spectrometer and 

Jobin-Yvon FluoroMax 2, respectively. 

 

H
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For the confocal microscope, a 440 nm or a 485 nm pulsed diode laser (Picoquant) 

was the excitation source. A 1.4 NA 100x oil objective (Olympus UPlanSAPO 100x 1.4 

oil) was mounted on an inverted microscope (Olympus IX-71). The pinhole placed after 

the microscope was 100-μm. A 50-50 beam splitter (Semrock) was placed after the pinhole 

to split the emission onto two single photon avalanche diodes (Micro Photon Devices 

PDM50). A longpass filter (475-nm for OPPV7 or 515-nm for everything else) was placed 

in front of the beam splitter to remove scattering. Time-tagging of the photons was done 

by PicoHarp 300 and PHR 800 (Picoquant). All the data were collected and analyzed using 

SymPhoTime software package (Picoquant). 

For the total internal reflection (TIRF) microscope, the 488 nm output of an Ar-Kr 

laser (SpectraPhysics) was the excitation source. The images were collected using a CCD 

camera (Photometrics Evolve 512 EMCCD Camera). The objective mounted to the 

inverted IX-71 Olympus microscope was an 60x oil immersion objective with 1.4 NA 

(Olympus). A 515-nm longpass was placed after the microscope to remove scattering. The 

films are made from 10 μL of 10 μM solutions spin-casted at 3,000 rpm and dried for 30 

sec. (Laurell WS-650MZ-23NPP) 

 FCS measures the diffusion of the fluorescent probes by monitoring the fluctuations 

of the photon intensities 𝐼(𝑡) in the focal volume. The FCS curve, 𝐺(𝜏), is calculated by 

cross-correlating the photon intensities of the two detectors.214 

  (Eq. 4.1) 

where 〈   〉 denotes average over the entire trajectory, and 𝛿𝐼(𝑡) is the deviation from the 

mean photon intensity at time t. 

 𝛿𝐼(𝑡) = 𝐼(𝑡) − 〈𝐼(𝑡)〉 (Eq. 4.2) 

𝐺(𝜏) =
〈𝛿𝐼(𝑡)𝛿𝐼(𝑡 + 𝜏)〉

〈𝐼(𝑡)〉2
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If the focal volume is assumed to have a three-dimensional Gaussian shape, the FCS curve 

is fitted to8 

  (Eq. 4.3) 

where 𝑁  is the average number of molecules in the focal volume, 𝑛  is the number of 

species, 𝑎𝑖 is the contribution of the ith species, 𝜏𝐷𝑖
 is the characteristic residence time for 

the ith species, and 𝜔  characterizes the dimension of the focal volume. The diffusion 

coefficient of the ith species, 𝐷𝑖, can calculated from 𝜏𝐷𝑖
 by8 

 𝜏𝐷𝑖
= 𝑟0/4𝐷𝑖 (Eq. 4.4) 

 

4.3. Results and Discussions 

4.3.1. TIRF Images of Films 

 Unfiltered and filtered 10 μM solutions of P3HT 25 and MEH-PPV in toluene were 

spun on glass slides and their fluorescence were captured with the TIRF microscope. The 

TIRF image of the films and the distribution of pixel intensities are presented in Figures 

4.1 and 4.2. 
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Figure 4.1. Distribution of pixel intensities for (a) P3HT 25 in toluene, (b) MEHPPV in 

toluene, and (c) MEHPPV in THF. The black dash line represents the background noise 

level of the camera. 



93 

 

 

Figure 4.2. TIRF image of (a) P3HT25 in toluene unfiltered, (b) P3HT 25 in toluene 

filtered, (c) MEHPPV in toluene unfiltered, (d) MEHPPV in toluene filtered, (e) 

MEHPPV in MeTHF unfiltered, and (f) MEHPPV in MeTHF filtered. The dark level of 

the range is set at 600 cps, which is higher than the background noise level of the camera. 

 

Even though absorbance measurements (not shown) showed that filtering removes 

about 1 to 10% of conjugated polymers, the film made from filtered solutions were up to 

five times brighter than those made form unfiltered solutions. For comparison, films made 

from THF did not show an increase in brightness after filtering (Figure 4.1c). 

The poor quality of the unfiltered film could be caused by aggregates in the solution, 

because many studies have shown that aggregates have lower quantum yield.195–202 

Furthermore, past studies have shown that average energy transfer length in bulk 

conjugated materials ranges from 5 nm to 10 nm.217,242–247 Therefore, low-quantum-yield 

aggregates would serve as energy traps, quench large area of the films, lower the overall 

brightness of the films, and make the films appear less uniform. To determine whether 

conjugated polymers aggregate in toluene, the diffusion rates, emission spectra, and 

fluorescence lifetimes of the filtered and unfiltered solutions were examined. 
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4.3.2. Diffusion, Emission Spectra, and Fluorescence Lifetime Measurements 

 

Figure 4.3. Normalized emission spectra of (a) P3HTs and (b) PPVs excited at 465 nm. 

(–) unfiltered sample and (- -) filtered sample. 

 

The emission spectra and the absorption spectra (not shown) of P3HT and PPV 

(Figure 4.3) did not show significant changes between the pre-filtered and post-filtered 

samples. Past studies have shown that the emission spectra of aggregated P3HTs and PPVs 

show a significant redshift of 𝜆max.198,200 In addition to the redshift of 𝜆max, the relative 

intensities of the 0-0 band to the other vibronic features differ significantly between single 

chains and aggregates.198,200 If the pre-filtered solution were to contain aggregates, a 

change in the shape of the emission spectra would be expected. The similarity of the 

unfiltered and filtered spectra suggests either that the P3HTs and PPVs chains do not 

aggregate in toluene or the aggregates formed are not emissive. Next, we examined the 

fluorescence lifetimes. 

Typically, changes in the fluorescence lifetime indicate the presence of aggregates. 

For example, if the aggregates form excimers, the fluorescence lifetime typically increases 

due to the diminished transition moment to the ground state.248 The fluorescence lifetime 
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could also decrease if the aggregates form low-energy dark states that cause an increase in 

nonradiative decay rate.198,249 ,250  In none of the samples studied was the fluorescence 

lifetime significantly impacted by filtration (See Appendix). For the PPVs, and P3HT 50, 

the small differences between fitted parameters could be attributed to fitting and random 

errors from the measurements. For P3HT 25 and P3HT 70, a small increase in the average 

fluorescence lifetimes was observed. The amplitude of the long component slightly 

increased, which caused the averaged lifetime to increase. Even though a slight increase in 

average lifetime could indicate that filtering removed aggregates has a low-energy dark 

state, the short lifetime component is not affected. Overall, these results suggest that 

fluorescence lifetime measurements cannot unambiguously determine whether aggregation 

has occurred in these samples. 

Neither the emission spectra nor the fluorescence lifetimes showed significant 

changes due to filtration. If aggregates were present and emissive, we would expect to see 

the emission spectra and fluorescence lifetime to change significantly due to the removal 

of aggregates by filtering. Therefore, these measurements suggested that either there were 

no aggregates in toluene solution or that the aggregates were non-emissive. As TIRF results 

suggested aggregation, which contradict results from emission spectra and fluorescence 

lifetimes, confocal microscopy was used to examined the unfiltered and filtered solutions. 

 

4.3.3. Confocal Microscopy and Fluorescence Correlation Spectroscopy 

First, the fluorescent intensities of the polymers and oligomers were measured 

using the confocal microscope. The average intensities were calculated by totaling the 
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number of photons collected by both detectors over a 5-minute period. The average 

intensities were corrected for background by subtracting the average intensity of toluene. 

For all six polymers and oligomers studied, the intensities increased after filtering 

(Table 3), which matched the TIRF results. In addition, as the length of the chain increased, 

the ratio of the intensities before and after filtering, 〈𝐼
filtered

〉/〈𝐼
unfiltered

〉, generally increased. 

There are two possible explanations for their increase. It could be caused by an increase in 

quantum yield or by an increase in the number of emitters. In the first scenario, filtering 

causes the chains to adopt conformations that have higher quantum yields. In the second 

scenario, filtering breaks up aggregates that resulted in more single chains. To distinguish 

between the two scenarios, we turned to FCS. 

 

Table 4.1. Fluorescent intensities of P3HT polymers, MEH-PPV, and PPV oligomers 

measured with confocal microscope. 

 〈𝐼
filtered

〉/〈𝐼
unfiltered

〉 

P3HT 25 1.51 ± 0.03 

P3HT 50 1.4 ± 0.1 

P3HT 70 2.5 ± 0.4 

OPPV 7 1.31 ± 0.08 

OPPV 13 1.46 ± 0.07 

MEH-PPV 3.6 ± 0.5 

 

Two different aspects of FCS are useful in detecting aggregation: the normalized 

FCS curve and 𝐺(0). First, the normalized fitted FCS curves were measured (Figure 4 and 
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SI). For all 6 samples, the decay rate of the FCS curves corresponding to the filtered 

solutions are the same as, or slightly faster than, those of the unfiltered solutions. If 

emissive aggregates were present prior to filtration the FCS curves of filtered solution 

would decay significantly more quickly than would those of the pre-filtered solutions. This 

is seen in the case of OPPV13 in a 30%/70% THF-acetonitrile mixture (Figure 4), a solvent 

pair in which OPPV13 forms emissive aggregates. The FCS curve obtained for this sample 

decays significantly more slowly than that corresponding to monomeric OPPV13 in THF, 

even though the viscosity of the mixture is similar to that of THF and toluene. Moreover, 

all of the FCS curves can be reasonably fitted with a single characteristic residence time, 

𝜏𝐷. If emissive aggregates are present, two or more characteristic residence times should 

be required for fitting. Overall, these results demonstrate that the shape of the FCS decay 

curve is sensitive to the presence of emissive aggregates while the 𝐺(0) value may be used 

to infer the presence of non-emissive species. 

 

 

Figure 4.4. Normalized FCS curves of OPPV13 in THF, toluene (unfiltered and 

filtered), and 30% THF/70% acetonitrile mixture. 
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At 𝜏 = 0 , Eq. 4.1 becomes 𝐺(0) = 1/𝑁 , which means 𝐺(0)  is inversely 

proportional to the number of emitter, 〈𝑁〉, in the focal volume, i.e. larger 𝐺(0) means 

there are fewer emitters in the focal volume. Furthermore, the brightness of the molecule 

can be calculated by multiplying the average intensity with 𝐺(0). 

  (Eq. 4.5) 

If the quantum yields of the emitters increase, the brightness per molecule would 

increase. If filtering breaks up aggregates into single chains, the number of emitters would 

increase. The FCS curves are shown in Figure 4.5, and 𝐺(0) and brightness per molecule 

are tabulated in Tables 4.2 and 4.3. 

𝐵 (Brightness per molecule) = 〈𝐼〉𝐺(0) =
〈𝐼〉

〈𝑁〉
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Figure 4.5. FCS of filtered and unfiltered polymers in toluene. The left side displays the 

result for the P3HT polymers and the right side displays the result for the PPV 

polymers/oligomers. The top panels correspond to the shortest chains, and the bottom 

panels to the longest chains. (a) P3HT 25 (b) P3HT 50 (c) P3HT70 (d) OPPV7 (e) 

OPPV13 (f) MEH-PPV. 
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Table 4.2. 𝐺(0) of PPV and P3HT 

 𝐺unfiltered(0) 𝐺filtered(0) 𝐺filtered(0)

𝐺unfiltered(0)
  

〈𝑁〉filtered

〈𝑁〉unfiltered

 

P3HT 25 0.73 ± 0.02 0.62 ± 0.02 0.86 ± 0.04 1.18 ± 0.05 

P3HT 50 0.94 ± 0.07 0.59 ± 0.02 0.62 ± 0.05 1.6 ± 0.1 

P3HT 70 0.97 ± 0.10 0.40 ± 0.03 0.42 ± 0.05 2.4 ± 0.3 

OPPV7 0.49 ± 0.03 0.40 ± 0.02 0.82 ± 0.06 1.2 ± 0.1 

OPPV13 0.25 ± 0.01 0.17 ± 0.01 0.68 ± 0.05 1.5 ± 0.1 

MEH-PPV 0.34 ± 0.04 0.11 ± 0.01 0.34 ± 0.05 3.0 ± 0.5 

 

Table 4.3. Counts per molecule of PPV and P3HT 

 Bunfiltered
a Bfiltered

a Bfiltered / Bunfiltered 

P3HT 25 1310 ± 30 1680 ± 70 1.28 ± 0.06 

P3HT 50 1120 ± 60 960 ± 50 0.86 ± 0.06 

P3HT 70 1040 ± 60 1070 ± 60 1.03 ± 0.08 

OPPV7 850 ± 20 890 ± 50 1.04 ± 0.06 

OPPV13 1620 ± 70 1600 ± 80 0.98 ± 0.06 

MEH-PPV 1240 ± 80 1000 ± 50 0.81 ± 0.07 

a in cps (counts per second) per emitter 

 

For all six P3HTs and PPVs, 𝐺(0)  decreased after filtering indicates that the 

average number of emitters in the focal volume increased. Since 〈𝐼〉 increased and 𝐺(0) 

decreased as the length of the chain increased, the brightness of the emitters was not 
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affected by filtering. This showed that the quantum yield of the emitter is not affected by 

filtering. As discussed earlier, the increase in the number of emitters suggested that filtering 

is breaking aggregates into smaller aggregates or single chains. 

We briefly discuss how changes in 𝐺(0) and brightness per emitter can be used to 

infer the effects of filtering. First, if the individual chains are well solvated and exist as 

individual chains in solution, or if the chains form stable small aggregates that are less than 

the pore size of the filters, filtering would have no effect on the chains. In this situation, 

both 𝐺(0) and brightness per emitter would be the same before and after filtering. For 

example, for OPPV13 and P3HT25 in good solvents, such as 2-methylhydrofuran 

(MeTHF), filtering has no effect on the brightness per emitter and 𝐺(0) (Figure 4.6). 

Second, if the solvent forces the chain to be in a thermodynamically metastable 

state that has lower quantum yield, such as the self-collapsed conformation with large 

torsional strains,199,237, 251  filtering could cause the chains to relax to a more stable 

conformation with higher quantum yield. In this situation, since the number of emitters 

stays constant, 𝐺(0) would not change, but brightness per emitter would increase to reflect 

the change in quantum yield. Third, if the chains form large emissive aggregates that are 

removed by the filters, 𝐺(0) would increase, because the number of emitters decreases. 

Lastly, if the filters break up weakly bonded aggregates into smaller aggregates or single 

chains, 𝐺(0) would decrease due to the increase in the number of emitters. 
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Figure 4.6. FCS of filtered and unfiltered (a) OPPV13 and (b) P3HT 25 in MeTHF. 

 

As the length of the polymers increased, the ratio 〈𝑁〉filtered/〈𝑁〉unfiltered  also 

increased. The trend suggested that longer chains are more likely to form aggregates than 

the shorter polymers. There are two reasons that could explain this trend. First, longer 

chains will have stronger interchain dispersion interactions. Second, if the solvent-chain 

interactions are unfavorable, longer chains will have more unfavorable chain-solvent 

interactions. These two factors combine to cause longer chains to aggregate more easily 

than shorter chains. 

There are two possible explanations for the fact that the brightness of the emitters 

does not change before and after filtering. First, the aggregates are non-emissive. Second, 

the aggregates have the same quantum yield as the single chains. If the aggregates are 

emissive, but have a different quantum yield, the brightness per emitter of the pre-filtered 

solution would be the weighted average of the brightness of the aggregates and the single 

chains. Earlier discussions showed that the diffusion rates, emission spectra, and 

fluorescence lifetimes are not affected by filtering. If the aggregates have the same 
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quantum yields as the single chain, significant changes in diffusion rates, emission spectra, 

and fluorescence lifetimes should be observed. Therefore, the aggregates formed in toluene 

are not emissive. 

To confirm the results from FCS, the distributions of photon per burst were 

analyzed (Figure 7). If the number of emitter increases, the number of bursts should 

increase but the shape of the distribution should be the same. On the other hand, if the 

quantum yield of the emitter changes, the shape of the distribution should be different. The 

bursts were harvested using thresholding and the SymphoTime software. The filtered 

solutions exhibited more number of bursts than the unfiltered solutions even though the 

solutions had the same concentrations and the measurements were performed over the same 

amount of time. Even though the number of bursts increased, the two distributions are 

nearly identical. These two observations suggested that the increase in intensity post-

filtering is due to an increase in the number of emitters, and not a change in the quantum 

yield, which confirms the FCS results. Furthermore, the number of bursts increased by 26%, 

which is close to the increase in the number of emitter measured in FCS (Table 4.2). 
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Figure 4.7. Distribution of photons per burst for unfiltered and filtered P3HT 25 in 

toluene over 1hr. 

 

We briefly speculate on the type of aggregate formed in toluene. Using two coupled 

chains as the model, there two different types of aggregates are categorized based on 

whether the two molecular transition moments aligned in-phase (J-aggregate) or out-of-

phase (H-aggregate).239,252 ,253 ,254  J-aggregates have red-shifted absorption spectra, and 

strong emission, while H-aggregates have blue-shifted absorption and weak emission. In 

the H-aggregate, the 0-0 transition is symmetry forbidden.200,239,255 The π-π interactions 

between toluene and the conjugated polymers potentially make the conjugated polymers 

adopt a planar conformation which is conducive to forming the well-ordered weakly-

emissive H-aggregates. As a result of interaction with the solvent, the H-aggregates 

observed in toluene are likely more ordered and less emissive than the H-aggregates 

observed in other solvents. Another possibility is that conjugated polymers form weakly-

emissive excimers in the unfiltered solution. The planarization of the conjugated polymer 

by toluene could favor the formation of excimers. Due to the forbidden radiative transition 
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to the ground state, excimers also have a weak oscillator strength to the ground state, and 

their lifetimes are typically longer than that of the single chain.222,230,231,248,256–259 The 

formation of excimers in the unfiltered solution could explain why the lifetime of unfiltered 

P3HT25 and P3HT70 exhibit a slightly longer long-component than the filtered samples. 

(Figures A4.1 – A4.6) 

Finally, we will briefly discuss how the presence of aggregate would affect FCS 

curve with some theoretical calculations. To account for the size of the aggregate, the 

Stokes-Einstein equation predicts that the diffusion constant is inversely proportional to 

the hydration radius of the diffusion species. 

  (Eq. 4.6) 

Therefore, combining Eq. 4 and Eq. 6, the ratio of characteristic resident times are 

  (Eq. 4.7) 

When the quantum yields of the diffusion species are different, the contribution of the ith 

species, 𝑎𝑖, is
260 

  (Eq. 4.8) 

Therefore, the relative contribution of the two species with different quantum yield is 

  (Eq. 4.9) 

To examine how the presence of aggregates in OPPV13 solution would affect the 

FCS curves, we assumed that OPPV13 is fully extended in solution. The length of a fully-

extended OPPV13 chain, calculated using averaged bond length, is 8.3 nm. With these 

assumptions, the theoretical FCS curve is 

𝐷1 =  
𝑅2
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(Eq. 4.10) 

where the first term in the sum is the contribution from single chain, and the second term 

is the contribution from the aggregates of size 𝑅𝑎 . For filtered OPPV13, 𝑁 = 1, 𝜏𝐷 =

0.0005755 s, and 𝜔 = 13.9. 

To examine the how having emissive aggregate would affect the FCS curves, we 

assume 𝑅𝑎 = 200 nm, which is the smallest aggregate that would be broken up by the filter, 

and also the largest aggregate that could pass through the filter. These would represent the 

worst case scenario, where the aggregates in the unfiltered solutions are as small as they 

could be or the aggregates in the filtered solutions are as large as they could be. 

 

 

Figure 4.8. Computed FCS curve for 200-nm aggregates of OPPV13 in toluene. 

 

Figure 4.8a shows the calculated FCS curves with different 𝑎1 and 𝑎2. The curve 

with 𝑎1 = 1 is the FCS curve with no aggregates, which represents the curve after filtering. 
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The curves with 𝑎1 = 0.99, 0.95,  and 0.9  would represent FCS with some 200-nm 

aggregates, which represent the curves before filtering. To compare these theoretical curves 

with the experimentally-measured curves, the ratios of the unfiltered and filtered curves, 

(𝐺𝑢𝑛𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑(𝜏)/𝐺𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑(𝑡), are plotted in Figure 4.8b. From the figure, the experimental 

curve matches 𝐺(𝑎1 = 0.99)/𝐺(𝑎1 = 1) the best, which means that if the aggregates from 

the unfiltered solutions are emissive, 𝑎1/𝑎2 = 99, and  

𝑁single chain𝑞single chain
2

𝑁aggregate𝑞aggregate
2 = 99 

Therefore, if 𝑁single chain ≈ 𝑁aggregate, the quantum yield of the single chains are 10 times 

larger than the quantum yield of the aggregate, or if 𝑞single chain ≈ 𝑞aggregate, there are 100 

times more single chains than aggregates. 

Overall, the analysis showed that in the worst case scenario, either the aggregates 

are 10 times less emissive than the single chains or the number of aggregates are 100 times 

less than the number of single chains. However, it is important to note that unlike the 

calculated ratio, the experimental ratio did not curve upward at long time limit. The 

calculated ratios curve upward, because of the large aggregates. Since the experimental 

ratio stayed around 1 at the long time limit, it is more likely that no large aggregates were 

detected by FCS. 

 

4.5. Conclusion 

 Filtering of two different types of conjugated polymers, P3HT and PPV, in toluene 

with 0.20-μm filters caused the fluorescent intensities to increase and 𝐺(0) to decrease. 

However, brightness per emitter, diffusion rates, emission spectra, and fluorescent 
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lifetimes are not affected by filtering. These observations suggest that filtering breaks up 

weakly-bonded non-emissive aggregate into single chains and the increase in fluorescence 

intensity is caused by the increase in the number of emitters and not by the increase in the 

quantum yield of the chains. As a result of breaking the aggregates in solution, the films 

made from filtered solutions are brighter and more uniform than the unfiltered solutions. 

 Past studies of conjugated polymers in toluene have emphasized that freshly 

prepared conjugated polymers in toluene are used in their analysis.199,201 The presence of 

these aggregates could be the cause why freshly prepared samples are important in the 

processing of these materials. These aggregates could serve as nucleation sites for 

irreversible aggregation that degrades the quality of the conjugated polymer solutions. The 

results from this paper suggest that in order to store conjugated polymers in toluene for an 

extended period of time, the solutions need to be filtered regularly to break up the 

aggregates. 

 

4.6 Appendix 

4.6.1. Fluorescence Lifetime 

The fluorescence lifetimes of PPVs and P3HTs were measured and tabulated in 

Table S1. The average lifetimes, 𝜏avg, are the amplitude average lifetime. The amplitude 

average lifetimes were calculated by261 

𝜏avg =
 𝑎𝑖𝜏𝑖

 𝑎𝑖
 

(Eq. A4.1) 

where 𝑎𝑖 and 𝜏𝑖 are the amplitude and the lifetime of the ith component, respectively.  
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Table A4.1. Fluorescence lifetimes of P3HT and PPV polymers. 

 Unfiltered Filtered 

𝜏1
a 𝜏2

a 𝐴1
b 𝜏avg

a 𝜏1
a 𝜏2

a 𝐴1
b 𝜏avg

a 

P3HT 25 0.47 4.9 98 0.56 0.50 3.3 89 0.81 

P3HT 50 0.57 6.3 99 0.62 0.59 3.9 96 0.72 

P3HT 70 0.57 3.9 89 0.94 0.71 3.9 80 1.3 

OPPV 7 0.73 1.8 94 0.79 0.74 2.2 91 0.87 

OPPV 13 0.53 1.4 76 0.56 0.56 1.6 79 0.78 

MEH-PPV 0.44 1.4 93 0.47 0.47 1.5 90 0.57 

a in ns. b in %. 

 

 

Figure A4.1. Fluorescence lifetime of unfiltered and filtered OPPV7 in toluene. 
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Figure A4.2. Fluorescence lifetime of unfiltered and filtered OPPV13 in toluene. 

 

Figure A4.3. Fluorescence lifetime of unfiltered and filtered MEH-PPV in toluene. 
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Figure A4.4. Fluorescence lifetime of unfiltered and filtered P3HT DP25 in toluene. 

 

Figure A4.5. Fluorescence lifetime of unfiltered and filtered P3HT DP50 in toluene. 
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Figure A4.6. Fluorescence lifetime of unfiltered and filtered P3HT DP75 in toluene. 

 

4.6.2. Normalized FCS Curves 

The normalized FCS curves of PPVs and P3HTs are presented below. 

 

Figure A4.7. Normalized FCS curves for unfiltered and filtered OPPV7 in toluene. 

 

0.001

0.01

0.1

1

0 10 20

N
o

rm
al

iz
ed

 C
o

u
n

ts

Time (ns)

Unfiltered

Filtered



113 

 

 

Figure A4.8. Normalized FCS curves for unfiltered and filtered MEHPPV in toluene 

 

Figure A4.9. Normalized FCS curves for unfiltered and filtered P3HT DP25 in toluene 

 

Figure A4.10. Normalized FCS curves for unfiltered and filtered P3HT DP50 in toluene 
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Figure A4.11. Normalized FCS curves for unfiltered and filtered P3HT DP70 in toluene 
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Chapter 5. Fluorescent Studies of Model Oligomers of MEH-PPV in Ionic Liquids 

 

5.1. Introduction 

Although ILs have been used in a variety of electorchemical devices, 262 –267 the 

combination of IL and conjugated polymers in electrochemical devices had not been 

sufficiently explored. Osteryoung et al. were one of the first to report the use of ILs in 

preparation of conjugated polymer films, and to show that the polymers show reversible 

and stable electrochemical behaviors. 268 , 269  Mattes et al. prepared electrochemical 

mechanical actuators, eletrochromic windows, and numeric displays from conjugated 

polymers and ILs. These devices showed enhanced lifetime and fast cycle switching speed, 

Furthermore, their experiments were carried out under ambient conditions, and not under 

inert nitrogen atmosphere.270 A better understanding of the polymer morphology and the 

interactions between polymer and ILs will improve and design and the performances of 

these devices. 

More specifically, ILs are known to form nonpolar and polar domains. 271 – 274 

Experiments and simulations have shown that these regions range from 11 Å to 20Å.275–280 

Past studies of conjugated polymers have also shown that solvent choice affects the 

properties of films made from these materials.281,282 Our interest here is in to understand 

how these domains and ions affect conjugated polymers. 

In this study, we examined the fluorescence behavior of PPV oligomers in ILs, and 

used these results to infer the morphology of the oligomers. Oligomers serve as useful 

model systems for the larger polymers.283–294 Oligomers and polymers should have similar 
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interchain interactions, but oligomers have the added benefit of not having multiple chain 

lengths or structural defects.295  

 

5.2. Experimental Methods 

The structures for the model oligomer and ILs are shown in Schemes 5.1 and 5.2. 

Four different lengths were studied: OPPV5 (n=2), OPPV7 (n=3), OPPV9 (n=4), and 

OPPV13 (n=6). Three different ionic liquids (Iolitec) were used for this study, and they are 

1-butyl-1-methylpyrrolidinium bis(trifluoromethylsulfonyl)imide [Pyrr1,4][Tf2N], 1-butyl-

3-methylimidazolium bis(trifluoro-methylsulfonyl)imide [Bmim][Tf2N], and 1-butyl-3-

ethylimidazolium bis(trifluoromethylsulfonyl) imide [Emim][Tf2N]. All three ILs have the 

same anion. [Bmim] and [Pyrr1,4] have the same alkyl chain length, but [Bmim] is aromatic, 

while [Pyrr1,4] is not. [Bmim] and [Emim] are both aromatic, but have different alkyl chain 

length. Oligomers were first dissolved in THF, then diluted to the desired concentration 

with THF or IL. For the ILs, the solutions were heated in a vacuum oven to remove THF. 

 

 

Scheme 5.1. Repeating unit of model oligomers 
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Scheme 5.2. Structure of IL cations and anion 

 

The emission spectra and fluorescence anisotropy measurements of the oligomers 

were collected with fluorimeter. (Jobin-Yvon FluoroMax 2) The fluorescence lifetimes and 

fluorescence correlation spectra were collected using a confocal microscope. For the 

confocal microscope, 440 nm pulsed diode lasers (Picoquant) was the excitation source. A 

1.4 NA 100x oil objective (Olympus UPlanSAPO 100x 1.4 Oil) was mounted on an 

inverted microscope (Olympus IX-71). The pinhole placed after the microscope was 100-

μm in diameter. A 50-50 beam splitter (Semrock) was placed after the pinhole to split the 

emission onto two single photon avalanche diodes (Micro Photon Devices PDM50). A 

longpass filter (475-nm for OPPV7 or 515-nm for everything else) was placed in front of 

the beam splitter to remove scattering. Time-tagging of the photons was done by PicoHarp 

300 and PHR 800 (Picoquant). All the data were collected and analyzed using 

SymPhoTime (Picoquant). 

Fluorescence correlation spectroscopy (FCS) measures the diffusion of the 

fluorescent probes by monitoring the fluctuations of the photon intensities 𝐼(𝑡) in the focal 

volume. The FCS curve, 𝐺(𝜏), is calculated by cross-correlating the photon intensities of 
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the two detectors. If the focal volume is assumed to have a three-dimensional Gaussian 

shape, the correlation curves can be fitted with 

  (Eq. 5.1) 

where 𝜅 describes the shape of the focal volume, and 𝜏𝐷 is the characteristic residence time. 

The diffusion constant of the fluorophore can be calculated using Eq. 5.2 

  (Eq. 5.2) 

where 𝜔𝑥𝑦 is the radial radius of the focal volume. 

To compare the FCS curve between different solvents, the correlation curve can be 

adjusted to account for the difference in viscosity. The Stokes-Einstein relation predicts 

that the diffusion constant is inversely proportion to the product of the medium viscosity 

and the hydration radius of the diffusing particle. Therefore, the ratio of diffusion constants 

in two different solvents is proportional to 

  (Eq. 5.3) 

By combing Eq. 5.2 and Eq. 5.3, the ratio of the characteristic residence times becomes 

  (Eq. 5.4) 

Finally, substitution Eq. 5.4 into Eq. 5.1 and assuming that the shape of the focal volume, 

𝜅, stays constant, the correlation curves should obey the following relation: 

  (Eq. 5.5) 
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Graphically, if the FCS curves are plotted on a lin-log plot (a plot with linear scale on the 

y-axis and logarithm scale on the x-axis), a change in hydration radius or viscosity shifts 

the curve horizontally. 

 

Figure 5.1. FCS curves with different with different ratio of 𝑅1𝜂1/𝑅2𝜂2 

 

5.3. Results 

5.3.1 Emission spectra, Fluorescence Lifetime, and Fluorescence Anisotropy 

The emission spectra of the oligomers in THF and ILs are shown in Figures 5.2 and 

5.3. In Figure 5.2, the emission spectra are normalized by the 𝜆max of each to facilitate 

comparison. In Figure 3, the emission spectra are normalized by the 𝜆max of the oligomers 

in THF to show the amount of fluorescence quenching in each oligomer. For example, the 

maximum intensity for OPPV5 in [Pyrr1,4][Tf2N] is 0.35, which meant its intensity was 

35% of OPPV5 in THF. For ease of comparison, the wavelengths and the normalized 

intensities for the 0-0 transition are tabulated in Table 5.1. 
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Figure 5.2. Emission spectra of OPPV5, OPPV7, OPPV9 and OPPV13 in (a) THF, (b) 

[Pyrr1,4][Tf2N], (c) [Bmim][Tf2N], and (d) [Emim][Tf2N]. The emission spectra are 

normalized with respect to themselves. 

 

When dissolved in IL, the emission spectra of all the oligeomers redshifted by 10 

to 20 nm, and for the most part retained the vibronic structure observed in THF. When PPV 

oligomers aggregate in THF-methanol mixtures, the ratio of the 0-0 band to the 0-1 band 

changes. For small aggregates, the 0-1 band is taller than the 0-0 band, and as the size of 

the aggregate increases, the height of the 0-0 band increases. Based on the spectral changes 

observed when oligomers aggregate in methanol, these emission spectra suggest that either 

the conjugated oligomers are not aggregating or they are forming large aggregates 

(>1000nm) in ILs. The redshifts in the emission spectra could be caused by a variety of 

factors. For example, ILs are more polar than THF, therefore the redshift observed could 
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be a solvatochromic shift where the excited state was stabilized by the polar environment. 

Another possibility is that the ILs, especially the aromatic ILs, cause the oligomers to 

become more planar, due to the π-π solvent-solute interactions. As a result of the 

planarization, conjugation length increased, and emission redshifted. 

 

Table 5.1. Wavelength and normalized intensity for the 0-0 transition. 

 Wavelength a Normalized Intensity 

OPPV5 OPPV7 OPPV9 OPPV13 OPPV5 OPPV7 OPPV9 OPPV13 

THF 483 502 507 512 1.00 1.00 1.00 1.00 

Pyrr1,4 491 512 512 531 0.34 0.28 0.14 0.02 

Bmim 495 523 529 531 0.73 0.10 0.06 0.01 

Emim 489 525 531 533 0.28 0.02 0.02 0.01 

a in nm 
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Figure 5.3. Emission spectra of OPPV5, OPPV7, OPPV9, and OPPV13 in (a) 

[Pyrr1,4][Tf2N], (b) [Bmim][Tf2N], and (c) [Emim][Tf2N]. The emission spectra are 

normalized with respect to the emission spectra of the oligomers in THF to show the 

relative degree of quenching. 

 

All of the oligomers exhibited emission quenching when dissolved in ILs. The trend 

observed was that longer chains were quenched more efficiently than the shorter chains. 

Field-induced quenching measurements showed that, at the same applied field, longer 

chains are quenched more than shorter chains due to the stabilization of the free electron-

hole pair state.297 Due to the ionic nature of ILs, ILs could also stabilize the free electron-

hole pair state, and cause the longer oligomers to quench more than the shorter oligomers. 
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To gain greater insight into their phenomenon, the fluorescence lifetimes of the oligomers 

were measured (Table 5.2 and Figure 5.4). 

 

Table 5.2. Fluorescence lifetime of the model oligomers in THF and IL a 

 THF Pyrr1,4 Bmim Emim 

OPPV5 

0.87 (97%) 

4.3 (3%) 

1.9 (70%) 

6.3 (30%) 

1.3 (96%) 

3.7 (4%) 

1.4 (94%) 

4.5 (6%) 

OPPV7 

0.74 (90%) 

2.0 (10%) 

1.6 (68%) 

6.0 (32%) 

0.88 (77%) 

2.0 (23%) 

0.32 (86%) 

2.1 (14%) 

OPPV9 

0.78 (94%) 

4.0 (6%) 

1.2 (75%) 

5.6 (25%) 

0.74 (88%) 

1.7 (12%) 

0.35 (91%) 

2.1 (9%) 

OPPV13 

0.65 (98%) 

5.0 (2%) 

1.0 (78%) 

6.0 (22%) 

0.68 (92%) 

3.9 (8%) 

0.61 (82%) 

4.5 (18%) 

a Fluorescence lifetimes are reported in ns. The number in the parenthesis is the relative 

amplitude of each component. 
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Figure 5.4. Fluorescence lifetime of (a) OPPV5, (b) OPPV 7, (c) OPPV9, and (d) 

OPPV13 in THF, [Pyrr1,4][Tf2N], [Bmim][Tf2N], and [Emim][Tf2N] 

 

In general, oligomers exhibited a longer fluorescence lifetime in IL than in THF. 

The exceptions are OPPV7 and OPPV9 in [Emim][Tf2N], for which the fluorescence 

lifetimes were shorter in the IL than in THF. A longer fluorescence lifetime could be due 

to the formation of excimers. Due to the forbidden transition to the ground state, excimers 

typically have longer fluorescence lifetime. For example, in some cyano-PPV films, the 

fluorescence lifetime is ~5 ns due to the formation of excimers.285,293,294,298,299 

The fluorescence anisotropy (Table 5.3) was calculated by 

  (Eq. 5.6) 
𝑟 =

𝐺𝐼𝑉𝑉 − 𝐼𝑉𝐻

𝐺𝐼𝑉𝑉 − 2𝐼𝑉𝐻
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where 𝐼𝑋𝑌  denotes the fluorescence intensity with 𝑋 -orientation for excitation and 𝑌 -

orientation for detection, and  𝐺(= 𝐼𝐻𝐻/𝐼𝐻𝑉) is a correction factor that corrects for the 

detection efficiencies of the horizontal (𝐻) and vertical (𝑉) orientation.  

 

Table 5.3. Fluorescence anisotropy of oligomers in THF, Pyrr1,4, Bmim, and Emim. 

 THF Pyrr1,4 Bmim Emim 

OPPV5 0.06 0.40 0.31 0.32 

OPPV7 0.16 0.31 0.17 0.25 

OPPV9 0.14 0.20 0.11 0.15 

OPPV13 0.24 0.18 0.18 0.21 

 

As expected, the fluorescence anisotropy increases as the chain length increases in 

THF. Reorientational motions is slower for longer oligomers and, as a result, the 

fluorescence anisotropy increases. However, the opposite trend was observed in ILs. As 

the length of the chain increased, the fluorescence anisotropy generally decreased. The 

decrease in fluorescence anisotropy could indicate that as oligomers becomes more 

compact and smaller as the chain length increases or that intrachain-hopping of the exciton 

is more efficient for the longer chain. Efficient intrachain hopping would cause the 

oligomers to emit from a different segment of the chain than the segment that was excited. 

As a result, the fluorescence anisotropy would decrease. 

Before presenting the results from confocal microscopy, we will summarize the 

trends observed from bulk fluorescent measurements. In ILs, the emission of all the 

oligomers was red-shifted and quenched, and the fluorescence lifetimes were generally 
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longer. As the length of the chain increased, the emission of each molecule was 

increasingly quenched, and the fluorescence anisotropy decreased. 

 

5.3.2 Confocal Microscopy 

Next, we examined the oligomers using confocal microscopy, a single-molecule 

spectroscopic technique. Due to the background fluorescence from imidazolium based ILs, 

only results for pyrrolidinium ILs are presented. The absorption spectra of imidazolium 

ILs stretches from UV to 500 nm, therefore, the emission from the imidazolium ILs 

overwhelms the emission from polymer at nanomolar concentration. 

The brightness per emitter is reported in Table 5.4. the brightness of the molecule 

can be calculated by multiplying the average intensity with 𝐺(0). 

  (Eq. 5.7) 

At 𝜏 = 0, Eq. 5.1 becomes 𝐺(0) = 1/𝑁. Therefore, multiplying the average intensity by 

𝐺(0) is same as dividing the average intensity by the average number of emitters in the 

focal volume. The counts per emitter for Rhodamine 6G in THF versus in the IL is also 

reported as a control. 

 

Table 5.4. The ratio of brightness (cps) per emitter for rhodamine 6G (R6G) and oligomers 

in THF versus IL. 

 R6G OPPV5 OPPV7 OPPV9 OPPV13 

𝐵𝐼𝐿/𝐵𝑇𝐻𝐹 1.12 0.43 0.31 0.40 0.08 

 

𝐵 (Brightness per molecule) = 〈𝐼〉𝐺(0) =
〈𝐼〉

〈𝑁〉
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As expected, the intensity ratio was close to 1 for rhodamine 6G, which is not 

expected to have different intensities in THF versus in an IL. Similar to the trends observed 

in bulk emission spectra, as the length of the polymer increases, greater quenching was 

observed. Furthermore, with the exception of OPPV9, the amounts of quenching were 

similar between the bulk emission spectra and confocal measurement. From the bulk 

emission spectra, the intensity ratios of IL versus THF were 0.34, 0.28, and 0.02 for OPPV5, 

OPPV7, and OPPV13, respectively, while the intensity ratios from confocal were 0.43, 

0.31, and 0.08 for OPPV5, OPPV7, and OPPV13, respectively. The agreement between 

confocal measurements and bulk emission spectra indicate that the oligomers behave 

similarly at high and low concentration. This is important, because it showed that there was 

no concentration-dependent aggregation. For some solvents, oligomers aggregate at higher 

concentration due to unfavorable solvent-oligomer interactions. 

 

5.3.3 Fluorescence Correlation Spectroscopy (FCS) 

The normalized FCS curves for oligomers in THF and IL are shown in Figure 5.5. 

 

 

Figure 5.5. The normalized FCS curves for model oligomers in THF versus in the IL. 
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The shapes of the FCS curves in the IL are similar to that in THF. The IL FCS 

curves looked like the THF FCS curves but shifted horizontally. The similarity in shapes 

suggests that either the oligomers are not aggregating, or the aggregates formed have a very 

narrow size distribution. An example of how aggregates of varying sizes change the shape 

of the FCS curve is shown below in Figure 5.6. OPPV13 forms aggregates of varying sizes 

in a mixture of acetonitrile and THF. When there were aggregates of varying sizes, the FCS 

curves exhibit a multi-component decays. Another indication was the relative decay rate. 

Even though acetonitrile and THF have similar viscosity, the FCS curve for 

acetonitrile/THF mixture decays much more slowly than the FCS curve for THF. 

 

 

Figure 5.6. FCS curves of OPPV 13 in THF, MeCN/THF mixture, and IL. 

 

As discussed in the experimental methods section, if the dimension of the focal 

volumes and hydration radius stay constant, an increase in viscosity should shift the FCS 

curves horizontally, and the FCS curves can be compared using 
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  (Eq. 5.8) 

where 𝜂𝑇𝐻𝐹  and 𝜂𝐼𝐿 are the viscosities of THF and IL, respectively, and 𝑅𝑇𝐻𝐹 and 𝑅𝐼𝐿 are 

the hydration radius of the oligomers in THF and IL, respectively. Table 5.5 shows the 

ratio that gives the best fit of the FCS curves. 

Past studies showed that due to the ionic nature of ILs, the Stokes-Einstein relation 

may not hold.300 Therefore, Rhodamine 6G and Nile Red, which should have the same 

hydration of radius in THF and IL, were included as control. At 25°C, the reported viscosity 

of THF and [Pyrr1,4][Tf2N] are 0.48 and 85 mPa s, respectively,301 which gives a viscosities 

ratio, 𝜂𝐼𝐿/𝜂𝑇𝐻𝐹, of 180. Using the reported viscosity ratio, the hydration radius ratios are 

1.07 and 0.85 for R6G and NR, respectively. As expected from Stokes-Einstein relation, 

since the hydration radius of R6G and NR should not differ significantly between THF and 

IL, the ratios are close to 1. Overall, the ratios for R6G and NR showed that the Stokes-

Einstein relation holds fairly well when comparing THF and the IL. Therefore, we could 

use the ratio to determine the size of the oligomers in IL versus in THF. 

 

Table 5.5. The ratio of the product of hydration radius and viscosity that gives the best fit. 

 R6G Nile Red OPPV5 OPPV7 OPPV9 OPPV13 

𝑅𝐼𝐿𝜂𝐼𝐿

𝑅𝑇𝐻𝐹𝜂𝑇𝐻𝐹
 190 150 79 84 77 36 

𝑅𝐼𝐿

𝑅𝑇𝐻𝐹
 𝑎 1.07 0.85 0.45 0.47 0.44 0.20 

a Assuming 𝜂𝑇𝐻𝐹/𝜂𝐼𝐿 = 180 

 

𝐺𝑇𝐻𝐹(𝜏) = 𝐺𝐼𝐿 [ 
𝑅𝑇𝐻𝐹𝜂𝑇𝐻𝐹

𝑅𝐼𝐿𝜂𝐼𝐿
 𝑡] 
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For the oligomers, the ratios of the hydration radii are all less than 1. This suggests 

that the oligomers are unlikely to form large aggregates that are more than 10x or 20x the 

size of a single chain. This also suggests that the oligomers undergo a morphology change 

and became more compact in the IL. The decrease in hydration radius could be caused by 

either the collapse of the octoxy- substituent or the collapse of the phenylene vinylene 

backbone. 

To estimate the effect of folding the alkoxy substituents on the hydration radius, 

the radii of gyration for two conformations of OPPV5 were calculated. The radius of 

gyration is numerically similar to the hydration radius. Therefore, it can be used as an 

estimate of hydration radius.302 The radius of gyration was calculated as follow 

  (Eq. 5.9) 

where 𝑟𝑖 is the position of the ith atom and 𝑟mean is the average position of all atoms. Figure 

5.7 shows the two conformations used in the calculation. In Fig. 5.7a, the octoxy- 

substituent was fully extended and the alkyl chains were in the anti conformation. In Fig. 

5.7b, the octoxy- substituent was collaped, and the alkyl chains were in the gauche 

conformation. The radii of gyration were 10.0Å and 9.0Å for the extended and collapsed 

conformations, respectively. This suggested that the collapse of the alkyl chains only 

reduced the radius of gyration by 10%, which is less than the 50% reduction observed in 

FCS measurements. Furthermore, although the effect of collapsing the sidechains becomes 

less significant as the length of the backbone increases, the reduction in hydration radius 

increases as the length of the oligomer increases. Therefore, the decrease in hydration 

radius is likely caused by the collapse of the oligomer backbone, and not of the alkoxy 

substituent. 

𝑅𝑔
2 =

1

𝑁
 (𝑟𝑖 − 𝑟mean)

2

𝑖
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Figure 5.7. The (a) extended and (b) collapsed conformation of OPPV5 

 

5.4. Discussion 

We will summarize the findings from bulk and single-molecule spectroscopy 

measurements, and speculate on the morphology of the oligomers in ILs. Due to 

background fluorescence, single-molecule spectroscopy measurements with [Bmim][Tf2N] 

and [Emim][Tf2N] were not available, therefore, this discussion will be based on the results 

of [Pyrr1,4][Tf2N]. However, as the trends observed with fluorescence were similar between 

the three ILs, the conclusions drawn from [Pyrr1,4][Tf2N] are likely also applicable to 

[Bmim][Tf2N] and [Emim][Tf2N]. 

First, average intensity measurements obtained from bulk emission spectra and 

confocal microscopy showed that the amount of quenching in [Pyrr1,4][Tf2N] is similar at 

both high and low concentration. Therefore, we can safely assume that the chain 

conformations of the oligomers at high concentration are same at low concentration. 
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Next, control experiments with R6G and NR showed that the Stokes-Einstein 

relation holds when comparing the FCS curves of THF and the ILs. With that, the FCS 

measurements show that the hydration radii of the oligomers are smaller in ILs than in THF. 

Moreover, as the length of the chain increases, the reduction in hydration radius increases. 

MD simulations show that the length scale of the polar/nonpolar domain for 1-butyl-3-

methylimidazolium hexafluorophosphate is 12Å, which is significantly smaller than the 

fully extended oligomers. Using average bond length, the estimated lengths of the 

oligomers are 30Å, 43Å, 56Å, 83Å for OPPV5, OPPV7, OPPV9, and OPPV13, 

respectively. To minimize the unfavorable oligomer-polar region interactions, oligomers 

prefer a morphology that increase the favorable oligomer-oligomer and oligomer-nonpolar 

region interactions. Due to the short length of the oligomer chain backbones, self-collapse 

of the chain as observed in MEHPPV, is unlikely. The more likely scenario is that the 

oligomers formed compact, ordered small aggregates. The polar and nonpolar regions 

likely prevent formation of large aggregates and force the size distribution of the aggregates 

to be narrow. Synthesis of nanoparticles in ILs has shown similar effects.303–307 

The small aggregate model also explains the trends observed in fluorescence 

anisotropy and the hydration radius. With longer chains, the aggregates will have to 

compact more densely to reduce unfavorable interactions. Therefore, as chain length 

increases, the reduction in hydration radius decreases and fluorescence anisotropy also 

decreases. 

Considering the increase in fluorescence lifetime and the red-shift in emission 

spectra, the aggregates formed could be excimers. Excimers have long radiative lifetime 

and weak oscillator strength due to the forbidden nature of the transition to the ground state. 
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Excimers are also typically lower in energy, which explains the red-shift observed in 

emission spectra. However, emissions from excimer are typically unstructured, due to the 

unbound nature of the ground state.296,285,293,294,298,299 While the emission of OPPV9 could 

potentially be viewed as unstructured. The emission spectra of the other oligomers are 

clearly structured. 

Another possible model is a two-state model, the core-shell model.308–315 In the 

core-shell model, the densely-packed core is surrounded by less densely packed shell. The 

shell gives the structured emission similar to the emission of a single chain. In this model, 

the red-shift observed in this emission can be attributed to solvatochromism. However, 

unlike other two-state models, the emission from the core is not observed, and the two-

state model cannot explain the increase in fluorescence lifetime observed. 

The last model to consider is the H-aggregate and J-aggregate model developed by 

Kasha and Davydov.316,317,318  When the chains in the aggregate are strongly interacting, 

the absorption spectra will be split into two bands, corresponding to the H-aggregate and 

J-aggregate. If the aggregates formed are primarily H-aggregates, in which the transition 

moments are aligned out-of-phase, the transition to the ground state is forbidden, and 

emission is quenched. However, the H-aggregate model does not explain the red-shift 

observed in the emission spectra. 

 

5.5. Conclusion 

In summary, from the reduction in hydration radius and the relative length of the 

oligomers versus nonpolar regions in ILs, we speculate that the oligomers form small 

compact aggregates. The size of the polar and nonpolar regions in ILs limit the size of the 
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aggregates formed, and create a narrow size distribution of aggregates. We considered 

three different aggregation models (excimers, core-shell, and H-aggregate) to explain the 

changes observed in fluorescence lifetimes and emission spectra. However, none of the 

models can adequately explain all the observations. 

With respect to applications of conjugated polymers in ILs, the significant 

quenching observed is a disadvantage. However, if the quenching is due to the aggregation 

of the conjugated polymers, ILs with longer alkyl chains and larger nonpolar domain would 

likely reduce the number of aggregates formed, and, therefore, reduce the quenching 

observed. 
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Chapter 6. Phase Separation using Supported Polymeric Ionic Liquids 

6.1. Introduction 

Recently, polymeric ionic liquids (PIL) have attracted interest in several areas, and 

many different methods for synthesizing PILs have been published.319–333 In addition to 

being ILs, PILs offer additional structural support. In material science, PILs have been used 

in thermoresponsive materials, and anion-sensitive materials.334–343 For synthesis, PILs 

have been used as catalysts, support for catalysts, and surfactant for synthesis of 

nanoparticles.344–348 In energy storage and fuel cells, PILs have been used in synthesis of 

conductive polymer, dye-sensitized solar cells, lithium ion batteries, and electrochemical 

actuators. 349 – 353  Last, PILs have also been used for CO2 capture and separation and 

absorption, such as chromatography and microextraction of pollutants, metal ions, and 

proteins.354–361 

Although PILs have been used in a variety of areas, researches to understand PILs 

have been limited. The structure of PILs and their interactions within themselves and with 

other molecules are not well understood. For example, the PILs have been successfully 

incorporated in lithium batteries, that are chemically and thermally stable. However, 

choosing the right combination of PILs and ILs is difficult. With simulation and better 

understanding of the interactions between PILs and ILs and with the electrodes, selecting 

the right combination will become easier. 

One of the difficulties with simulations involving PILs is the demand of 

computational power and time. With the number of atoms in PILs, molecular dynamics 

(MD) simulation with an all-atom description is slow and demands a lot of computational 

power. Below, we developed a coarse-grained description for ILs and PILs. The coarse-
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grained description cuts the number of atoms in the system by half, and decrease the 

amount of time by a factor of four. Furthermore, we showed that the IL and PIL structure 

simulated with the coarse-grained model is similar to that obtained from an all-atom model. 

The coarse-grained model was also used to show that block copolymer with PILs 

can be used to create microstructure by separating a mixture of water and hexane. These 

materials have been incorporated into electrochemical devices, such as lithium batteries. 

Elabd et al. used the block copolymers as the electrolyte and the separator for lithium 

batteries.362,363 They also showed that these block copolymers form microphase-separated 

morphology, and have higher ion conductivity than batteries with ILs as electrolytes.329,364 

Using coarse-grained model, we showed that the microphase morphology of block 

copolymers with PILs can be used to form nanometer-scale aqueous and organic layers. 

 

6.2. Simulation Methods 

In molecular dynamics, electrons and quantum mechanics are ignored. All motions 

in the simulation are governed by Newton’s classical mechanics and follow Newton’s 

equations of motion.  Atoms are modeled as soft spheres, bonds and bond angles are 

modeled as springs, and dihedral angels are modeled by periodic functions. Potential 

energy can be separated into the bonded potentials and nonbonding interactions. 

 𝐸𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 + 𝐸𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑖𝑛𝑔 (Eq. 6.1) 
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where 𝑘𝑖𝑗 , 𝑘𝑖𝑗𝑘 , 𝐶𝑛,𝑖𝑗𝑘𝑙 ,  and 𝜖𝑖𝑗𝜎𝑖𝑗 are force field parameters, 𝑟𝑖𝑗,0 and 𝜃𝑖𝑗𝑘,0 are the optimal 

bond length, bond angle, and dihedral angle, respectively, 𝑟𝑖𝑗 is the distance between ith 

and jth particles, and 𝑞𝑖, 𝑞𝑗 are the charges of the ith and jth particles. In order to speed up 

the simulations, coarse-grained force field parameters were developed based on the all-

atom force field developed by Lopes et al365,366 and OPLS-AA.367 For the coarse-grained 

model, hydrogen atoms are combined with the nearest atom. Therefore, –CH3, –CH2–, and 

–CH– are modeled as a single sphere. The partial charge of the sphere is the sum of the 

partial charges of the combined atoms. Parameters related to bond angle and bond length 

are unchanged, i.e. the parameters for the central atom is used for the new sphere. However, 

the parameters for dihedral and Lennard-Jones parameter had to be adjusted. The new 

parameters are presented in Table 6.1, and the atom names are shown in Fig. 6.1. 

 

 

Figure 6.1. Atom names for the coarse-grained model 
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Table 6.1. Forcefield parameters for the coarse-grained imidazolium cation.  

Lennard-Jones Potential and Charges 

Atom Charge 𝜎 (nm) 𝜖 (kJ mol–1) 

CR 0.08 0.355 0.292880 

N 0.15 0.325 0.711280 

CA 0.10 0.350 0.292880 

CM 0.2 0.380 0.276114 

C1 0.09 0.365 0.276114 

C2 0.13 0.365 0.276114 

CS 0.00 0.365 0.276114 

CT 0.00 0.380 0.276114 

Dihedral Potential 

Dihedral C0 C1 C2 C3 C4 C5 

C-C-C-C -30 0 60 -60 0 0 

N-C-C-C -80 0 15 -15 0 0 

 

Fig. 6.2 shows the distributions of the dihedral angles for the all-atom simulations 

and the coarse-grained simulations for 1-butyl-3-methylimidazolium hexafluorophosphate, 

[Bmim][PF6]. PF6 was also simulated using a coarse-grained description. 368 The 

distribution of the coarse-grained model matched the distribution of the all-atom model 

fairly well. The coarse-grained model was not able to match the distribution of the gauche 

conformation well, because the Lennard-Jones potential of the sphere pushed the spheres 

apart. 
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Figure 6.2. Distribution of dihedral angels for all-atom and coarse-grained for 

[Bmim][BF6]. (a) The dihedral angle for N-C-C-C of the butyl chain. (b) The dihedral 

angle for C-C-C-C of the butyl chain. 

 

Figures 6.4 and 6.5 show the radial distribution function of the all-atom model and 

coarse-grained model for [Bmim][PF6]. Figure 6.3 shows the atom name for the radial 

distribution function. Figures 6.4 and 6.5 show that the structure of the coarse-grained IL 

matched the all-atom IL fairly well. Some small differences were observed, such as the 

radial distribution of P around P (Fig. 6.5), but those differences were expected, due to 

approximation of an octahedron with a sphere. 
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Figure 6.3. Atom names for coarse-grained [Bmim]. 
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Figure 6.4. Radial distribution of C10 (the last carbon in the butyl chain) around all other 

atoms. 
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Figure 6.5. The radial distribution of the coarse-grained PF6 around all other atoms. 

 

Since radial distribution functions only showed pair distribution, the structure of 

the coarse-grained IL was also examined by simulating graphene-IL supercapacitor. The 

number density and charge density of the all-atom IL and coarse-grained IL were compared. 

(Figures 6.6 and 6.7). The simulation system consisted of 256 ion pairs of 1-ethyl-3-

methylimidazolium tetrafluoroborate, [Emim][BF4], sandwiched between 2 parallel 

graphene electrodes. The graphene electrodes, separated by 6.6 nm, were modeled as two 

rigid, flat graphene sheets with area 3.396 × 3.431 nm2. The electrodes were uniformly 

charged by changing the partial charges of the carbon atoms so that the surface charge 



150 

 

densities were ±0.43 𝑒/nm2. The graphene plate at 𝑟 = 3.3 nm was charged negatively, 

and the graphene plate at 𝑟 = −3.3 nm was charged positively. The ILs were described 

using the coarse-grained model. After annealing from 700K, the production run was 10 ns 

long at 350 K. 

 

 

Figure 6.6. Number densities of (a) cation, [Emim], and (b) anion, [BF4]. 
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Figure 6.7. Charge densities for (a) cation + anion, (b) cation, and (c) anion. 
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Number densities showed that the structures of the ILs were similar between the 

all-atom model and the coarse-grained model. The coarse-grained model was able to 

capture the structure of the first few layers near the electrodes fairly well. The biggest 

difference between the two models was that the anion is more structured for the coarse-

grained model. For example, near 𝑟 = 0 nm for anion, the anion structure had a large 

amplitude for the coarse-grained model. Charge densities also showed that the coarse-

grained model was more structured than the all-atom model. The charge densities for all-

atom model were flat around 𝑟 = 0 nm, but the coarse-grained model showed fluctuations. 

The charge densities also showed the main drawback of coarse-grained model, the loss of 

detail. For example, the all-atom charge density of anion near the positive electrode (𝑟 =

−3.3 nm) had 3 peaks, 2 negative peaks and 1 positive peak, but the coarse-grained charge 

density only had 1 negative peak. The difference was due to combining the fluorine atoms 

and phosphorus atoms. The 2 negative peaks in the all-atom charge density were due to the 

negatively charged fluorine atoms, and the positive peak was due to the positively charged 

phosphorus atom. With coarse-grained model, this detail was lost, and only one negative 

peak was observed. Overall, the graphene-IL supercapacitor showed that the coarse-

grained model captured the general structure of IL fairly well. 

With coarse-grained model, the dynamics are faster than the all-atom model. To 

adjust for the different in dynamics, the temperature of the coarse-grained model has to be 

multiplied by a temperature factor to get the temperature of the all-atom model. To find the 

temperature factor, the diffusion constant of [Bmim][PF6] at several different temperatures 

were calculated (Figure 6.8). Comparison of the diffusion constants showed that the 

correction factor for the temperature is 1.4, i.e. 



153 

 

 𝑇all-atom = 1.4 × 𝑇coarse-grained (Eq. 1) 

 

 

Figure 6.8. Diffusion constants of (a) [Bmim] and (b) [BF4] using coarse-grained model 

and all-atom model. 

 

Lastly, to show that the coarse-grained model is able to capture the structure of the 

polymeric IL. The end-to-end distance and radius of gyration for a polymeric IL were 

compared. The structure of the polymeric IL is shown in Scheme 6.1. The polymer 

consisted of a ethene backbone. The R group attached to the backbone is an imidazolium 

attached to a benzene ring. To compare the structure of the polymeric ILs, a chain with 

𝑛 =20 is solvated with 580 [Emim][Cl] ion pairs. After annealing from 700 K, 10 ns at 

350 K was simulated. 
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Scheme 6.1. Structure of polymeric anion. 

 

 

Figure 6.9. End-to-end distance for the polymeric IL with all-atom model and coarse-

grained model.369 
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Figure 6.10. Radius of gyration for the polymeric IL with all-atom model and coarse-

grained model.369 

 

Both the distribution of the end-to-end distance and the distribution of the radius of 

gyration showed that the coarse-grained description of the polymeric IL was slightly 

smaller than all-atom description. With the coarse-grained description the backbone of the 

polymeric IL is less extended than the all-atom description. However, the difference was 

only about 10%, therefore, the coarse-grained description is still an adequate model for the 

polymeric IL. 

The rest of the chapter will describe the use of the coarse-grained model to simulate 

block copolymer of polymeric IL for phase separation. The structure of the block 

copolymer is shown in Scheme 6.2. The block copolymers are attached to a graphene plate 

with area 4.2 × 4.2 nm2. The block copolymers were solvated in water-hexane mixture, 

and the counterion for copolymer B is BF4–. Another graphene plate is used to keep the 

solvent molecules from escaping. The simulation details of the 6 systems are summarized 

in Table 6.2. 
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Scheme 6.2. Structure of the block copolymer. 

 

Table 6.2. Simulation details of the block copolymers. 

 Polymer # of water # of hexane # of BF4 

4NPN 4 A15B15A15 1114 305 60 

2NPN/2PNP 

2 A15B15A15 

2 B15A15B15 

1834 251 90 

2NPN/2NNP 

2 A15B15A15 

2A15A15B15 

1271 348 60 

2PNN/2PPP 

2 B15A15A15 

2 B15B15B15 

2760 189 120 

NPN 1 A15B15A15 1567 498 15 

PNP 1 B15A15B15 3579 212 30 

 

The ratio of water to hexane molecules were calculated such that the volume ratio 

of water to hexane matches the ratio of copolymer B to copolymer A. For example, in NPN, 

the volume ratio of water to hexane was 1:2, while in PNP, the volume ratio of water to 
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hexane was 2:1. Each system was annealed from 800 K, and the production runs were 10-

ns long at 300 K. 

 

6.3. Results and Discussion 

6.3.1. Structure 

First, we will look at the structure of the block copolymer and the number density 

of the hexane and water in the simulation box. Figure 6.11 shows snapshots of 4NPN and 

NPN. With the block copolymers attached to the graphene plate, the water-hexane mixtures 

separated into three different layers, instead of just two layers (water and hexane). The 

block copolymers created a 3-nm layer of water in between the hexane layers. For both 4 

NPN and NPN, where the polymers are 3 nm and 6 nm apart, respectively, the water-

hexane mixture separated into the 3-layer structure. It is important to note that water and 

hexane molecules were randomly distributed throughout the box before the systems were 

annealed. Water and hexane molecules separated throughout the annealing and 

equilibration processes. To look at the distribution of water and hexane molecules in the 

simulation box. The number densities along the z-axis are plotted in Fig. 6.12. 
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Figure 6.11. Snapshots of 4NPN (a, b) and NPN (c, d). Green – copolymer A (without 

IL). Purple – copolymer B (with IL). Red/white – water. Green/gray – hexane. 
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First, we will look at 4NPN and NPN (Figure 6.12a and 6.12e). These two systems 

showed the most rigid and regular structures. With these two structures, the mixtures 

separated into three layers. Starting from the graphene plate with the polymers attached, 

the first two nanometer was a layer of hexane, then a 3-nm water layer, and finally a hexane 

layer. The layers where water and hexane mixed were only 0.5-nm thick for these two 

systems. 

Next, we will look at systems with different order of copolymers and see if these 

systems helped water and hexane mix. First, we will look at 2NPN/2NNP (Figure 6.12c). 

With these two polymers, if the polymers were fully extended, the first layer will only have 

copolymer A, and the next two layers will have a mix of copolymer A and copolymer B. 

However, the first two layers of NNP polymer collapsed, and the third segment of NNP 

polymer lined up with the second segment in the NPN polymer. As a result, the water-

hexane mixture separated into three layers. A 3.5-nm layer of water was sandwiched 

between two layers of hexane. Unlike 4NPN and NPN, the number density of water was 

not symmetric. In the region between 𝑧 = 2 nm and 𝑧 = 3 nm, the density of copolymer B 

was higher than the density of the solvents. With 4NPN and NPN, the number densities of 

the solvent (water or hexane) were always higher or equal to the number densities 

copolymers, which meant that the copolymers were well solvated. With 2NPN/2NNP, the 

region between 𝑟 = 2 nm and 𝑟 = 3 nm had higher density of the copolymer than the 

solvent. 

Next, we will look at 2NPN/2PNP and 2PNN/2PPP (Figure 6.12b and 6.12d). With 

these polymers, the polymers cannot collapse or shift like 2NPN/2NNP, and as a result, 

some mixing of water and hexane was observed. For 2NPN/2PNP, the regions between 
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𝑟 = 0.5 nm and 𝑟 = 2.5 nm contained both water and hexane, which were 4 to 5 times 

thicker than the mixing regions observed in 4NPN, NPN, or 2NPN/2NNP. For 2PNN/2PPP, 

a more significant mixing was observed. The regions between 𝑟 = 0.5 nm and 𝑟 = 4.5 nm 

contained both water and hexane, which is 3.5 nm thicker than the 0.5-nm layer observed 

in other systems. In these mixing regions, the number densities of the copolymers were 

higher than the number densities of the solvent, which showed that the copolymers were 

not well solvated due to the unfavorable interactions. 

Lastly, we will look at PNP (Figure 6.12f). For PNP, one would expect to have a 

hexane layer sandwiched by water layers. However, due to the polymers being far apart (6 

nm), the first two layers of the PNP polymer collapsed, and the entire PNP polymer is 

within 2 nm of the graphene plate. As a result, separation of phase was not achieved using 

the polymer. 
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Figure 6.12. Number densities along the z-axis for (a) NPN, (b) 2NPN/2PNP, (c) 

2NPN/2NNP, (d) 2PNN/2PPP, (e) NPN, and (f) PNP. 
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6.2.1. Dynamics 

We will examine the diffusion along the xy-plane for the 6 systems. The diffusion 

constant along the xy-plane, 𝐷𝑥𝑦 is tabulated in Table 3. The xy-plane diffusion constant 

of water for systems with 4 polymers attached was less than the xy-plane diffusion of pure 

water. For example, for 4NPN, the diffusion constant is a third of that for pure water. When 

the density of the copolymer decreased, the diffusion constant of water increased. For 

example, for NPN, the diffusion constant of water was same as that of pure water. 

Surprisingly, the diffusion constant of hexane was not affected by the presence of the 

polymers. This means that hexane is not interacting as strongly with the copolymer as water. 

Water, on the other hand, formed strong hydrogen bonding with the imidazolium 

hydrogens and BF4 anion, which is reflected in the decrease in diffusion constant. 

 

Table 6.3. 2D diffusion constant of water and hexane. 

 𝐷𝑥,𝑦(water) a 𝐷𝑥,𝑦(hexane) a 

Pure water/hexane 1.12 × 10−5 3.91 × 10−5 

4NPN 4.25 × 10−6 3.56 × 10−5 

2NPN/2PNP 6.59 × 10−6 4.11 × 10−5 

2NPN/2NNP 7.80 × 10−6 3.98 × 10−5 

2PNN/2PPP 8.18 × 10−6 3.52 × 10−5 

NPN 1.24 × 10−5 5.08 × 10−5 

PNP 1.23 × 10−5 3.53 × 10−5 

a in cm2/s 
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6.4. Conclusion 

Micro-phase-separation was achieved with block copolymers attached to a 

graphene plate. With 15-repeating units of each copolymer, water-hexane mixture 

separated into three layers with a 3-nm water layer in the middle. This structure held even 

when the distance between the copolymers increased from 3 nm to 6 nm. 

On the other hand, when different copolymers occupy the same region in the z-axis, 

the polymers forced water and hexane to mixed. However, due to the unfavorable 

interactions, those regions had more copolymers than solvents, which indicated that the 

copolymers were not well-solvated. 
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