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Abstract

Two-dimensional (2D) systems are the hatcheries of novel phenomena in condensed
matter physics. For example, in graphene and transition metal dichalcogenides, the
electronic behavior near the Fermi level is described by a 2D Dirac fermion model,
which is the origin of many interesting Berry phase effects; recent studies for 2D
ferromagnetic insulators such as CrI3 revealed a series of novel optical and transport
phenomena. The excitations in 2D systems manifest completely different properties
compared to unconstrained free excitations in three-dimensional systems.

The excitations of interest in this thesis include electrons, excitons, phonons and
magnons. We explain the nontrivial properties of these excitations in 2D systems
from a topological point of view. We first show that we can construct electronic
Chern insulators using graphene-hexagonal Boron Nitride superlattices. An effective
mass theory for the conduction band electrons is derived using the Foldy-Wouthuysen
(FW) transformation, the band projection method and the wave packet theory. This
effective mass theory demonstrates how the Berry curvature distinguishes 2D Bloch
band systems from free electron systems. Secondly, we show that the interaction
between magnons and phonons can generate Berry curvatures, which can lead to
the thermal Hall effect for magnon-phonon hybrid excitations even when the isolated
magnon and phonon systems do not show thermal Hall effect separately. We also
provide an analytical expression for the thermal Hall conductance as a function of
the Berry curvature using the wave packet theory which is confirmed by the linear
response theory. Finally, we unveil the importance of another topological number, the
winding number. We found that the angular momenta of the bright exciton states
in chiral fermion systems are determined by the winding number and the crystal
symmetry. Based on our theory, we propose two chiral fermion systems capable
of hosting dark s-like excitons: gapped surface states of a topological crystalline
insulator with C4 rotational symmetry and biased 3R-stacked MoS2 bilayers.
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Chapter 1

Introduction

Since the discovery of monolayer graphene in 2004 [5], 2D systems have attracted
tremendous attention in recent studies. Graphene is a 2D metallic system with an
ultrahigh electron mobility [6]. The discovery of graphene is followed by the fabri-
cation of the first 2D semiconductor, monolayer MoS2 in 2005 [7]. Monolayer MoS2

has a direct band gap within the visible frequency range [8, 9], which makes it a
good candidate to conduct optoelectronic studies. In 2017, the first 2D ferromagnetic
insulator, monolayer CrI3 is discovered [10]. It has a ferromagnetic ground state with
spins aligned perpendicular to the 2D plane. The eruption of discoveries in recent
years have unveiled a large landscape of 2D systems.

2D systems demonstrate unique properties due to the reduced dimensionality. As
a consequence of the reduced dimensionality, the screening effects in 2D systems are
weakened, thus many-body interactions are more prominent. For example, strong
exciton effects have been observed in MoS2 [11–13]. Moreover, compared to three
dimensional systems, 2D systems are easier to be tuned by a gate voltage. One
example is the tunable energy gap in the gated bilayer graphene [14]. In addition,
stacking multiple layers of 2D materials on top of each other gives rise to van der Waals
heterostructures [15]. These heterostructures have demonstrated emergent properties
that are unseen in single layer systems, such as long-lifetime interband excitons where
Bose-Einstein condensation can be realized [16, 17]. Furthermore, different twisting
angles between layers with similar crystal structures lead to Moiré patterns with
diverse properties. Recent studies have realized the superconducting state [18, 19]
and the Mott insulator state [20] in the Moiré patterns formed by graphene layers.

Among the garden variety of novel phenomena in 2D systems, many of them are
governed by the topological properties of the materials. The Berry phase of π around
the Dirac point in graphene is responsible for the Landau level with zero energy [21];
Berry curvature leads to an anomalous velocity perpendicular to the driving force
and generates the Hall current [1, 22]; the nonzero Chern number in 2D electronic
systems gives rise to robust edge states crossing the band gap [23] and quantized
Hall conductance [24–26]. Topology is a powerful tool to study condensed matter
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problems and is expected to solve more mysteries in 2D systems.
In this chapter, I will first provide an introduction to the basic concepts of Berry

phase and Berry curvature. Then I will introduce the wave packet theory, which will
be used to derive the effective single band theory for electrons and the thermal Hall
conductance in the following chapters. Finally, I will introduce three interesting 2D
systems: graphene, transition metal dichalcogenides, and ferromagnetic insulators.
These systems set the stage for the interesting phenomena in the following chapters.

1.1 Basics of Berry Phase

1.1.1 The Origin of Berry Phase

The Berry Phase originates from adiabatic evolutions of quantum systems [27]. Con-
sider a system whose Hamiltonian H(R) depends on a time dependent vector param-
eter represented by R(t) = (R1(t), R2(t), ...). The eigenvalue problem of this system
is given by

H(R)|n(R)〉 = En(R)|n(R)〉 , (1.1)

where |n(R)〉 is the n-th eigenstate with energy En(R). If the parameterR(t) changes
slowly enough, ie., the adiabatic condition

~|〈m(R)|∂tH(R)|n(R)〉| � (En − Em)2 (1.2)

is satisfied, then a system initialized in an eigenstate |n(R(0))〉 will always remain in
the same instantaneous eigenstate |n(R(t))〉 at any time t [28, 29]. Since the phase
degree of freedom of the eigenstates is still unfixed, the wave function of a system
starting from |n(R(0))〉 has the following form:

|ψn(t)〉 = eiγn(t)e−i
∫ t
0 dt
′En(R(t′))/~|n(R(t))〉 . (1.3)

Here the phase factor has two contributions. e−i
∫ t
0 dt
′En(R(t′))/~ is the dynamical phase,

which also exists in systems described by time-independent Hamiltonians. The extra
phase factor eiγn(t) is the geometric phase (the reason of the name will be explained
later). This phase can be calculated by substituting the wave function (1.3) into the
time-dependent Schrodinger equation i∂t|ψn(t)〉 = H(R(t))|ψn(t)〉, which gives

γn =

∫
C
dR ·An(R) , (1.4)

where C is the contour describing the time evolution of R(t) in the parameter space,
and An(R) is the Berry connection defined as

An(R) = i〈n(R)|∂R|n(R)〉 . (1.5)
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Note that the geometric phase γn in Eq. (1.4) is only explicitly related to R while
the time evolution of R(t) is not important. That is why this phase factor is called
the geometric phase.

Earlier belief [30] regards the geometric phase γn as a trivial quantity which can
always be eliminated by a smooth gauge transformation. However, Berry [31] shows
that this is not always possible if R(t) travels in a loop such that |n(R(0))〉 =
|n(R(T ))〉. Under a gauge transformation |n(R)〉 → eiα(R)|n(R)〉, the Berry con-
nection transforms accordingly:

An(R)→ An(R)− ∂Rα(R) . (1.6)

Therefore, the geometric phase transforms into γn → γn + α(R(t)) − α(R(0)). It
appears that we can always make γ = 0 by choosing a gauge transformation which
satisfies α(R(t))−α(R(0)) = γn. However, this is not true if the contour C is a closed
loop. Under this circumstance, |n(R(0))〉 = |n(R(T ))〉 requires that the factor eiα(R)

should be a single valued function, meaning α(R(t)) − α(R(0)) = 2mπ where m is
an integer. Under this constraint, γn is defined up to an integer times 2π and cannot
always be made to 0 by a continuous gauge transformation. The geometric phase
defined on a closed loop given by

γn =

∮
C
dR ·An(R) (1.7)

is known as the Berry phase. A continuous gauge transformation can only change the
Berry phase by 2mπ.

Later in this thesis, we will frequently use a gauge independent quantity related
to the Berry connection which is know as the Berry curvature. In three dimensional
space, the Berry curvature is defined by

Ωn(R) = ∇R ×An(R) ; (1.8)

thus the Berry phase can be written as a surface integral over the Berry curvature

γn =

∫
S
dS ·Ωn(R) , (1.9)

where S is the surface enclosed by the contour C.
The Berry curvature is gauge independent. The gauge independence can be proved

by applying the gauge transformation in Eq. (1.6) to the definition of the Berry
curvature, while it can also be seen in the following equivalent expression for the
z-component of Berry curvature

Ωz
n = i

∑
m 6=n

〈n|∂RxH|m〉〈m|∂RyH|n〉 −m↔ n

(En − Em)2
. (1.10)
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The right hand side of Eq. (1.10) is independent of the gauge choice of the wave
functions |n〉.

In the later discussion for the wave packet theory in Section 1.2, we will show that
the Berry curvature and the Berry connection play a similar role as the magnetic field
and the vector potential in electrodynamics.

Note that the adiabatic condition in Eq. (1.2) must be satisfied in order to have a
well defined Berry phase. One example of the violation of the adiabatic condition is
a system with degeneracies, where the Berry curvature in Eq. (1.10) diverges. In this
case, we need to consider the non-Abelian Berry curvature [32–34], which is beyond
the scope of this thesis.

1.1.2 Berry Phase in Bloch Systems

The Berry phase is a successful tool in understanding a large range of interesting
phenomena in Bloch band systems, such as the quantized adiabatic transport [35]
and the intrinsic Hall effect [24–26]. Later in this thesis, I will show two other appli-
cations of the Berry phase in Bloch systems, including engineering topological Chern
bands (Chapter 2) and the thermal Hall effect of magnon-phonon hybrid systems
(Chapter 3).

We start from an electron in a periodic potential which satisfies V (r) = V (r+a).
According to Bloch theorem [36], the eigenstates for the periodic Hamiltonian have
the following form:

ψnq(r) = eiqrunq(r) , (1.11)

where unq(r) is a periodic function with the same periodicity of the potential V (r)
such that unq(r + a) = unq(r) 1. n is the band index, and q is the wave vector. For
simplicity, we assume that there is no degeneracy in the band structure such that
the band index n is well defined. Note that ψnq(r + a) = eiq·aψnq(r), meaning the
boundary conditions for different q are different, thus the eigenstates ψnq(r) with
different q are not in the same Hilbert space [27]. In order to solve this problem, we
do a unitary transformation to define a q dependent Hamiltonian.

Hq = e−iq·rHeiq·r . (1.12)

The eigenstates of Hq are just unq(r), whose boundary conditions for different q are
the same.

The Berry connection and Berry curvature are defined using unq(r), and are writ-
ten as

An(q) = i〈unq(r)|∂q|unq(r)〉 , (1.13)

and

Ωn(q) = i∇q × 〈unq(r)|∂q|unq(r)〉 . (1.14)

1Note that the form of unq(r) implies a gauge choice.
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Figure 1.1: Schematic plot for the wave packet in the real space (left) and the mo-
mentum space (right). |W (r)| and |w(k)| are the envelope functions in the real space
and momentum space, respectively. Figure is from Ref. [1].

In 2D Bloch systems, we are especially interested in the Berry phase around a
loop enclosing the entire Brillouin zone (divided by 2π):

Cn =
1

2π

∫
BZ

Ωz
n(q) . (1.15)

Since the Brillouin zone is a closed manifold, Cn is an integer known as the Chern
number. The Chern number is a robust topological invariant. It cannot be changed
without closing the band gap [37]. A nonzero Chern number is related to a series of
interesting phenomena such as edge states crossing the band gap [23] and quantized
Hall conductance [24–26].

1.2 Wave Packet Theory

The wave packet theory provides a semi-classical single electron picture to describe
the motion of electrons in a Bloch band systems with smoothly varying external
potentials. In the wave packet theory, electrons are described by a wave packet
centered around rc in the real space and qc in the momentum space (see Fig. 1.1).
The task is deriving the equation of motion for rc and qc under a slowly varying
external potential. Note that we will set ~ = 1 in future discussions.

We first construct the wave function of the wave packet. Consider a general form
of the Hamiltonian

H[r,p; β1(r, t), ..., βr(r, t)] , (1.16)

where βi(r, t) are parameters that describe the external potential. Note that r and p
are operators. Suppose the external potential changes slowly in the space, such that
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it barely changes within the spread of the wave packet. Under this approximation,
the Hamiltonian felt by a wave packet centered at rc is given by

H = Hc +
∑
i

∂βiHc∂rcβi · (r − rc) +O(∂2
rcβi(r − rc)

2) , (1.17)

where Hc = H[r,p; β1(rc, t), ..., βr(rc, t)] is the local Hamiltonian where the external
potential is represented by its value at the center of the wave packet. For slowly
varying potentials, only the first order expansions of βi(rc, t) are kept in the first order
wave packet theory. Since βi(rc, t) are numbers rather than operators, the eigenstates
of the local Hamiltonian are still Bloch wave functions. The wave function of the n-th
band with momentum q and energy Ec,n(rc, q, t) is given by

Hc|ψnq(rc, t)〉 = Ec,n(rc, q, t)|ψnq(rc, t)〉 . (1.18)

The wave packet of the n-th band 2 is formed by a linear combination of the Bloch
states |ψnq(rc, t)〉, which is given by

|Ψn〉 =

∫
dq3w(q, t)|ψnq(rc, t)〉 =

∫
dq3w(q, t)eiq·r|unq(rc, t)〉 , (1.19)

where w(q, t) is the envelope function and |unq(rc, t)〉 is the periodical part of the
Bloch function.

The wave packet center rc and qc are given by the envelope function. qc is simply
the center of the envelope function

qc =

∫
dq3q|w(q, t)|2 . (1.20)

The wave packet center in real space is given by rc = 〈Ψn|r|Ψn〉. Simple derivation
shows that [1, 22]

rc = ∂qcγc + i〈unqc |∂qc|unqc〉 , (1.21)

where γc(t) = γ(qc, t) is the phase of the envelope function and is defined by w(q, t) =
|w(q, t)|e−iγ(q,t).

The equation of motion for rc and qc can be derived from the Lagrangian

L = 〈Ψn|i
d

dt
−H|Ψn〉 . (1.22)

After some coarse-graining approximations which can be found in Ref. [1, 22], the
Lagrangian takes the form of

L ≈ −E + qc · ṙc + q̇c · i〈un|∂qc|un〉+ ṙc · i〈un|∂rc |un〉+ i〈un|∂t|un〉 , (1.23)

2Here we assume that the bands have no degeneracy such that band indices are well defined.
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where
E = Ec,n(rc, qc, t)− Im〈∂rcun| · (Ec,n −Hc)|∂qcun〉 . (1.24)

With the wave packet Lagrangian in Eq. (1.23), one can derive the equation of motion
using ṙc = ∂qcL and q̇c = −∂rcL which gives

ṙc = ∂qcE −Ωqr · ṙc −Ωqq · q̇c + Ωtq , (1.25)

q̇c = −∂rcE + Ωrr · ṙc + Ωrq · q̇c + Ωtr , (1.26)

where
Ωqαqβ = 〈∂qαu|∂qβu〉 − 〈∂qβu|∂qαu〉 (1.27)

is simply the Berry curvature, and Ωrr, Ωqr, Ωtr, Ωtq are defined in the same way.
As an application, consider a wave packet in the electromagnetic field. The Hamil-

tonian takes the form of

H = H0(q + eA(r, t))− eφ(r, t) , (1.28)

where A is the vector potential, φ is the scalar potential, and H0(q) is the momentum
dependent Bloch Hamiltonian defined in Eq. (1.12). Define the mechanical momen-
tum

k = q + eA(rc, t) . (1.29)

Then the energy term in Eq. (1.24) becomes the Bloch band energy modified by the
orbital magnetization energy and the electrostatic energy:

E = Ec,n(kc, t)− eφ(r, t)−M ·B , (1.30)

where B is the magnetic field, and the orbital magnetization is given by

M = eIm〈∂kcun| × (Ec,n −Hc)|∂kcun〉 . (1.31)

Here we have used ∂qc = ∂kc , ∂rc = e∂rcA · ∂k and B = ∇ × A. Using similar
calculations, the Lagrangian can be simplified as

L =− E + kc · ṙc − eA · ṙc + k̇c · i〈un|∂kc |un〉
=− E + kc · ṙc − eA · ṙc + k̇c ·An(kc) .

(1.32)

Notice that the last term is rewritten using the Berry connection An. Since the Berry
connection and the vector potential enters the Lagrangian in the similar way, some-
times An is regarded as the vector potential in the momentum space, and the Berry
connection which is given by Ωn = ∇ ×An is the magnetic field in the momentum
space [38].

Using the Euler-Lagrangian equation, the equation of motion for the wave packet
in the magnetic field is given by

ṙc = ∂kcE − k̇c ×Ωn(kc) , (1.33)
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k̇c = −eE − eṙc ×B , (1.34)

where E = −∇φ is the electric field. The equation of motion also demonstrates the
similarity between the magnetic field and Berry curvature. Notice that the second
term in Eq. (1.33) can contribute to a velocity term that is perpendicular to the
direction of E. This term is called the anomalous velocity and can contribute to the
thermal Hall effect. Later in this thesis, I will generalize the wave packet theory to
the magnon-phonon coupled system to calculate the thermal Hall conductance.

We point out that the mechanical variables rc and kc are not canonical variables
because of the last two terms in Eq. (1.32). We define canonical position and mo-
mentum variables as k = kc − eA and r = rc − A. It is easy to show that the
Poisson bracket of these canonical variables is given by {ri, kj}Poission = δij. In the
canonical quantization procedure, the commutation relations of canonical operators
satisfy [ri, kj] = iδij and [pcx, pcy] = [rcx, rcy] = 0. On the other hand, the components
of the mechanical variables are non-commutative. In a two dimensional system, the
commutators are given by

[pcx, pcy] = −ieBz , (1.35)

and
[rcx, rcy] = iΩz

n . (1.36)

1.3 Background for 2D Systems

1.3.1 Graphene

Graphene is a single layer of carbon atoms with a 2D honeycomb structure, as shown
in Fig. 1.2(a). The electronic ground state for an isolated carbon atom is s2p2. In
graphene, the sp2 hybridization leads to three hybridized orbitals and one pz orbital.
The symmetry axises of the three hybridized orbitals lie in the graphene plane form
120° angles between each other. Carbon atoms are connected by the σ-bonds formed
by these hybridized orbitals, thus the honeycomb configuration is the direct conse-
quence of the sp2 hybridization. These orbitals are filled and become the valence
bands of the graphene spectrum. On the other hand, the pz orbitals are perpendicu-
lar to the graphene plane and forms π bonds. Since the pz orbitals are half filled, the
electronic properties of graphene near the Fermi level is dominated by the carbon pz

orbitals.
We construct a tight binding model of the pz electrons. Using the nearest neighbor

approximation, the tight binding Hamiltonian is given by [39]

Hg = −t
∑
〈i,j〉

a†ibj +H.c. , (1.37)

where ai and bj are the annihilation operators of electrons on the A and B sublattices
which are denoted in Fig. 1.2(a), and t ≈ 2.8eV is the hopping energy. Since the
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Figure 1.2: (a): The lattice structure of monolayer graphene, (b): the Brillouin zone
showing the high symmetry points. (c): The band dispersion along the symmetry
line Γ−K−M−Γ. The spectrum has the dispersion of massless Dirac fermions near
the degeneracy at the K point.

hopping does not flip spins, spin is a conserved quantity and the spin index is ignored
in Eq. (1.37). The three nearest neighbors vectors are given by δ1 = a(1/2,

√
3/2),

δ2 = a(1/2,−
√

3/2), and δ3 = a(−1, 0), where a is the lattice constant.

In order to derive the band structure of the monolayer graphene, we do a Fourier
transformation to Eq. (1.37), which gives rise to

Hg =
∑
q

(a†q, b
†
q)Hg(q)

(
aq
bq

)
, (1.38)

where aq =
∑

i aie
iq·RAi , bq =

∑
i bie

iq·RBi , and

Hg(q) = t

(
0

∑3
i=1 e

iq·δi∑3
i=1 e

−iq·δi 0

)
. (1.39)
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We are interested in the form ofHg(q) at high symmetry points, as shown in Fig. 1.2(b).
At the corner of the Brillouin zone, K = (2π/(3a), 2π/(3

√
3a)), K ′ = (2π/(3a),−2π/(3

√
3a)).

The momentum dependent Hamiltonian matrix near the K point is given by

HK
g (q) =

3ta

2

(
0 k+

k− 0

)
, (1.40)

and the Hamiltonian matrix at the K ′ is simply given by the complex conjugate of
Eq. (1.40). Notice that Eq. (1.40) takes the form of a Hamiltonian for a massless Dirac
fermion, and the Dirac cone spectrum is shown in Fig. 1.2(a). This band dispersion
is completely different from that of a free electron.

1.3.2 Transition Metal Dichalcogenides

Transition metal dichalcogenides are described by the chemical formula MX2, where
M=Mo or W is the transition metal atom and X=S or Se is the chalcogen atom.
Transition metal dichalcogenides consist of strongly bonded X-M-X layers. Different
X-M-X layers are weakly bonded by Van der Waals interactions, such that bulk MX2

materials can be easily exfoliated into 2D samples. Taking MoS2 as an example, the
bulk MoS2 has 2H stacking as shown in Fig. 1.3(a), and the structure of monolayer
MoS2 is shown in Fig 1.3(b).

Previous study shows that when MoS2 is reduced from a bulk material to a mono-
layer flake, it evolves from a indirect gap insulator to a direct gap insulator [8]. The
band edges of the conduction and valence bands of monolayer MoS2 appear at the K
and K ′ point in the momentum space [40], which is shown in Fig. 1.3(c). The atomic
orbitals that contribute to the band edges states are mainly half filled d-orbitals of
Mo atoms, which are further split by the discrete crystalline symmetry. Using the
bases |φc〉 = |dz2〉 and |φv〉 = |dx2−y2〉 + iτ |dxy〉, where τ = ±1 represents the K and
K ′ valley, the effective Hamiltonian near the band edge is given by [2]

HTMD = at(τkxσx + kyσy) +
∆

2
σz − λτ

σz − 1

2
ŝz . (1.41)

Here σi and ŝi are the Pauli matrices in the orbital space and the spin space, re-
spectively. a and t are the lattice constant and the hopping energy in MoS2. Note
that Eq. (1.41) is very similar to the Hamiltonian of graphene (see Eq. (1.40)), while
there are two significant differences. First, since the inversion symmetry is broken
in monolayer MoS2, the ∆ term in Eq. (1.41) opens a large gap with an order of
magnitude of eV at the band edge. Second, unlike graphene, the d-electrons in MoS2

have a strong spin orbital coupling effect, which is given by the λ term in Eq. (1.41).
This term splits the valence band while has tiny effect on the conduction band (see
Fig. 1.3(c)). Notice that the spin is a good quantum number at the band edge.
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generate long lived spin and valley accumulations on sam-
ple boundaries. The physics discussed here provides a
route towards the integration of valleytronics and spin-
tronics in multivalley materials with strong spin-orbit
coupling and inversion symmetry breaking.

The physics in monolayers is essentially the same for
group-VI dichalcogenides MX2 (M ¼ Mo;W, X ¼ S; Se),
described below using MoS2 as an example. Structurally,
MoS2 can be regarded as strongly bonded 2D S-Mo-S
layers that are loosely coupled to one another by Van der
Waals interactions. Within each layer, the Mo and S atoms
form 2D hexagonal lattices, with the Mo atom being
coordinated by the six neighboring S atoms in a trigonal
prismatic geometry [Figs. 1(a) and 1(b)]. In its bulk form,
MoS2 has the 2H stacking order with the space group D4

6h,
which is inversion symmetric. When it is thinned down to a
monolayer, the crystal symmetry reduces to D1

3h, and in-
version symmetry is explicitly broken: taking the Mo atom
as the inversion center, an S atom will be mapped onto an
empty location. As a consequence, the effects we predict
here are expected only in thin films with odd number of
layers, since inversion symmetry is preserved in films with
even number of layers.

We start by constructing a minimal band model on the
basis of general symmetry consideration. The band struc-
ture ofMoS2, to a first approximation, consists of partially
filled Mo d bands lying between Mo-S s-p bonding and
antibonding bands [25]. The trigonal prismatic coordina-
tion of the Mo atom splits its d orbitals into three groups:
A1ðdz2Þ, Eðdxy; dx2$y2Þ and E0ðdxz; dyzÞ. In the monolayer

limit, the reflection symmetry in the ẑ direction permits
hybridization only between A1 and E orbitals, which opens
a band gap at the K and $K points [25], schematically

shown in Fig. 1(c). The group of the wave vector at the
band edges (K) is C3h and the symmetry adapted basis
functions are

j!ci ¼ jdz2i; j!"
vi ¼

1ffiffiffi
2

p ðjdx2$y2iþ i"jdxyiÞ; (1)

where the subscript cðvÞ indicates conduction (valence)
band, and " ¼ &1 is the valley index. The valence-band
wave functions at the two valleys, j!þ

v i and j!$
v i, are

related by time-reversal operation. To first order in k, the
C3h symmetry dictates that the two-band k ' pHamiltonian
has the form

Ĥ0 ¼ atð"kx#̂x þ ky#̂yÞ þ
!

2
#̂z; (2)

where #̂ denotes the Pauli matrices for the two basis
functions, a is the lattice constant, t the effective hopping
integral, and ! the energy gap. These parameters are
obtained by fitting to first-principles band structure calcu-
lations and are listed in Table. I for the four group-VI
dichalcogenides [26]. We note that the same effective
Hamiltonian also describes monolayer graphene with stag-
gered sublattice potential [15,16]. This is not surprising, as
both systems have the same symmetry properties. What
distinguishes MoS2 from graphene is the strong SOC
originated from the metal d orbitals. The conduction
band-edge state is made of dz2 orbitals and remains spin
degenerate at K points, whereas the valence-band-edge
state splits. Approximating the SOC by the intra-atomic
contribution L ' S, we find the total Hamiltonian given by

Ĥ ¼ atð"kx#̂x þ ky#̂yÞ þ
!

2
#̂z $ $"

#̂z $ 1

2
ŝz; (3)

where 2$ is the spin splitting at the valence band top
caused by the SOC and ŝz is the Pauli matrix for spin.
The spin-up ( " ) and spin-down ( # ) components are com-
pletely decoupled and sz remains a good quantum number.
We emphasize that the spin splitting does not depend on
the model details; it is a general consequence of inversion
symmetry breaking, similar to the Dresselhaus spin split-
ting in zinc-blende semiconductors [27]. Time-reversal

FIG. 1 (color online). (a) The unit cell of bulk 2H-MoS2,
which has the inversion center located in the middle plane. It
contains two unit cells of MoS2 monolayers, which lacks an
inversion center. (b) Top view of theMoS2 monolayer. Ri are the
vectors connecting nearest Mo atoms. (c) Schematic drawing of
the band structure at the band edges located at the K points.

TABLE I. Fitting result from first-principles band structure
calculations. The monolayer is relaxed. The sizes of spin split-
ting 2$ at valence-band edge were previously reported in the first
principle studies [12]. The unit is Å for a, and eV for t, !, and $.
"1 ("2) is the Berry curvature in unit of #A2, evaluated at $K
point for the spin-up (-down) conduction band.

a ! t 2$ "1 "2

MoS2 3.193 1.66 1.10 0.15 9.88 8.26
WS2 3.197 1.79 1.37 0.43 15.51 9.57
MoSe2 3.313 1.47 0.94 0.18 10.23 7.96
WSe2 3.310 1.60 1.19 0.46 16.81 9.39

PRL 108, 196802 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
11 MAY 2012

196802-2

Figure 1.3: (a): The 2H stacking in bulk MoS2. The red dots are Mo atoms, and the
blue dots are S atoms, (b): The lattice structure of the monolayer MoS2, (c): The
band dispersion of MoS2. This figure is from Ref. [2]

.

1.3.3 Ferromagnetic Insulators

In ferromagnetic insulators, the electrons are strongly bonded at their corresponding
lattice sites, thus the charge degree of freedom is frozen. However, from a magnetically
ordered ground state, spin excitations such as magnons can be generated by the spins
that deviate from their ground state alignments. Spin excitations can generate spin
and energy flux without causing Joule heating.

Previous studies have unveiled a series of novel properties of ferromagnetic in-
sulators. The thermal Hall effect for magnons and spinons has been observed in a
pyrochlore lattice [41, 42] and a frustrated quantum magnet system [43], respectively.
Recently, giant magnon thermal Hall effects have been detected in high temperature
superconductors [44, 45]. In all these systems, the thermal Hall effect is attributed
to the 2D planes in the 3D systems, such as the Kagome plane in the pyrochlore
lattice and the CuO2 plane in the high temperature superconductor. Therefore, it is
important to study the 2D ferromagnetic insulators. Although the Mermin-Wagner
theorem prohibits magnetic orders in the isotropic 2D Heisenberg model [46], fer-
romagnetic states in 2D systems are realized in CrI3 [10], where the out-of-plane
anisotropy breaks the continuous rotation symmetry. Experimental study shows that
the 2D CrI3 systems demonstrate layer dependent magnetic phases [10], helical photo
luminescence [47] and giant tunneling magnetoresistance [48].
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1.4 Summary

In this chapter, we have introduced the Berry curvature, wave packet theory and
some interesting 2D systems including graphene, transition metal dichalcogenides
and ferromagnetic insulators. In the following chapters, we will show different ways
to control the topological properties in 2D systems. In Chapter 2, we show that the
twisting of graphene-hBN superlattice can tune the Chern number between zero and
nonzero; in Chapter 3, we control the thermal Hall conductance in a magnon-phonon
hybrid system using a gate voltage; in Chapter 4, we use a gate voltage to tune the
winding number in a chiral fermion system, such that the lowest exciton state can be
tuned between dark and bright.
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Chapter 2

Engineering Topological Bands
with Superlattices

2.1 Introduction

Nonzero Berry curvatures are ubiquitous, and can exist in common materials such
as fcc Fe [49]. However, the nonzero Chern number, as an integral of the Berry
curvature in the Brillouin zone, is much less common because of the cancellation of
Berry curvatures from different parts of the Brillouin zone.

One way of engineering nonzero Chern numbers from nonzero Berry curvatures is
using the superlattice structure. The superlattice produces large crystal cells in the
real space. Thus the original Brillouin zone is folded into much smaller sublattice
Brillouin zones and the energy bands are split into sub-bands. Since each sub-band
only inherits the Berry curvature from the original system within a small area in
the momentum space, the cancellation of Berry curvatures can be avoided. The
superlattice structure provides a possibility to give rise to sub-bands with nonzero
Chern numbers.

Song et al [3] predicted the appearance of topological nontrivial Chern bands using
the graphene-hexagonal Boron Nitride (hBN) superlattice. In this chapter, we provide
an explanation for the nonzero Chern number from a single band effective mass picture
using different methods including the Foldy-Wouthuysen (FW) transformation, the
band projection method and the wave packet theory. Using the single band effective
mass model, the superlattice problem is reduced to solving the Bloch band structure
of a free electron in a periodic potential. We show that the multi-band effect in the
single band model is included in the correction terms from the Berry curvature and
from the linear expansion term of the Hamiltonian around the wave packet center.
The latter correction term has been ignored in previous studies, but we show that
it must be included when the superlattice potential couples to pseudo-spin degree of
freedoms.
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(a) (b)

Figure 2.1: The Moiré pattern for the graphene-hBN superlattice with (a) commen-
surate, and (b) non-commensurate alignments. Different color represents different
layers.

2.2 Graphene-hBN Superlattice

Since graphene and hBN have similar lattice constants, the Graphene-hBN het-
erostructure shows very long spacial periodicity with a small twisting angle. The
size of the superlattice unit cell is in the order of 100 atomic distances [3]. When the
rotation angle satisfies [50]

cos θ =
3i2 + 3i+ 1/2

3i2 + 3i+ 1
, (2.1)

where i is a nonnegative integer, the Moiré pattern shows perfect periodicity. Fig. 2.1(a)
shows the commensurate stacking where the two layers are rotated by arccos(13/14).
More generally, the superlattice only has pseudo-periodicity which correspond to the
non-commensurate stacking (see Fig. 2.1(b)). The graphene-hBN superlattice have
attracted a lot of attentions [51, 52]. Recently, a gate tunable Mott insulator state
was discovered in trilayer graphene-hBN superlattices [53].

The long periodicity simplifies the construction of the superlattice Hamiltonian.
The hBN layer can be considered as an insulator with the valence band well below the
Fermi level and the conduction band well above the Fermi level [54]. The electronic
properties are dominated by the graphene layer, and the hBN layer provides a periodic
potential with the same periodicity of the superlattice. A simple Hamiltonian has the
following form

Hsupper = H0 + V (r) , (2.2)
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Figure 2.2: The superlattice Brillouin zone which comes from folding the original
Brillouin zone near the K point.

where H0 = αp · σ + ∆σz is the effective model for graphene near the K point with
a global gap opened by the broken inversion symmetry of the superlattice, and the
superlattice potential is given by

V (r) = V0(r) + Vz(r)σz

= V0

3∑
i=1

exp(iGi · r) + Vzσz

3∑
i=1

exp(iGi · r) .
(2.3)

V (r) originates from the coupling of the two layers. Here Gi is the basis vector in the
reciprocal space of the superlattice. Note that it is also possible to include σx and σy
terms in V (r), which originate from stains. Here we ignore these terms for simplicity.

The superlattice potential V (r) folds the graphene Brillouin zone around the K
point and forms a sub-Brillouin zone, as shown in Fig 2.2. At the boundary of the
sub-Brillouin zone, gaps are opened by V (r). The high symmetry points are denoted
by Γ̃, K̃, etc.

2.2.1 Scalar Coupling

We first consider the simple case when the σz term is absent in V (r). Instead of
studying the motion of the Dirac particle described by the 2 × 2 Hamiltonian H0 in
the superlattice potential, we first reduce H0 to a single band effective mass model,
thus the superlattice problem becomes studying an electron with an effective mass in
a Bloch system. The multi-band effect in H0 is manifested by the correction of Berry
curvature.

The wave packet equation of motion Eq. (1.33) and (1.34) show the similar role
played by the Berry curvature and the magnetic field. Since the magnetic vector
potential enters the Hamiltonian by the Peierls substitution p→ p− eA, the Berry
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connection of H0, which is the “magnetic field” in the momentum space, can be
introduced by the substitution r → r+A [38, 55]. In addition, since the superlattice
Brillouin zone only includes a small region around the K point, we replace the Berry
curvature Ωz(p) by its value at the band edge, which is given by

Ωz = −sign(∆)
α2

2∆2
. (2.4)

Using the symmetric gauge, the substitution for the position operator is written as

r → r + Ω× p/2 . (2.5)

Now we use this substitution to derive an effective model for the graphene-hBN
superlattice. Under a large band gap assumption where α|Gi| � ∆, the Berry
curvature is small according to Eq. (1.10). Therefore, we can apply the substitution
Eq. (2.5) in V0(r) and apply a Taylor expansion to the first order of Ω:

V0 → V0(r +
1

2
Ω× p)

= V0(r)− 1

2
Ω · (∇V0(r)× p) .

(2.6)

Now we construct the effective model of the conduction band electron in H0. The
effective Hamiltonian is given by the effective mass approximation of the conduction
band electron and the substitution in Eq. (2.5), which is written as

H =
p2

2m
+ V (r)− 1

2
Ω · (∇V0(r)× p) . (2.7)

Here m = |∆|/α2 is the effective mass of the conduction band electron of H0. The
last term in the effective model shows that the Berry curvature describes the price
paid when reducing the multiple band theory to a single band theory.

We solve the eigenvalue and the Berry curvature of the effective model using the
central equation. The idea of central equation is using the plane wave basis to expand
the Bloch Hamiltonian [56]. For a general Bloch system, the Hamiltonian is given by

HBloch =
p2

2m
+ Ṽ (r) , (2.8)

where the periodic potential can be expanded by a Fourier series using the reciprocal
lattice points Gi as Ṽ (r) =

∑
i ṼGi exp(iGi · r). We also expand the eigenfunctions

using the Fourier series ψ(r) =
∑
k ck exp(iki ·r). Therefore, we achieve an eigenvalue

problem known as the central equation

k2

2m
ck +

∑
i

ṼGick−Gi = Eck . (2.9)
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Figure 2.3: The energy spectrum of the superlattice Hamiltonian using the single
band approximation. We used the parameters form Ref [3].

Note that different wave vectors k in the first Brillouin zone are isolated in the central
equation. For each k value, the central equation provides a matrix with basis ck+Gi ,
and the spectrum is given by the eigenvalue of this matrix. The dimension of this
matrix dependents on the number of reciprocal vectors Gi, which can be restricted to
a finite number using a cut-off in numerical calculations. Using 100 reciprocal lattice
points, we get the superlattice spectrum shown in Fig 2.3.

The phase diagram in Fig. 2.4(b) shows Chern numbers with different signs of
parameters. In order to show the difference between the trivial and nontrivial phase,
Berry curvatures are plotted in Fig 2.5. For the topological nontrivial case, the ma-
jority contribution of Berry curvatures comes from the K̃ point, where the band gap
is split by the superlattice potential, while for the trivial case, the Berry curvatures
from different momentums cancel each other.

When V (r) is coupled with σz, the method show above should be modified. The
following sections will derive the effective single band model using the FW transfor-
mation, projection onto conduction band states, and wave packet theory.

2.2.2 FW Transformation

Under the large band gap limit where α|Gi| � ∆ and V (r)� ∆, the FW transforma-
tion [57] uses a series of unitary transformations on Hamiltonian (2.2) and gives rise
to an approximately diagonal Hamiltonian. The off-diagonal terms after performing
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Figure 2.4: Phase diagram when V(r) is coupled with: (a) σ3 and with (b) I2. The
Chern numbers are given for different parameters.
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Figure 2.5: Berry curvature distribution for topological trivial (a) and non-trivial case
(b) when V (r) is a scaler potential.

the FW transformation are in high order of α|p|/∆ and V (r)/∆.

We start from the superlattice Hamiltonian Eq. (2.2) and set V0 = 0 for simplicity.
The Hamiltonian becomes:

H = αp · σ + ∆σz + Vz(r)σz . (2.10)

Under a unitary transformation defined by a Hermitian matrix S, the Hamiltonian is
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transformed into:

H ′ = eiSHe−iS

= H + i[S,H] +
i2

2!
[S, [S,H]] +

i3

3!
[S, S[S,H]]] + ... .

(2.11)

The off-diagonal perturbations in the Hamiltonian are called odd terms, and the
diagonal perturbations are called even terms. We represent the odd terms by P̂ and
even terms by V̂ . For now, P̂ = αp · σ and V̂ = Vz(r)σz. We find the unitary
transformations defined by S to eliminate the odd terms P̂ up to the order of 1/∆3.

First, we set S = −iσzP̂ /2∆. The commutators in the expansion Eq. (2.11) are
written as

i[S,H] = −P̂ +
1

∆
σzP̂

2 +
σz
2∆

[P̂ , V̂ (r)] , (2.12)

i2

2!
[S[S,H]] = − 1

2∆
σzP̂

2 − 1

2∆2
P̂ 3 − 1

8∆2
[P̂ , [P̂ , V̂ (r)]] , (2.13)

i3

3!
[S, S[S,H]]] =

1

6∆2
P̂ 3 + o(

1

∆3
) . (2.14)

Therefore, the new Hamiltonian after the transformation is

H ′ = ∆σz + (
σz
2∆

[P̂ , V̂ ]− 1

3∆2
P̂ 3) + (V̂ +

1

2∆
σzP̂

2 − 1

8∆2
[P̂ , [P̂ , V̂ ]])

= ∆σz + P̂ ′ + V̂ ′ .
(2.15)

Now new odd terms become P̂ ′ and new even terms become V̂ ′ , where P̂ ′ now has
an order of 1/∆. Similarly, we can do two consecutive unitary transformations with
the form of S ′ = −iσzP̂ ′/2∆ and S ′′ = −iσzP̂ ′′/2∆, where P̂ ′′ is the odd term after
the S ′ transformation and is in the order of 1/∆2. After these two transformations,
the odd terms are finally in the order of 1/∆3. Ignoring the O(1/∆3) terms, the
approximately diagonal Hamiltonian is given by

H ′′′ =∆σz +
α2

2∆
σzp

2 + Vz(r)σz

− α2

8∆2
(−∇2Vz(r)σz − 4i∇Vz(r) · pσz + 4Vz(r)p2σz + 2(∇Vz(r)× p)z) .

(2.16)
The two diagonal elements represent the energies of conduction band and valence
band electrons, respectively. In order to study the electronic excitations, we focus on
the conduction band which is described by the effective Hamiltonian

Hcond =
α2

2|∆|
p2 + Vz(r)

− α2

8∆2
(−∇2Vz(r)− 4i∇Vz(r) · p+ 4Vz(r)p2 + 2(∇Vz(r)× p)z) .

(2.17)
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The first line describs a free electron in a periodic potential, where the effective mass
is given by m = |∆|/α2. The second line originates from the down-folding process of
the FW transformation. It represents the residual effect of the other band when we
build the single band effective mass model that only includes the conduction band.

We can also write the effective Hamiltonian Eq. (2.17) in terms of the effective
massm and the Berry curvature Ωz in Eq. (2.4). The form of the effective Hamiltonian
depends on the sign of gap ∆. For ∆ > 0

Hcond =
p2

2m
− iΩz(∇Vz(r) · p) + ΩzVz(r)p2 +

1

2
Ω · (∇Vz(r)× p) + Vz(r) . (2.18)

Here the ∇2V term has been thrown away by assuming that V (r) changes smoothly,
which is true for a superlattice potential [3]. For ∆ < 0

Hcond =
p2

2m
− iΩz(∇Vz(r) · p) + ΩzVz(r)p2 − 1

2
Ω · (∇Vz(r)× p)− Vz(r) . (2.19)

Note that the format of the effective Hamiltonian for conduction band electrons when
V (r) is a scalar does not depend on the sign of ∆ (see Eq. (2.7)).

We calculate the Berry curvature and Chern number using the effective Hamil-
tonian Eq. (2.18) and (2.19). The phase diagram is shown in Fig 2.4(b). Using the
central equation method (see Eq. (2.9)), the Chern number is nonzero when Vz and ∆
share the same sign, and the sign of the Chern number is controlled by the sign of Vz
and ∆, which agrees with the result from Song’s paper [3] using the full Hamiltonian.
Therefore, the effective single band model is good enough to study the topological
phase transition of the superlattice system. Note that Vz and ∆ have the same sign
for commensurate stackings and have different signs for incommensurate stackings [3].

Now we can see the difference between V0(r) and Vz(r)σz. If the superlattice
potential only contains V0(r), the effective Hamiltonians (written in terms of the
effective mass m and the Berry curvature Ωz) in Eq. (2.7) for both ∆ > 0 and ∆ < 0
have the same form. Therefore, changing the sign of ∆ will flip the sign of Ωz, which
gives rise to the time reversal counterpart, thus the sign of Chern number is changed.
In addition, different signs of V0 can be proved to change the Chern number back and
forth between zero and nonzero by changing the sign of the gap opened at the M̃
point. However, for the case of V (r)σz coupling, changing the sign of ∆ will change
the form of the conduction band Hamiltonian in Eq. (2.18) and (2.19), by effectively
changing the sign of Vz and Ωz simutanously. According to the result for the V0(r)
case, changing the sign of V (r)σz will change Chern number from nonzero (zero) to
zero (nonzero).

2.2.3 Projection on the Conduction Band

We can also derive a single band theory from Hamiltonian with σz coupling in
Eq. (2.10) by spanning it with the states only on the conduction band of H0. The
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conduction band states of H0 have the following form:

|Ψ〉 =
∑
k

f(k)|ψc(k)〉 , (2.20)

where f(k) is the envelope function and |ψc(k)〉 is the eigenstate of the conduction
band. Suppose ∆ > 0, the conduction band eigenstate is given by

|ψc(k)〉 = eik·r
(

cos(θk/2)
sin(θk/2)eiφk

)
, (2.21)

and the spherical angles are given by

cos(θk) =
∆√

α2k2 + ∆2
(2.22)

and

tanφk =
ky
kx

. (2.23)

Note that the gauge choice in Eq. (2.21) has no singularity at k = 0 when ∆ > 0.
Using the Schrodinger equation H|Ψ〉 = E|Ψ〉, and multiplying 〈ψck| on the left, we
can get its matrix form:

√
α2k2 + ∆2fk + Vk−k′〈uck|σz|uck′〉fk′ = Efk . (2.24)

Where Vk−k′ is the Fourier component of Vz(r) given by Vk =
∫
dr2Vz(r) exp(ik · r).

The additional σz in 〈uck|σz|uck′〉 makes this model different from the scaler coupling
case where the corresponding inner product 〈uck|uck′〉 ≈ 1 + 〈uck|∂k|uck〉 · (k′ − k)
simply gives rise to a term related to the Berry connection. With the form of the
wave function (2.21), and using the large band gap limit α2k2 � ∆2, for ∆ > 0, we
have:

〈uck|σz|uck′〉 = cos(θk/2) cos(θk′/2)− sin(θk/2) sin(θk′/2)ei(φk′−φk)

= cos(θk/2) cos(θk/2 + ∆θ/2)− sin(θk/2) sin(θk/2 + ∆θ/2)ei∆φ

≈ cos θk − sin θk
∆θ

2
− i∆φ1− cos θk

2

= 1− α2k2

2∆2
− α2kx∆kx + ky∆ky

2∆2
− α2 i

4∆2
(−ky∆kx + kx∆ky) .

(2.25)
Here ∆θ = θk′ − θk and ∆φ = φk′ − φk. In the last line, we used the differential
relation

∆θ =
kx∆kx + ky∆ky

α2k2
, (2.26)

and

∆φ =
−ky∆kx + kx∆ky

α2k2
. (2.27)
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where ∆k = k′ − k.

The current gauge choice of the wave function in Eq. (2.21) has a singularity when
∆ < 0. Therefore, when ∆ is negative, we need to choose a new gauge by multiplying
Eq. (2.21) by e−iθk . This new gauge choice will lead to the following result:

〈uck|σz|uck′〉 = cos(θk/2) cos(θk′/2)e−i(φk′−φk) − sin(θk/2) sin(θk′/2)

= cos(θk/2) cos(θk/2 + ∆θ/2)e−i∆φ − sin(θk/2) sin(θk/2 + ∆θ/2)

≈ cos θk − sin θk
∆θ

2
− i∆φ1 + cos θk

2

= −(1− α2k2

2∆2
− α2kx∆kx + ky∆ky

2∆2
)− α2 i

4∆2
(−ky∆kx + kx∆ky) .

(2.28)
Substituting Eq. (2.25) and (2.28) back to equation (2.24) and using the Fourier
transformation, the same result as equation (2.18) and (2.19) can be reached.

2.2.4 From Wave Packet Theory

Consider a wave packet localized near kc in the momentum space and rc in the real
space. The wave packet wave function is written as

|W 〉 =

∫
dk2w(k)|ψck〉 , (2.29)

and the center of mass position and momentum is give by

rc = 〈W |r|W 〉 , (2.30)

kc = 〈W |k|W 〉 (2.31)

Where |ψck〉 = exp(ik · r)|uck〉 is the Bloch wave function of the conduction band of
H0. If the superlattice potential Vz(r) changes smoothly within the length scale of
the wave packet, the local Hamiltonian felt by the wave packet is approximated by

Hc(r) = αp · σ + (∆ + Vz(rc) +∇Vz(rc) · (r − rc))σz . (2.32)

From the wave packet theory (see Eq. (1.24)), the effective Hamiltonian of this con-
duction band wave packet is written as

〈W |Hc|W 〉 = Ec − Im[〈∂uckc
∂rc
| · (Ec −Hc(rc))|

∂uckc
∂kc
〉] , (2.33)

where Ec = 〈W |Hc(rc)|W 〉 =
√
α2k2

c + (∆ + V (rc))2 is the conduction band energy
of the local Hamiltonian Hc(rc). By assuming ∆ � α|Gi| and ∆ � V (rc), which
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also implies sign(∆) = sign(∆ + V (rc)), we get the follow approximate expression
for Ec

Ec = |∆ + V (rc)|

√
1 +

k2
c

(∆ + V (rc))2

≈ |∆ + V (rc)|(1 +
k2
c

2(∆ + V (rc))2
)

= |∆|+ sign(∆)V (rc) + sign(∆)
k2
c

2(∆ + V (rc))

≈ |∆|+ sign(∆)V (rc) +
k2
c

2|∆|
− sign(∆)

k2
cV (rc)

2∆2

(2.34)

We calculate the second term in Eq. (2.33) which comes from expanding the
Hamiltonian around the wave packet center. Here |uck〉 has the same form as the
spinor part of expression (2.21), while we need to include Vz(r)σz as a spatially
varying part of ∆, thus there is rc dependence of θk, which is given by

cos θk =
∆ + V (rc)√

α2k2 + (∆ + V (rc))2
.

After simple calculations, the energy correction term of Eq. (2.33) can be simplified
to:

− Im[〈∂uckc
∂rc
| · (Ec −Hc(rc))|

∂uckc
∂kc
〉] = − α2

2∆2
(∇V × kc)z . (2.35)

Note that the second term in Eq. (2.33) has no contribution in the V0(r) case while
it is nonzero when V (r) involves the σz coupling. We point out that the finite size of
the wave packet is important in the σz coupling case.

So far, everything is written in terms of the position and momentum of the wave
packet center which are numbers. In order to convert rc and kc to operators r and
p, two steps are required. First, we need to implement the Weyl ordering [58], which
requires that the r and p operators must be symmetric. Second, we need to convert
the mechanical position rc to the canonical position, which is given by the substitution
rc = r− 1

2
Ω×kc. Therefore, the effective Hamiltonian from 〈W |H|W 〉 in Eq. (2.33)

is given by:

Hcond

= sign(∆)V (rc) +
p2

2|∆|
− sign(∆)

8∆2
(−∇2V (rc)− 4i∇V (rc) · p+ 4V (rc)p

2)− α2

2∆2
(∇V × p)z

rc→r− 1
2
Ω×kc

== sign(∆)V (r)− α2

4∆2
(∇V × p)z +

p2

2|∆|
− sign(∆)

2∆2
(−i∇V (r) · p+ V (r)p2) .

(2.36)
Note that the second derivative terms of V (r) in the last line are ignored. Therefore,
the Hamiltonian from the wave packet theory has the same form of the effective
Hamiltonian in Eq. (2.18) and (2.19) from FW transformation.
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2.3 Summary

In this chapter, we derived a single band effective mass theory to study the band
topology of a Dirac electron from graphene in a superlattice potential. We show that
the effective model for the superlattice potential with inner degrees of freedom (such
as σz coupling) is different from that of a scalar external potential. The effective
model is derived using the FW transformation, the band projection method and the
wave packet theory. We show that in addition to the substitution r → r− 1

2
Ω×kc to

the local Hamiltonian of the wave packet center, we also need to consider the linear
expansion of the Hamiltonian around the wave packet center which cannot be ignored
when the coupling involves σz terms. The effective theory leads to the correct Chern
numbers for different phases calculated by the complete theory.
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Chapter 3

Thermal Hall Effect Induced by
Magnon-Phonon Interactions

3.1 Introduction

The spin-lattice interaction in solids is responsible for a wide spectrum of cross-
correlated phenomena. A well-known example is the coupling between dielectric and
magnetic order in multiferroics [59–61]. It can also manifest in the dynamics of
elementary excitations such as magnons and phonons, in the form of magnon-phonon
interaction. For example, it has been demonstrated that magnons that couple to
optical phonons can be launched by an electric field [62, 63], paving the way to the
electric generation of magnon spin current [64]. On the other hand, the dynamics of
phonons can be modified by the magnon-phonon interaction as well, as in the case of
nonreciprocal sound propagations observed in Cu2OSeO3 with an applied magnetic
field [65].

Another important scenario in which the magnon-phonon interaction is expected
to play a significant role is the thermal Hall effect. In a magnetic insulator, the
heat current can be carried by either magnons or phonons. Thus the thermal Hall
effect can be used as an effective probe of these charge-neutral excitations. Indeed,
thermal Hall effects attributed to magnons [41–43] and phonons [66–69] have been
reported. Theoretical explanations have so far assumed that the low-energy exci-
tations can be described by independent magnons or phonons [70–76]. However, if
the magnon-phonon interaction is strong, considering the magnon-phonon hybrid as
a whole is more appropriate. Recently, Takahashi and Nagaosa have studied the
magnon-phonon interaction arising from long-range dipolar couplings [77]; Park and
Young [78] have studied the magnon-phonon interaction from the antiferromagnetic
exchange interaction in non-collinear magnetic systens. However, the consequence of
the magnon-phonon interaction in collinear magnetic systems with short-range cou-
plings (such as symmetric or antisymmetric exchange) on the thermal Hall effect is
yet to be explored.
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In this chapter, we investigate the effect of the magnon-phonon interaction on the
thermal Hall effect. Using symmetry arguments, we show that the magnon-phonon
interaction can induce a thermal Hall effect whenever the mirror symmetry in the
direction of the magnetization is broken. In the limit of strong magnetic anisotropy
this effect can be understood as a phonon Hall effect, driven by an effective magnetic
field in the phonon sector introduced by the magnon-phonon interaction. In the more
general case where the magnons and phonons are close in energy, we have developed a
theory to treat both excitations on an equal footing. We demonstrate our theory in a
collinear ferromagnet on a square lattice, with perpendicular easy-axis anisotropy and
Dzyaloshinskii-Moriya (DM) interaction due to mirror symmetry breaking (Fig. 3.1).
In this model, the thermal Hall effect is entirely due to the magnon-phonon interac-
tion. The thermal Hall conductivity is estimated using realistic material parameters.
Our result sheds new light on the dynamical aspect of the spin-lattice interaction,
and may find applications in the emerging field of spin caloritronics [79].

3.2 Symmetry Consideration

We begin our discussion by analyzing the symmetry of a magnon-phonon coupled
system. Consider a two-dimensional (2D) spin system described by the Hamiltonian

Hs = −J
∑
〈i,j〉

si · sj −
K

2

∑
i

s2
iz +

∑
〈i,j〉

Dij · (si × sj) , (3.1)

where J > 0 represents the nearest-neighbor ferromagnetic exchange, and K > 0 is
the perpendicular easy-axis anisotropy. The third term describes the DM interaction
due to the out-of-plane mirror-symmetry breaking. HereDij = DR̂ij×ẑ with D being

the strength of the DM interaction, and R̂ij ≡ (Ri −Rj)/(|Ri −Rj|) is the bond
direction from site j to site i. The direction of Dij is in-plane and perpendicular to
the bond direction, as shown in Fig. 3.1(b). We restrict our discussion to D <

√
JK/2

such that the ground state remains a collinear ferromagnet.
The spin-wave Hamiltonian can be obtained by expanding the spin operator in

Eq. (3.1) around its ground state expectation value, i.e., δsi = si−Sẑ. To the lowest
order, the spin-wave Hamiltonian reads

Hsw = −J
∑
〈i,j〉

δsi⊥ · δsj⊥ − (Jζ +K)S
∑
i

δsiz , (3.2)

where ζ is the coordination number. Note that the DM interaction is absent. This
can be seen by expanding the DM interaction,

HDMI = DS
∑
〈i,j〉

R̂ij · (δsi − δsj) +O(δs3) . (3.3)
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Figure 3.1: (a) The setup illustrates the thermal hall effect of the hybrid magnon-
phonon system. In this example, the out-of-plane mirror symmetry is broken by
an applied gate voltage. (b) For the spin system, the ferromagnetic Heisenberg ex-
change interaction and the anisotropy develop a collinear ferromagnetic state with
an out-of-plane magnetization (blue arrow), and the out-of-plane mirror symmetry
breaking produces an in-plane DM interaction (green arrow), perpendicular to the
nearest-neighbor bond direction (red arrow); (c) For the phonon system, an idealized
lattice vibration model with the first (green wavy line) and second nearest neighbor
interaction (purple wavy line) are considered.

After summing over all lattice sites, the total DM interaction vanishes within the
linear spin-wave theory. This is a general consequence of the DM vector Dij being
perpendicular to the magnetization. If Dij is parallel to the magnetization, then the
DM interaction explicitly enters into the spin-wave Hamiltonian and, as shown in
previous work, gives rise to a thermal Hall effect carried by magnons [41, 42, 70–72].

Since the DM interaction is absent in the spin-wave Hamiltonian, the magnon
subsystem alone does not exhibit the thermal Hall effect. This can also be understood
by the following symmetry consideration. The thermal Hall effect is described by
jQ = αxyẑ ×∇T , where jQ is the heat current, ∇T is the temperature gradient,
and αxy is the thermal Hall conductivity. Even though the spin-wave Hamiltonian in
Eq. (3.2) breaks the time-reversal symmetry, it remains invariant under the combined
time-reversal (T ) and spin rotation (Cx) by 180° around the x-axis (or any in-plane
axis). Since jQ is odd and ∇T is even under T Cx, the existence of the T Cx symmetry
forbids the thermal Hall effect. This is reminiscent of a well-known fact about the

27



anomalous Hall effect: it vanishes in a uniform ferromagnet in the absence of the
spin-orbit interaction [80].

For the phonon part, we consider a simple coupled-oscillator model described by
the Hamiltonian

Hph =
∑
i

p2
i

2M
+

1

2

∑
i,j,α,β

uαi Φαβ
ij u

β
j , (3.4)

where M is the ion mass, ui ≡ Ri −R0
i is the displacement of the ith ion from its

equilibrium position R0
i , pi = u̇i is the canonical momentum conjugate to ui, and

Φαβ
ij is the dynamical matrix describing inter-ion interactions. Obviously, due to the

presence of time-reversal symmetry, the phonon subsystem alone does not exhibit the
thermal Hall effect either.

The magnon-phonon interaction enters through the dependence of the exchange
interaction on the ion displacement ui, i.e., phonons. For the isotropic Heisenberg
exchange, we find that expanding J(Rij) in terms of ui only normalizes the magnon
energy, and cannot lead to the thermal Hall effect since it preserves the rotational
symmetry in the spin space [77]. On the other hand, the in-plane DM interaction
will have a nontrivial contribution to the magnon-phonon hybrid. Expanding the DM
interaction in Eq. (3.3) to the first order in ui, we find

Hint =
∑
〈i,j〉

∑
α,β

(uαi − uαj )Tαβ(R0
ij)(δs

β
i − δs

β
j ) , (3.5)

where Tαβ(R) is the magnon-phonon coupling matrix,

Tαβ(R) =
D

|R|
S[δαβ − (1 + γ)R̂αR̂β] , (3.6)

with γ = −(dD/dR)/(D/R). In obtaining Eq. (3.6), we note that the DM interaction
depends on both the bond length Rij and the bond direction R̂ij. It is clear that at
the lowest order of the expansion, only the in-plane phonon modes are involved in the
magnon-phonon interaction, and we shall only consider these modes from now on.

Since the magnon-phonon interaction in Eq. (3.5) couples the spin δs to the dis-
placement field u, it can be regarded as an effective spin-orbit interaction for the
magnon-phonon hybrid. In particular, it breaks the T Cx symmetry, making the ther-
mal Hall effect possible. We have therefore found an interesting example in which
neither the magnons nor the phonons alone exhibit the thermal Hall effect, but the
magnon-phonon hybrid could via the magnon-phonon interaction.

We can also deduce the dependence of the thermal Hall conductivity αxy on the
DM interaction Dij and the magnetization M . Since αxy is invariant under the
out-of-plane mirror reflection, flipping the sign of D, which is determined by the
mirror-symmetry breaking, does not change the sign of αxy, i.e., αxy must be an even
function of D. However, if we flip the direction of the magnetization M , the whole
system turns into its time-reversal counterpart. Therefore, reversing the ground state
magnetization changes the sign of αxy.
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3.3 Large Magnetic Anisotropy Limit

Having established the symmetry requirement for the magnon-phonon interaction
induced thermal Hall effect, we now develop a quantitative theory. Let us first consider
the limit of large magnetic anisotropy, K � kBT . In this limit, the magnons are
pushed well above phonons in energy, and the thermal transport is mainly contributed
by phonons. We can thus integrate out the magnon degree of freedom to obtain an
effective Hamiltonian for phonons [81]. Leaving the details in Appendix C, we find
that the effective Hamiltonian for phonons is given by

Heff
ph =

∑
q

(p−q −A−qu−q)T (pq −Aquq)

2M
+

1

2
uT−qΦ̃quq , (3.7)

where Φ̃αβ
q ≡ Φαβ

q + δΦαβ
q is the renormalized dynamical matrix, and Aαβq is the

emergent gauge field experienced by phonons. Detailed calculation shows that δΦαβ
q

and Aαβq are proportional to the real part and the imaginary part of the spin-spin
response function of the ferromagnetic state, respectively (see Appendix C). Eq. (3.7)
describes a phonon system in a perpendicular magnetic field, as mentioned in Ref. 82,
and can lead to the thermal Hall effect of phonons.

We note that the mechanism of this phonon Hall effect is different from that
originated from the Raman type spin-lattice interaction [73, 83]. In the Raman type
interaction, the phonon modes couple to the static spin ground state, while in our
model, phonons couple to magnons which describe the dynamic of the spin system.

3.4 Magnon-Phonon Hybrid

Generally, if the magnon and phonon bands are close in energy, we need to treat
them on an equal footing and consider the complete Hamiltonian that includes both
magnons and phonons, such that H = Hsw + Hph + Hint. As a simple example, we
consider a magnon-phonon interacting system on a 2D square lattice. The linear spin
wave model in Eq. (3.2) can be solved by applying the Holstein-Primakoff transfor-
mation [84], δsix =

√
S/2(ai + a†i ), δsiy = −i

√
S/2(ai− a†i ), and δsiz = −a†iai, where

ai and a†i are the creation and annihilation operators for magnons at the i-site. Note
that we have set ~ = 1. This transformation gives rise to the magnon band dispersion
Emq = 2SJ [2− cos(qxa)− cos(qya)] +K(2S−1)/2. For the phonon part, we consider
the first and the second nearest neighbor interactions without loss of generality (see
Fig. 3.1(c)). The dynamic matrix in this case is given in Appendix B. The complete
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Hamiltonian can be written in the momentum space as

H =
∑
q

Emqa
†
qaq +

p−qpq
2M

+
1

2
uT−qΦ(q)uq

+

√
S

2

∑
δ,α

uα−q(1− eiq·δ)[Tαx(δ)(aq + a†−q)− iTαy(δ)(aq − a†−q)] ,
(3.8)

where δ is the nearest neighbor vector, and Emq = SJ(ζ −
∑
δ e

iq·δ) + K(2S − 1)/2
is magnon dispersion.

The dynamics of the magnon-phonon hybrid excitation can be determined by the
generalized Bogoliubov-de Gennes (BdG) equation. To do this, we transform into
the Fourier space and work in the basis of ψ̂q = [aq, a

†
−q, ũ

x
q, ũ

y
q, p̃

x
−q, p̃

y
−q]

T , where the

dimensionless operators are given by ũαq =
√
MΩ/uαq and p̃αq =

√
1/MΩpαq , and Ω

is the vibration frequency of nearest neighbor ions. The quadratic Hamiltonian in
Eq. (3.8) can always be written as

H =
1

2

∑
q

ψ̂†qHqψ̂q . (3.9)

Here the Hamiltonian matrix of the hybrid system Hq has the form

Hq =

EmqI2×2 M †
1 0

M1 Φ̃(q) 0
0 0 ΩI2×2

 , (3.10)

where M1 is proportional to the DM strength D, which is given by

M1 =

(
Hxx
q + iHxy

q Hyx
q + iHyy

q

Hxx
q − iHxy

q Hyx
q − iHyy

q

)
, (3.11)

where Hαβ
q =

√
S/2MΩ

∑
δ T

αβ
δ (1− eiq·δ), and Φ̃(q) = Φ(q)/(MΩ).

Now we solve the Heisenberg equation of motion i∂tψ̂q = [ψ̂q, H]. Using the

property ψ̂†q = ψ̂−q and HT
−q = Hq, we have

iη∂tψ̂q = Hqψ̂q , (3.12)

where the matrix η is given by

η = [ψ̂q, ψ̂
†
q] =

σz 0 0
0 0 iI2×2

0 −iI2×2 0

 . (3.13)

Here we have used η2 = I6×6.
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The frequency of the magnon-phonon hybrid excitation can be derived by solving
the eigenvalue problem of the generalized BdG equation Enqηψnq = Hqψnq with ψnq
being the coefficient matrix of basis ψ̂q.

Here we discuss the orthonormal relation of eigenvectors ψnq. The eigenvalue
problems for ψnq is equivalent to

H̃qψn,q = Enqψn,q , (3.14)

where H̃q = ηHq. Since ηH̃q is Hermitian, it is easy to prove the orthogonal relation
ψ†mqηψnq = 0 if n 6= m. The eigenvectors are normalized by Enqψ

†
nqηψnq = 1 1.

Define ψ̄mq = ψ†mqηH̃q = Enqψ
†
mqη, and we get a clean orthonormal relation which

can be written as
ψ̄m,qψn,q = δmn . (3.15)

We note that the spectrum of magnon-phonon hybrid excitations has a particle-
hole symmetry. Define a unitary transformation

U =

(
σx 0
0 I4×4

)
, (3.16)

we show that U †H̃qU = −H̃∗−q. Using Eq.(3.14), the relation between the states with
opposite energies is given by

U †H̃qUU
†ψn,q = EnqU

†ψn,q

−H̃∗−qU †ψn,q = EnqU
†ψn,q

H̃qU
Tψ∗n,−q = −En−qUTψ∗n,−q .

(3.17)

Therefore, if we denote the positive and negative branches with the upper script (+)

and (−) respectively, then ψ
(−)
n,q = UTψ

(+)∗
n,−q.

3.5 Thermal Hall Conductivity From Wave Packet

Theory

We derive the thermal Hall conductance of the magnon-phonon hybrid excitation
using the wave packet theory, and the result is confirmed by linear response cal-
culations in Section 3.6. The wave packet of the hybrid excitation is written as
|W 〉 =

∫
dq2w(q, t)eiq·r|ψnq〉, where w(q, t) is the envelop function centered around

the center-of-mass momentum qc =
∫
dq2|w(q, t)|2q. Accordingly, the center of the

wave packet in real space is given by rc = 〈W |ηr|W 〉/〈W |η|W 〉. We derive the
equation of motion for the wave packet from the Lagrangian L = 〈W |iηd/dt −

1Including the Enq in the normalization relation is important, since the normalization for the
positive and negative spectrum must be different by a minus sign.
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H|W 〉/〈W |η|W 〉, and 〈W |H|W 〉/〈W |η|W 〉 = Enqc . Using the Euler-Lagrangian
equation, we can obtain the equation of motion for the wave packet center rc [75, 85–
87]

ṙc =
∂Enqc
∂qc

+
1∇U(rc)×Ωn(qc) , (3.18)

where U(r) is the potential felt by the wave packet, and the Berry curvature is
defined by Ωz

n = ∂qxAny − ∂qyAnx, with An = i〈ψnq|η∂q|ψnq〉/〈ψnq|η|ψnq〉 being the
Berry connection.

Using the equation of motion of the wave packet, the thermal Hall current for
Bosonic excitations is given by [22, 71, 72, 88]:

j =
k2
BT ẑ ×∇T

∑
n

∫
d2q

(2π)2
Ωz
n(q)[

(1 + ρnq) ln2
(1 + ρnq

ρnq

)
− ln2 ρnq − 2Li2(−ρnq)

]
.

(3.19)

Here ρnq = 1/(eEn(q)/kBT − 1) is the Bose-Einstein distribution function with a zero
chemical potential, and the index n in the Berry curvature Ωz

n is summed over all
positive bands.

3.6 Thermal Hall Conductivity From Linear Re-

sponse Theory

3.6.1 The Energy Current Operator

The energy current operator can be derived from the continuity equation

Ḣ(x) +∇ · jE(x) = 0 , (3.20)

where H(x) is the local energy operator defined as [89, 90]:

H(x) =
∑
i

∆(x−Ri)Hi . (3.21)

Here ∆(x) is a smooth function that is localized in a small region near x = 0 and
satisfies

∫
∆(x)dx = 1. Hi is given by

Hi = Hi,spin +Hi,ph +Hi,int , (3.22)

where

His = −J
2

∑
j∈i

si · sj −
K

2
s2
iz +

∑
j∈i

Dij

2
· (si × sj) . (3.23)
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Hi,int =
∑
j∈i

∑
α,β

1

2
(uαi − uαj )Tαβij (δsβi − δs

β
j ) , (3.24)

Hi,ph =
p2
i

2M
+

1

2

∑
j

Φαβ
ij u

α
i u

β
j . (3.25)

The sub-index j ∈ i in the summation means site j is a nearest neighbor of site i.
Note that

∑
iHi = H.

The energy current operator derived from the continuity equation is defined up to
a curl of a vector field. We show that (see Appendix A.1 for details)

JE(q) =
∆(q)

8

∑
q1

ψ̂†q1η(vq1H̃q1 + H̃q1vq1 +vq1+qH̃q1+q + H̃q1+qvq1+q)ψ̂q1+q , (3.26)

where vq = ∂qH̃q is the velocity matrix. For a small q, we simply set ∆(q) = 1.
Equivalently, we can write the energy current operator in a more compact format:

JE(q) =
1

8

∑
q1

¯̂
ψq1(vq1 + vq1)ψ̂q1+q + ψ̂†q1(vq1 + vq1)

¯̂
ψ†q1+q . (3.27)

We write the energy current operator using the creation (Ψ̂†) and annihilation (Ψ̂)
operators of the hybrid excitations, which are defined by

ψ̂q =
∑
n>0

√
En,qψn,qΨ̂n,q +

√
En,−qU

Tψ∗n,−qΨ̂
†
n,−q . (3.28)

The creation and annihilation operators satisfies the commutation relation for Bosons

[Ψ̂n,q, Ψ̂
†
m,q] = δmn . (3.29)

In the next section about the linear response theory, we will need the time dependent
energy current operator. Since the time dependent operators for hybrid excitations
at time t are written as Ψ̂n,q(t) = Ψ̂n,qe

−iEnqt/ and Ψ̂n,q(t)
† = Ψ̂†n,qe

iEnqt/, the time
dependent energy current operator is given by

JE(q, t) =
1

8

∑
n,m>0,q1

[Ψ̂†n,q1Γ
(1)
mn(q1, q)Ψ̂m,q1+q + Ψ̂†n,q1Γ

(2)
mn(q1, q)Ψ̂†m,−q1−q

+ Ψn,−q1Γ
(3)
mn(q1, q)Ψ̂m,q1+q + Ψn,−q1Γ

(4)
mn(q1, q)Ψ̂†m,−q1−q] ,

(3.30)

where the vertices are given by

Γ(1)
mn(q1, q, t) =

√
Enq1Emq1+qψ

†
n,q1

η∂q1(H̃q1H̃q1+H̃q1+qH̃q1+q)ψm,q1+qe
i(Enq1−Emq1+q)t/ ,

(3.31)
Γ(2)
mn(q1, q, t) =

√
Enq1Em−q1−qψ

†
n,q1

η∂q1(H̃q1H̃q1+H̃q1+qH̃q1+q)U
Tψ∗m,−q1−qe

i(Enq1+Em−q1−q)t/ ,
(3.32)
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Γ(3)
mn(q1, q, t) =

√
En−q1Emq1+qψ

T
n,−q1U

∗η∂q1(H̃q1H̃q1+H̃q1+qH̃q1+q)ψm,q1+qe
i(−En−q1−Emq1+q)t/ ,

(3.33)

Γ(4)
mn(q1, q, t) =

√
En−q1Em−q1−qψ

T
n,−q1U

∗η∂q1(H̃q1H̃q1+H̃q1+qH̃q1+q)U
Tψ∗m,−q1−qe

−i(En−q1−Em−q1−q) t .
(3.34)

Similarly, we can write the total Hamiltonian using the operators of the hybrid
excitations. According to Eq. (3.9), the total Hamiltonian can be written as

H =
1

2

∑
q

¯̂
ψqψ̂q , (3.35)

or equivalently,

H =
∑
n>0,q

Enq(Ψ̂
†
n,qΨ̂n,q +

1

2
) . (3.36)

3.6.2 Thermal Conductivity from Linear Response

The linear response theory calculates the response function of mechanical forces.
However, since the temperature gradient is a statistical force, we cannot calculate its
response directly using the linear response theory. Instead, we introduce a gravita-
tional field [91] ψG(r). In the existence of the gravitational field, the Hamiltonian
becomes

Hψ =

∫
dr(1 + ψG(r))H(r) = H0 +

∫
drψG(r)H(r) . (3.37)

The expectation value of the total energy current under the gravitational field is given
by 〈JψE〉 = Tr(ρJψE), where ρ is the density matrix and JψE is the energy current opera-
tor in the existence of the gravitational field. According to the Einstein’s relation [75],
the transport coefficient of T∇(1/T ) is the same as that of ∇ψG(r). Therefore, in or-
der to calculate the thermal Hall conductance, we only need to calculate the response
function of the gravitational field.

The gravitational field modifies both the density matrix and the energy current.
With the gravitational field, the density matrix becomes

ρ =
1

Z
exp[−

∫
β0(1 + ψG(r))H(r)dr] = ρ0 + ρ1 , (3.38)

where ρ0 = 1
Z

exp[−
∫
β0H(r)dr] is the density matrix in the equilibrium case. For

the energy current JψE(r), we can do the same calculation as the ψG = 0 case shown
in the last section. It is easy to show that the energy current operator defined in
Eq. (3.26) follows the the scaling law [75] JψE(r)→ (1 + ψG(r))2JE. We expand the
energy current operator up to the first order of the gravitational field

〈JψE〉 = Tr[(ρ0 + ρ1)(1 + ψG(r))2JE] ≈ Tr(ρ1JE) + 2Tr(ρ0ψG(r)JE) . (3.39)

The first term is the Kubo term, which can be calculated using Kubo formula. The
second term is the energy magnetization term.
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Kubo Term

Generally, in the existence of a general time independent uniform external field de-
scribed by a coupling strength F and an operator Q̂, the total Hamiltonian is written
as

H = H0 +H1 = H0 − FQ̂ . (3.40)

The standard Kubo formula calculates the expectation value of the response function
to the external field. If the expectation value of operator P̂ is the response function,
Kubo formula gives

〈P̂ 〉 =
1
∫ ∞

0

dte−εt
∫ β

0

dλ〈Q̇(−iλ− t)P (0)〉F . (3.41)

We put our case into the general linear response framework. The perturbation
term from the gravitational field is written as

H1 =

∫
drψG(r)H(r, t)

=

∫
dr

∫ t

−∞
dt′ψG(r)Ḣ(r, t′)

=−
∫
dr

∫ t

−∞
dt′ψG(r)∇ · JE(r, t′)

=

∫
dr

∫ t

−∞
dt′∇ψG(r) · JE(r, t′)

(3.42)

Note that we have used the continuity equation (3.20) in the third line. Suppose the
gradient of the gravitational field is a constant. Compared with the standard Kubo
formula, we have F = −∇ψG, Q̇ =

∫
JE(r, t) = JE(q, t)|q=0 and P = JE(q, t)|q=0/V .

In the following discussions, I will simply write JE(q, t)|q=0 as JE(0, t). Accordingly,
the response function for ∇ψG is given by

σxy,kuboψ = − 1

V

∫ ∞
0

dte−εt
∫ β

0

dλ〈JyE(0,−iλ− t)JxE(0, 0)〉 . (3.43)

Using the Einstein’s relation, the response function of a constant ∇ψG correspond to
that of a constant temperature gradient T∇(1/T ). Converting σxy,kuboψ to the response
function of ∇T , we get

σxy,kubo =
1

V T0

∫ ∞
0

dte−εt
∫ β

0

dλ〈JyE(0,−iλ− t)JxE(0, 0)〉 . (3.44)

This is the Kubo term for the thermal Hall conductance.
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The calculation for the correlation function 〈JyE(0,−iλ − t)JxE(0, 0)〉 is given in
Appendix A.2. We show that the Kubo term can be written as

σxy,kubo =
∑
m,n,q1

(Vxq1,n,mV
y
q1,m,n

− Vyq1,n,mV
x
q1,m,n

)Enq1Emq1nnq1
32iV T0(Enq1 − Emq1)2

, (3.45)

where

Vq1,m,n = 2ψ†n,q1η∂q1H̃
2
q1
ψm,q1 = 2ψ†n,q1η(vq1H̃q1 + H̃q1vq1)ψm,q1 . (3.46)

Notice that the indices n,m are summed over both the positive and negative spec-
trums. Since ηH̃ is Hermitian, we have (ηH̃)† = H̃†η = ηH̃. Therefore, we can write
Vq1,m,n using the normalized wave functions

Vq1,m,n = 2(ψ†n,q1∂q1H̃
†
q1
ψ̄†m,q1 + ψ̄n,q1∂q1H̃q1ψm,q1) . (3.47)

Magnetization Term

The energy current density contributed by the magnetization term is given by

〈JmagE 〉 =
2

V

∫
drTr(ρ0ψG(r)JE(r))

=
2

V

∫
drTr(ρ0ψG(r)∇× M̂E(r))

=− 2

V

∫
drTr(ρ0∇ψG(r)× M̂E(r))

=− 2

V

∫
dr∇ψG(r)×ME(r) ,

(3.48)

where M̂E(r) is the energy magnetization operator, and ME(r) = Tr[ρoM̂E(r)] is
the expectation value of M̂E(r). If the gradient of the gravitational field is a constant,
the energy current from the magnetization is given by

〈JmagE 〉 = − 2

V
∇ψG ×ME , (3.49)

where ME =
∫
drME(r). Using the Einstein’s rule, the magnetization term of the

energy current under a temperature gradient can be written as

〈JmagE 〉 =
2

T0V
∇T ×ME . (3.50)

Qin’s article [75] shows that if the energy current operator satisfies the scaling
law, which is true for our case, the energy magnetization has a simple expression:

2ME − T
∂ME

∂T
=
β0

2i
∇q × 〈h−q;JE(q)〉0|q→0 = M̃E , (3.51)
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where

hq =
1

2

∑
k

¯̂
ψkψ̂k+q , (3.52)

and 〈h−q;JE(q)〉0 is the canonical correlation function is defined by

〈h−q;JE(q)〉0 =
1

β0

∫ β

0

dλ〈h−q(−iλ)JE(q)〉 . (3.53)

Note that M̃E only has the z component in a two dimensional system. Calculating
the correlation function gives

M̃ z
E =

iβ

16
lim
q→0

∂qy
∑
q1,m,n

ψ̄n,q1+qψm,q1(Vxmn(q1, q)+Vx∗nm(q1, q))Emq1Enq1+q
nn,q1+q − nm,q1
Emq1 − Enq1+q

,

(3.54)
where Vnm(q1, q) = ψ̄n,q1∂q1(H̃q1 + H̃q1+q)ψm,q1+q + ψ†n,q1∂q1(H̃

†
q1

+ H̃†q1+q)ψm,q1+q.

Total Thermal Hall Conductance

Combining the magnetization term and the Kubo term, the total thermal Hall con-
ductance is given by

σxy = σxy,kubo +
2M z

E

T0V
. (3.55)

Using exactly the same derivation as shown in [75], we get

σxy = − π

6β
Cph −

1

T0V

∑
n>0,q

∫ ∞
Enq

ε2
dnε
dε

Ωn,qdε . (3.56)

In the first term, Cph = 2π
V

∑
n>0,q Ωnq, which is 0 in our case. Simple derivation

shows that the second term is equivalent to the result from the wave packet theory
in Eq. (3.19).

3.7 Materials Consideration

We now estimate the size of the magnon-phonon interaction induced thermal Hall
effect using realistic parameters. Let us consider the recently discovered monolayer
ferromagnet CrI3 [10], in which the Cr3+ ions carry S = 3/2, the lattice constant is
a = 5 Å and the mass M is about 50 times of the proton mass which is Mc2 = 5×1010

eV 2. The exchange coupling J = 2.2 meV and anisotropy K = 1.36 meV [92, 93].
We will also set the lattice vibration frequency for the nearest neighbor interactions

2The Cr3+ ions in CrI3 forms a honeycomb lattice. However, since the thermal Hall effect is
dominated by low-energy Γ-point physics, our square lattice mode should be sufficient for an order
of magnitude estimation.
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Figure 3.2: The band structure and Berry curvature using the parameters in the main
text. (a) The band structure of the magnon-phonon hybrid system along the high
symmetry line Γ−X−M −Γ. The bands from the highest to the lowest are denoted
by green, orange, and blue, respectively; (b,c,d) The distribution of Berry curvatures
in log-scale Γ(Ωz) ≡ sign(Ωz) ln(1 + |Ωz|): (b) for the blue band; (c) for the orange
band; (d) for the green band.

at 10 meV, and for the second nearest neighbor interactions at 5 meV [92]. For
simplicity, we have set γ = 0 in Eq. (3.6) 3. Fig. 3.2(a) shows the band structure
of the positive spectrum with D = 0.93 meV. The magnon and phonon bands have

3In the superexchange model, the DM strength D ∼ t0t
′/U , where t0 and t′ are the spin-

independent and spin-dependent hopping integrals and U is the onsite Coulomb interaction [94].
In general, the hopping integrals have a power law dependence on the interatomic distance R [95],
and the dependence of U on R can be neglected. If D ∼ R−n then dD/dR = −nD/R. Therefore
γ = −(dD/dR)/(D/R) = n should have the same order as unity, and our numerical calculation
based on γ = 0 should give an order of magnitude estimation of the thermal Hall conductivity.
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Figure 3.3: The thermal Hall conductivity αxy for different temperatures and different
strengths of DM interaction D. Other parameters are defined in the main text.

many crossing points, but they can be removed by the magnon-phonon interaction,
although the gaps are too small to be seen on the figure. These avoided band crossing
points have a large contribution to the Berry curvature. Fig. 3.2(b,c,d) show the
distribution of the Berry curvatures of the three bands in log scale, which is given by
Γ(Ωz) = sign(Ωz) ln(1 + |Ωz|).

The dependence of the thermal Hall conductivity αxy on both temperature and the
strength of the DM interaction is shown in Fig 3.3. For T = 20 K, D = 0.93 meV, we
get αxy ∼ 9× 10−13 W/K. In Ref. [41], the magnon thermal Hall conductance of the
3D sample is around 10−3 WK−1m−1. If we assume that the thickness of a monolayer
sample is 5 Å, then the thermal Hall conductance for one monolayer is about 5×10−13

W/K. Therefore, the order of magnitude of the thermal Hall conductance from our
model is comparable to that from the magnon Hall effect. Note that the thermal
Hall conductance flips sign when temperature is around 17 K. This is due to the
contribution from the Berry curvatures of the higher bands near the Γ point, which
have the opposite sign and larger magnitude compared with that from the lowest
band.
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3.8 Summary

In summary, we have proposed a new mechanism for the thermal Hall effect in an
exchange spin-wave system by magnon-phonon interactions. The key ingredient is
an out-of-plane magnetization and an in-plane DM vector due to mirror symmetry
breaking. This can be realized in bulk crystals with broken mirror symmetry, or
in low-dimensional systems where the mirror symmetry is broken by either a het-
erointerface or an applied gate voltage. Our result revealed the crucial role of the
magnon-phonon interaction in the thermal Hall effect, and may find applications in
the emerging field of spin caloritronics [79].
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Chapter 4

Optical Selection Rule of Excitons
in Gapped Chiral Fermion Systems

4.1 Introduction

Our understanding of optical absorption in semiconductors relies on two essential
approximations [96]. The first is the effective mass approximation [97], in which the
electron and the hole are considered as two particles moving with the effective masses
of the conduction and valence bands, respectively. In the presence of the Coulomb
interaction, the electron-hole pair will form a hydrogen-like bound state known as
the exciton [98], which plays a crucial role in semiconductor optics. The second
approximation is the electric dipole approximation. Within this approximation, the
inter-band optical transition is usually understood in terms of the transition between
atomic orbitals that make up the Bloch functions. Together, these two approximations
yield the optical selection rule for excitons, as derived in a classic paper by Elliott [99]:
if the band edge transition is dipole-allowed, then only the s-like excitons are bright
and the rest are dark. Despite its simplicity, this theory is quite versatile and can
be further generalized to include complications such as band degeneracy, anisotropy,
and spin-orbit interaction.

However, the validity of the above theory has been recently challenged in a new
class of materials called gapped chiral fermion (CF) systems. Examples include
gapped topological surface states [100], biased bilayer graphene [101, 102], and mono-
layers of group-VI transition metal dichalcogenides such as MoS2 [2, 103, 104]. It has
been shown that in these systems the effective mass approximation must be modified
to include the Berry phase [27] carried by the CFs to give a proper account of the
exciton energy spectrum [105, 106]. At the same time, anomalous exciton optical se-
lection rule has also been found in these systems. For example, it has been shown that
both the s-like and d-like excitons are bright in monolayer MoS2, and their optical
transitions have opposite circular polarization [107], while in biased bilayer graphene
it is the p-like excitons that are bright [101]. These results suggest that a new exciton
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optical selection rule must be established in gapped CF systems.

In this chapter, we show that the exciton optical selection rule in gapped CF
systems is governed by their winding number w [see Eq. (4.23) below], a topological
property of the Bloch bands [108, 109]. Specifically, we find that the bright exci-
tons in an isotropic CF system have angular momentum m = w ± 1. When the full
rotational symmetry is reduced to discrete CN symmetry by crystal field effect, the
allowed angular momentum of bright excitons expands to m = w ± 1 + nN , where
n is an integer. Our theory thus gives a unified view of the optical selection rule
previously found in various gapped CF systems [100, 101, 107]. To further demon-
strate our theory, we propose two gapped CF systems capable of hosting dark s-like
excitons. The first is gapped surface states of a topological crystalline insulator with
C4 symmetry. The second is 3R-stacked MoS2 bilayers. In the latter case, we show
that gating can be used to tune the s-like exciton from bright to dark by changing
the winding number. The value of the gate voltage to realize such a dark-bright tran-
sition is within experimental reach. Our study, together with the previous result on
the Berry phase effect on the exciton spectrum [105, 106], provides a basic description
of the electronic structure of excitons in gapped CF systems.

4.2 Light-Electron Interactions in Semiconductors

4.2.1 Stimulated Absorption

Isolated Atoms

The interactions between light and electrons in semiconductors involve multiple pro-
cesses. Initially, the semiconductor is in the electronic ground state, with valence
band filled and conduction band empty. The photon field, described by a classical
plane wave A = A0 cos (q · r − ωt), provides a perturbation that induces stimulated
absorption. An electron in the valence band can absorb a photon and be excited
into the conduction band, leaving a hole behind in the valence band. This process is
described by the following Hamiltonian:

H =
(p− eA(r, t))2

2m
+ V (r) ≈ H0 +H1 , (4.1)

where H0 = p2/2m+ V (r) gives rise to the Bloch band with energy Enk and V (r) is
a periodic potential. The perturbation from the photon field is given by

H1 = − e

m
A(r, t) · p = −eA(r, t) · v , (4.2)

where the velocity operator is defined as v = p/m. We derive the transition prob-
ability using the time dependent perturbation theory. Consider an electron initially
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in a valence band state ψvk0 . In the presence of the photon field, the wave function
after a time interval t is given by

Ψ(t) =
∑
nk

cnk(t)e−iEnktψnk . (4.3)

Using the Schrodinger equation, the time evolution of the coefficients cnk(t) is given
by

iċnk(t) =
∑
n′k′

ei(Enk−En′k′ )t〈ψnk|H1|ψn′k′〉cn′k′(t) . (4.4)

According to the time dependent perturbation theory, we replace cn′k′(t) on the right
hand side with its initial value cnk(0) = δn,vδk0,k. For n, k 6= v, k0, the coefficients are
given by:

cnk(t) =− i
∫ t

0

dt
∑
n′k′

ei(Enk−En′k′ )t〈ψnk|H1|ψn′k′〉δn′,vδk0,k′

=i

∫ t

0

dtei(Enk−Evk0 )tA0 ·
∫
dr3(ei(q·r−ωt) +H.c.)ψ∗nk(r)evψvk0(r) .

(4.5)

When the perturbation is turned on after a long time, we take the limit t → ∞.
Therefore, the integral over t gives rise to a δ-function that conserves the total energy
of electrons and photons. Then we define the periodic part of the Bloch function unk
by ψnk = eik·runk, and separate the integral over r into a sum over all lattice points
Ri and an integral in a unit cell. The sum over Ri gives rise to a δ-function that leads
to momentum conservation, and the integral in a unit cell gives the velocity matrix
〈u∗nk|v|uvk0〉. Therefore, the coefficients cnk are written as

cnk = −δ(Enk − Evk0 − ω)δ(q + k0 − k)eA0 · 〈u∗nk|v|uvk0〉 . (4.6)

The first two δ-functions represent the conservation of momentum and energy, and
the last term is the off-diagonal matrix element of the velocity operator. Since the
momentum of the photon is usually small, we can assume q ≈ 0, thus the momentum
of the electron before and after the transition is approximately the same. Therefore,
when the conservation of momentum and energy is satisfied, the possibility of the
stimulated absorption is

|cnk0|2 = |eA0 · Vnv|2 , (4.7)

where Vnv = 〈nk0|v|vk0〉 is the velocity matrix.

Bloch Band Systems

In Bloch band system, the definition of velocity operator needs to be modified. Ac-
cording to the Heisenberg equation of motion, the time derivative of the position
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operator is given by ṙ = −i[r, H]. For Bloch band systems, we work under a k-
dependent representation, where the operators are given by O(k) = e−ik·rOeik·r.
Thus v(k) = −ie−ik·r[r, H]eik·r.

Now we need to know the velocity matrix under the tight binding basis. Define
|un(k)〉 =

∑
i

eik·(Ri−r)φn(Ri), where φn(Ri) is atomic state n on the atom site Ri.

In the absence of the magnetic field, the tight bonding Hamiltonian is given by H =∑
m,n,i,j

tmnij |φm(Ri)〉〈φn(Rj)|. Under the basis of |un(k)〉, the velocity matrix is written

as

vmn(k) =〈um(k)|v(k)|un(k)〉

=
∑
i,j

eik·(Rj−Ri)〈φm(Ri)| − i[r, H]|φn(Rj)〉

=− i
∑
i,j

∑
i′,j′,m′,n′

eik·(Rj−Ri)[〈φm(Ri)|r|φm′(Ri′)〉tm
′n′

i′j′ 〈φn′(Rj′)|φn(Rj)〉

− 〈φm(Ri)|φm′(Ri′)〉tm
′n′

i′j′ 〈φn′(Rj′)|r|φn(Rj)〉]

=− i
∑
i.j

∑
i′,j′,m′,n′

eik·(Rj−Ri)(〈φm(Ri)|r|φm′(Ri′)〉tm
′n

i′j − tmn
′

ij′ 〈φn′(Rj′)|r|φn(Rj)〉) .

(4.8)
In the last line, we suppose that the atomic wave functions on different sites do not
overlap, thus 〈φm(Ri)|φn(Rj)〉 = δmnδij.

The position r can be separated into the equilibrium lattice position Ri and the
relative position to the lattice point given by r̃ = r − Ri. Define the polarization
matrix as 〈φm(Ri)|r̃|φn(Rj)〉 = δij〈φm(Ri)|r̃|φn(Ri)〉 = δijr

mn. Substituting into
Eq. (4.8), the velocity matrix can be written as

vmn(k) =− i
∑

i,j,m′,m′

[eik·(Rj−Ri)(rmm
′
tm
′n

ij − tmn
′

ij rnn
′
) + eik·(Rj−Ri)(Ri −Rj)t

mn
ij ]

=− i
∑
m′,m′

(rmm
′
tm
′n

k − tmn′k rnn
′
) +

∂tmn(k)

∂k
,

(4.9)
where tmn(k) =

∑
ij

eik·(Rj−Ri)tmnij . Note that the matrix t(k) is sometimes written

as H0(k) since it is the k-dependent Hamiltonian matrix under the orbital basis.
The first term comes from single atomic transition, whose magnitude (and thus the
selection rule) is controlled by the polarization matrix rmm

′
. This term is not included

in Ref [110]. The second term is related to the hopping of electrons among lattices.

4.2.2 Relaxation

The electron-hole pairs generated from stimulated absorptions initially have high
energies (so called hot excitons). They can be cooled down by relaxation processes,
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assisted by phonon and defects. Ultra fast relaxation processes have been observed for
double layer graphene [111] and transition metal dichalcogenides [112]. The relaxation
time is in the order of a few picoseconds. The relaxation process moves the electrons
and holes near their corresponding band edge, then they form bond states called
excitons due to the coulomb interaction. Details about excitons will be discussed in
Section 4.3

4.2.3 Spontaneous Emission

Exciton states are not stable and can spontaneously emit photons without the per-
turbation from external electric magnetic field. The possibility of such emission is
described by the oscillator strength which is defined as [113]:

On =
Possibility of spontaneous emission from state n in unit time

Energy lost in unit time for classical oscillator/Total energy of classical oscillator
.

(4.10)
It describes which portion of the emission predicted by the classical charged oscillator
model actually happens. For a classical charged oscillator that oscillates in the ẑ
direction, it carries a dipole pos(t) = pos(0) cos(ωt)ẑ. The energy loss per unit time
can be calculated by the projection of Poynting vector S on a sphere with a large
radius R. Classical electrodynamic calculation gives

−dW
dt

=

∫
dΩ

∫ R

0

r2dr · S

=
pos(0)2ω4

12πε0
,

(4.11)

where
∫
dΩ is an integral over the solid angle. Note that we have set the velocity

of light equals 1. Furthermore, the energy of the oscillator is W = 1
2
µω2z2

0 , where
µ is the mass of the oscillator and z0 = pos(0)/e is the amplitude of the oscillation.
Therefore, the denominator in equation (4.10) is written as:

γ = −dW
dt

/W =
e2ω2

6πε0µ
. (4.12)

The probability of spontaneous emissions is described by the Einstein coefficient,
which is defined by

An =
e2ω

3πε0
|〈GS|v|exn〉|2 , (4.13)

where |GS〉 is the ground state and |exn〉 is the n-th excited state, with their cor-
responding energy Eex and Eg. Therefore, combined with Eq. (4.11), the oscillator
strength is given by

On =
An

3γ

=
2

3µ(Eex − Eg)
|〈GS|v|exn〉|2 .

(4.14)
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The factor 3 in equation (4.14) is included in the denominator since the oscillator can
be polarized in all 3 directions. Similarly, the oscillator strength for photons with a
specific polarization ê is given by

On|ê =
2

3µ(Eex − Eg)
|〈GS|ê · v|exn〉|2 . (4.15)

4.2.4 Summary

In sum, the optical processes in semiconductors are included in Fig. 4.1. An electron-
hole pair is generated by incoming photons, then this pair is relaxed to excitonic
bond states. Each bond state can emit photons via spontaneous emissions, which
is also known as the recombination process for excitons. Note that there might be
more complicated processes that have not been shown in Fig 4.1. For example, some
non-radiative recombination processes such as the Auger effect [114, 115] have not
been taken into consideration.

Exciton States

Photon emissionIncoming light

Electron

Hole

Figure 4.1: Optical process in semiconductors

4.3 Exciton States and Exciton Optical Selection

Rule

4.3.1 Angular Momentums of Excitons

An exciton in a general two-band model can be written as a linear combination of
electron-hole pairs,

|Ψex(q)〉 =
∑
k

fq(k)a†ck+qavk|Ω〉 . (4.16)

Here |Ω〉 is the semiconductor ground state with the valence band filled and the
conduction band empty, and a†ck+q (avk) creates an electron (hole) in the conduction
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(valence) band. The coefficient fq(k) is the exciton envelope function, where q and k
are the center-of-mass and relative momentum of the electron-hole pair, respectively.
For photo-excited excitons, the center-of-mass momentum q is negligible, which will
be set to zero and omitted hereafter. In the isotropic model, the angular momentum
m is a good quantum number, thus the envelope functions have the following form

fm(k) = f̃m(|k|)eimφk . (4.17)

We note that the angular momentum of the envelope function is gauge dependent.
In general, the envelope function is calculated using the Bethe-Salpeter equation [100,
116]:

(2εk + Σk)f(k)−
∑
k′

U(k,k′)f(k′) = Ef(k), (4.18)

where U(k,k′) = V (|k−k′|)〈ck|ck′〉〈vk′|vk〉, and V (|k−k′|) is Coulomb interaction
in momentum space, and the self energy correction Σk =

∑
k′ V (|k−k′|)(|〈vk′|vk〉|2−

|〈ck|vk′〉|2). Using the Fourier transformation of the polar angle of k, which is define
by φk = arctan ky/kx, we get the Bethe-Salpeter equation in angular momentum
representation

(2εk + Σk)f̃m(|k|)−
∑
n,k′

Umn(|k|, |k′|)f̃n(|k′|) = Ef̃m(|k|) , (4.19)

where

Umn(|k|, |k′|) =

∫
dφkdφk′U(k,k′)e−imφkeinφk′ . (4.20)

We show that the gauge choice of wave functions may influence the definition
of angular momentum. Suppose we give a phase factor to the conduction band,
which leads to the new wave function: |ck〉′ = eiφk |ck〉. This gauge transformation
increases the angular momentum of the Bloch wave function mband by 1. In addi-
tion, U ′(k,k′) = U(k,k′)eiφk′e−iφk while Σk is unchanged, thus the Bethe-Salpeter
equation in the angular momentum space becomes

(2εk + Σk)f̃m(|k|)−
∑
n,k′

U ′m−1,n−1(|k|, |k′|)f̃n(|k′|) = Ef̃m(|k|) . (4.21)

Therefore, f̃m(|k|) becomes f̃m−1(|k|) after the gauge transformation. We note that
the total angular mementum of the exciton state is unchanged under the gauge
transformation. Although the angular momentum for the envelope function menv

is decreased by 1, mband increases by 1, thus the entire angular momentum mtotal =
menv +mband is unchanged. We will come back to the gauge freedom in the discussion
of the exciton states in Chiral Fermion systems.
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4.3.2 Optical Selection Rule of Excitons

The selection rule for the band edge absorption of electrons can be derived from the
velocity matrix Vvc = 〈vk|v|ck〉 (see equation (4.6)). The transition is not allowed
only when the velocity matrix is zero at the band edge. It should be pointed out
that there are generally two contributions to the velocity matrix element (see Sec-
tion 4.2.1 for details): one is from the electron hopping between lattice sites, and
the other from the dipole transition between localized orbitals [117]. Here we only
consider the former contribution while neglecting the latter. This is justified for the
systems considered in this chapter. In MoS2 the conduction and valence band edges
are mainly formed by the Mo d-orbitals, with slight mixing from the S p-orbitals [118].
There is no dipole transition between the even-parity d-orbitals, and transitions be-
tween d- and p-orbitals are negligible. Similarly, in gapped graphene systems the
atomic orbitals involved are carbon pz-orbitals, and optical transitions among them
are dipole-forbidden.

On the other hand, for the spontaneous emission of excitons, we need to consider
the additional contribution from the envelope function. Substituting the exciton state
in Eq. (4.16) into the oscillator strength in Eq. (4.15), the oscillator strength of an
exciton with angular momentum m under circular polarization is given by

Om =
1

µEex
m

∑
η=±

∣∣∣∫ dk f̃m(|k|)eimφkvη(k)
∣∣∣2 , (4.22)

where vη(k) = 〈vk|v̂η|ck〉 is the interband matrix element of the velocity operator
v̂η = v̂x + iηv̂y with v̂x,y = ∂H0(k)/∂kx,y. Here H0(k) is the k dependent Bloch
Hamiltonian (see the text under Eq. (4.9)), Eex

m is the exciton energy and µ is the
reduced mass. The exciton state is dark if Om = 0.

4.4 General Gapped Chiral Fermion Systems

We begin with the k ·p Hamiltonian for an isotropic two-dimensional CF model with
an integer winding number w,

H0 =

(
∆ α(|k|)eiwφk

α(|k|)e−iwφk −∆

)
, (4.23)

where 2∆ is the energy gap and φk = tan−1(ky/kx). This Hamiltonian describes
a wide range of material systems. For example, both gapped topological surface
states [100] and monolayer MoS2 [2] have α(|k|) ∝ |k| with the winding number
w = 1, and biased bilayer graphene has α(|k|) ∝ |k|2 with w = 2 [119]. In fact, in
graphene multilayers, w can be made arbitrary integral values [120]. We note that
this model also includes the special case of zero winding number even though it cannot
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be called a chiral fermion anymore. The energy dispersion of this model is given by
εc,v = ±εk = ±

√
∆2 + α2(|k|) with the corresponding eigenstates

|ck〉 =

(
cos θk

2

sin θk
2
e−iwφk

)
, |vk〉 =

(
sin θk

2
eiwφk

− cos θk
2

)
, (4.24)

where θk = cos−1(∆/εk). The wave functions have a U(1) gauge freedom. Here we fix
the gauge by demanding that both |ck〉 and |vk〉 have no singularity at the band edge
(k = 0). Under this gauge choice, the labeling of excitons by their angular momenta
returns to that of the hydrogenic model in the large gap limit [105].

We calculate the velocity operator near the band edge. The velocity operator is
given by v = ∂H0

∂k
, such that

v+ =

(
0 α1(|k|)ei(w+1)φk

α2(|k|)e−i(w−1)φk 0

)
, (4.25)

and

v− =

(
0 α2(|k|)ei(w−1)φk

α1(|k|)e−i(w+1)φk 0

)
, (4.26)

where

α1(|k|) =
dα(|k|)
d|k|

|k|w , (4.27)

α2(|k|) =
dα(|k|)
d|k|

|k|w + 2wα(|k|)|k|w−1 . (4.28)

In the large band gap limit, we can write the wave functions of the conduction (c)
and valence band (v) to the lowest order of |k|,

|ck〉 =

(
1

1
2
α(|k|)

∆
kw−

)
, |vk〉 =

(
1
2
α(|k|)

∆
kw+

−1

)
. (4.29)

It is straightforward to show that

〈vk|v+|ck〉 =[
α2|k|2w

4∆2
α1(|k|)− α2(|k|)]ei(−w+1)φk ∝ ei(−w+1)φk , (4.30)

〈vk|v−|ck〉 =[
α2|k|2w

4∆2
α2(|k|)− α1(|k|)]ei(−w−1)φk ∝ ei(−w−1)φk . (4.31)

It then follows from Eq. (4.22) that after angular average only exciton states with
m = w ± 1 have nonzero oscillator strength. In addition, optical transitions to
these two angular momentum states always have opposite circular polarization. We
emphasize that it is the k-space phase winding of the velocity matrix element, a
feature not available in the atomic transition picture, that determines the exciton
optical selection rule of gapped CF systems.
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Although both w + 1 and w − 1 states are bright, their oscillator strength can
be quite different. For simplicity, we assume α(|k|) = α|k|w. The velocity matrix
elements take the form

〈vk|v̂+|ck〉 = −2αw cos2 θk
2
kw−1e−i(w−1)φk ,

〈vk|v̂−|ck〉 = 2αw sin2 θk
2
kw−1e−i(w+1)φk .

(4.32)

In the large band gap limit, i.e., ∆ � αkwB where kB is the inverse of the exciton

Bohr radius, we have cos
θkB

2
� sin

θkB
2

. In this case, the m = w − 1 exciton states
are much brighter than the m = w + 1 states.

So far, we have only considered the isotropic case. However, in a crystalline
environment the C∞ symmetry is reduced to CN by the crystal field effect, which will
modify the optical selection rule. The modifications come from two places. First, the
exciton state with angular momentum m is mixed with those with angular momentum
m+ nN ,

fm(k)→ f̃m(|k|)eimφk +
∑
n 6=0

cnf̃m+nN(|k|)ei(m+nN)φk , (4.33)

where n is an integer and cn is the coefficient for each angular momentum channel,
whose form has been derived in Appendix D. Secondly, the velocity matrix element
is also expanded into a series of angular momentum channels (see Appendix D)

〈vk|v̂±|ck〉 =
∑
n

vne
−i(w∓1+nN)φk . (4.34)

According to Eq. (4.22), the exciton selection rule now reads

m = w ± 1 + nN . (4.35)

This is a reflection of the fact that in a CN invariant system the angular momentum
is only defined modulo N [4]. Finally, we note that the optical transitions to the m-
and (m+ nN)-states have the same circular polarization.

4.5 Examples

4.5.1 Monolayer MoS2

Now we examine our theory in the two previously studied systems. The first one is
monolayer MoS2 with winding number w = 1 (see section 1.3.2). According to our
theory, the s- and d-like excitons should be bright with opposite circular polarizations
when the crystal field effect is ignored, and the s-state should be much brighter than
the d-state due to the relatively large band gap in MoS2 (αkB/∆ ∼ 0.1) [2, 105]. If
we turn on the crystal field, the symmetry is reduced from C∞ to C3. In this case,
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the p-like state with m = −1, which is dark in the isotropic model, becomes bright
and has the same polarization as the d-like excitons with m = 2. This result agrees
with the direct calculation in a recent study [107].

4.5.2 Bilayer Graphene

The second example is the biased bilayer graphene [101], which is described by the
following effective Hamiltonian [119]

HBLG =

(
∆ αk2

+

αk2
− −∆

)
+ 3γ3

(
0 k−
k+ 0

)
, (4.36)

where k± = kx ± iky, and γ3 is the interlayer hopping amplitude. The first term
in HBLG describes an isotropic CF model with winding number w = 2. This term
alone would give rise to dark s-states, since only the m = 1 and m = 3 states are
bright. However, in the presence of the γ3 term, which reduces the C∞ symmetry to
C3, the optical transition to s-like states are turned on, and have opposite circular
polarization compared to the p-like states. Similarly, the m = −2 states also become
bright (see Fig. 4.2).

To estimate the crystal field effect, we have carried out a perturbative calculation
by treating γ3 as a small quantity in the large band gap limit (see Appendix D). We
find that the modification to the exciton envelope function is a higher order contribu-
tion, and the main effect of the crystal field comes from its modification to the velocity
matrix element, which is proportional to γ3. Accordingly, the ratio of the oscillator
strength between the s- and p-states should be proportional to 9γ2

3/(2α|kB|)2. Accord-
ing to Ref. [101], the k-space radius of the exciton envelope function is kB ∼ 0.02 Å−1,
which gives 9γ2

3/(2α|kB|)2 ∼ 0.02. Note that from a pure group theory point of view,
we can also come to the conclusion that the s-like excitons are bright. In contrast,
our theory provides a quantitative estimation of the brightness of the s-state.

We can check the validity of this argument with numerical calculations using a
more complete four-band model for the biased bilayer graphene. The band structure
for bilayer graphene near the Fermi surface also has degenerates at the K and K ′

valleys. With a gap ∆ opened by the gate voltage, the k · p Hamiltonian near the K
valley for the biased bilayer graphene is given by [39]

H ′BLG =


∆ γ0k+ 0 3aγ3k−
γ0k− ∆ γ1 0

0 γ1 −∆ γk+

3aγ3k+ 0 γk− −∆

 . (4.37)

Here γ0, γ1, γ3 correspond to intralayer NN , interlayer NN and interlayer NNN
respectively, and a is the lattice constant. The basis for H ′BLG consists of A and
B sublattices in the up (layer 1) and down (layer 2) layer, which are denoted as
A1, B1, A2, B2 in Fig. 4.3. The band structure near the K valley is shown in Fig. 4.4.
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Figure 4.2: The exciton optical selection rule of the w = 2 chiral fermion model when
the symmetry is reduced from (a) C∞ to (b) C3. The black lines indicate dark states,
and the red (blue) lines are bright states with σ− (σ+) polarization. The solid lines
represent positive angular momenta, and the dashed lines represent negative angular
momenta.
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Figure 4.3: A-B stacking (Bernal) bilayer graphene. Different colors correspond to
different layers. The blue arrows shows the wave vector K, and the green arrow shows
the reciprocal lattice vector G.

Figure 4.4: Band structure of bilayer graphene near the K valley. Figure is from
Ref [4].

At the band edge, the wave functions for the lowest conduction and highest valence

band are given by
(
1 0 0 0

)T
and

(
0 0 0 1

)T 1. The velocity matrix involving
these two bands is denoted as Vvc(k).

The numerical results below have used the parameters in [101] and [39]. We
first use the tight binding model in Ref. [39], and calculate the distribution of the

1That means electron and hole are in different layers. One property of interlayer exciton is that
they have long lifetime.
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magnitude of the velocity matrix with σ+ polarization (V +
vc ) in an extended Brillouin

Zone. The result is shown in Fig. 4.5. The dominant contribution to the velocity
matrix |V +

vc | comes from the Dirac points, and the distribution of |V −vc | is simply a
time reversal counterpart. Now we focus on the K point and use the k ·p Hamiltonian
in Eq. (4.37). Fig. 4.7 shows the velocity matrix distribution near the K point with
σ± polarized light (|V η

vc| with η = ±). Fig. 4.8 separates |V η
vc| into different angular

momentum channels for both σ− and σ+ polarizations. As shown in the left figure
of Fig. 4.8, the m = 0 channel of |V +

vc | is nonzero, thus the s-exciton is bright for
the σ+ polarization. On the other hand, the p-exciton (m = −1) is dark with σ+

polarization. For the σ− polarization, the p-state is bright while the s-state is dark
according to the right figure of Fig. 4.7. This numerical result agrees with the optical
selection rule discussed earlier.

Fig. 4.6 shows the distribution of the degree of polarization (DOP) in an extended
Brillouin Zone using the tight binding model in Ref. [39]. Here DOP is defined by

DOP =
|V +
vc |2 − |V −vc |2

|V +
vc |2 + |V −vc |2

. (4.38)

We note that the DOP changes sign at the K point. Fig. 4.9 shows DOP along the
ky direction near the K point using the k ·p Hamiltonian in Eq. (4.37), and the band
structure is also shown as a reference. A sharp peak that changes the sign of DOP
appears at the K point which is absent when γ3 is ignored [4].

For the completeness of the discussion, we provide a group theory argument for
the optical selection rule of the s-exciton. We first consider the point group of the
bilayer graphene. Under the Bernal stacking, the sublattice A1 and A2 in the two
layers overlap in the x− y plane (see Fig. 4.3). The bilayer graphene without a gate
voltage has a D3d symmetry [121], and the group of wave vector (GWV) at the K
point is reduced to C3 with or without gate voltage.

In group theory, the optical selection rule is derived from the irreducible repre-
sentation (IR) of the band edge states. When k = 0, the wave functions of the
conduction (valence) band are linear combinations of the B1 (B2) (labeled in Fig 4.3)
atomic wave functions, respectively, and are given by

ψc(v)K(r) =
∑

RB1(B2)

eiK·RB1(B2)φ(r −RB1(B2)) , (4.39)

where φ(r) is the wave function of the pz orbitals on carbon atoms. Note that φ(r) is
invariant under any rotations in the x− y plane, and changes sign under the mirror
reflection z → −z. RB1(B2) = Ri + R̃, where Ri is the position of the unit cell, R̃

is the relative position of the lattice point in the unit cell. We set R̃ = 0 at the A1

point. To find out the IR of the wave functions, we can simply apply the symmetry
operations in GWV. For a C3 rotation around the O point in Fig. 4.3, The wave

54



𝑘"𝑎

𝑘$𝑎

|𝑉'()|/𝑎 (eV)

Figure 4.5: The distribution of |V +
vc |/a of biased graphene bilayers in an extended

Brillouin zone with σ+ polarization using the tight binding model. The distribution
of |V −vc | is simply a time reversal counterpart. The major contribution to |V ±vc | comes
from the K and K ′ point.
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Figure 4.6: The distribution of degree of polarization DOP of biased graphene bilayers
in an extended Brillouin zone using the tight binding model.
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Figure 4.7: |V η
vc|/a of biased graphene bilayers near the K point for σ+ (a) and σ−

(b) polarization.

function transforms as:

C3ψcK(r) =
∑
Ri

eiK·(Ri+R̃)C3φ(r − (Ri + R̃))

=
∑
Ri

eiK·(Ri+R̃)φ(C−1
3 r − (Ri + R̃))

=
∑
Ri

eiK·(Ri+R̃)φ(r − C3(Ri + R̃))eiα

=ei(C3K−K)·R̃eiαψcK(r).

(4.40)

Here α is the phase contributed by the atomic wave function under a three-fold
rotation. We have α = 0 for the pz orbital. Therefore, the wave function gets an
additional phase factor ei(C3K−K)·R̃ = eiG·R̃, where G is the reciprocal lattice vector
shown in Fig. 4.3. Using RB1(2) = (0,±a), K(K ′) = (∓ 4π

3
√

3a
, 0) and G = (2

√
3π

3a
, 2π

3a
),

the phase change for ψB1 and ψB2 is ±2π
3

at the K point and ∓2π
3

at K ′. If we
concentrate on the K valley, the B1 and B2 bands are in the E and E∗ representation.

The optical selection rule of the s-exciton is determined by the velocity matrix
〈B2|v|B1〉. Therefore, the s-state is bright if the direct product (E∗)∗

⊗
Γv
⊗

E =
E
⊗

Γv
⊗

E contains the identity IR, where Γv is the IR of the velocity operator.
Since v should transform as a vector, it is in the E (E∗) representation, if the circular
polarization is σ+ (σ−). It is straightforward to show that Γv = E gives the identity
IR, thus the s-exciton is bright at the K valley for σ+ polarization, and vanishes for
σ− polarization.
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Figure 4.8: |V η
vc|/a of biased graphene bilayers for different angular momentum chan-

nels with σ+ (left figure) and σ− (right figure) polarization. The red line represents
the m = 0 channel, the yellow line represents m = −1 and the blue line represents
m = −3. The s-state and the m = −3 state are bright, with the opposite circular
polarization to the bright p-state.

4.5.3 Topological Crystalline Insulators

The fact that it is the C3 symmetry that turns the s-like excitons bright in a w = 2
CF system suggests that by switching to a different rotational symmetry, the s-states
can remain dark. One such system is the gapped surface states of a topological
crystalline insulator with a possible C4 rotational symmetry [122]. The tight bonding
Hamiltonian originates from the linear combination of px and py orbitals on two
sublattices. Two orbitals and two sublattices leads to a tedious 4×4 bulk Hamiltonian,
which will not be listed here. On (0, 0, 1) surface where the C4 symmetry is preserved,
there are two edge states crossing the band gap, which are degenerate at M̄ point.
Projecting the bulk Hamiltonian to the px and py surface states, the Hamiltonian for
the surface states is given by

Hs =
k2

2m0

I2×2 +
k2
x − k2

y

2m1

σz +
kxky
2m2

σx . (4.41)

We can transform the basis from px,y into p± by applying a unitary transformation

U =
1√
2

(
1 1
i −i

)
. (4.42)
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Figure 4.9: Degree of circular polarization (blue line) of biased graphene bilayers near
the K valley along ky direction. Conduction band (red) and valence band (green) are
shown as a reference. The sudden sign change of DOP near the K valley is unseen
when γ3 is absent.

Ignoring the I2×2 term, the surface state Hamiltonian Eq. (4.41) can be conveniently
written in the following form

H ′s =a1

(
Vz k2

+

k2
− −Vz

)
+ a2

(
Vz k2

−
k2

+ −Vz

)
. (4.43)

where Vz is the gap opened by a time-reversal breaking perturbation [122]. This
model is a mixture of CFs with w = ±2. The simultaneous existence of both winding
numbers reduces the rotational symmetry to C4, and the s-states remain dark.

Now we check the optical selection rule by numerical calculations. First consider
the case a1 = 1 and a2 = 0, where the Hamiltonian retreats to that for the CF with
winding number w = 2. As shown in Fig. 4.10, the velocity matrix is nonzero for
m = 1, 3 while vanishes for m = 0, which agrees with the general optical selection
rule for CF models. Note that the values of velocity matrices in the right figures are
very small (∼ 10−17) which lead to the messy data points.

For the completely mixed case where a1 = a2 = 0.5, the velocity matrices in
different momentum channels for both σ± polarizations are shown in Fig. 4.11. The
red lines for the s-channel always vanish for both polarizations thus the s-state is
dark. This result also agrees with our earlier discussion.
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Figure 4.10: Velocity matrix |V η
vc|/a for TCI when a1 = 1 and a2 = 0. Up (down)

figures corresponds to σ−(σ+) polarization, while left (right) figures are for positive
(negative) angular momentum channel. Red lines are m=0, and yellow lines are
m = ±1 (positive sign for left figure, negative for right figure), bule lines are m = ±3
(sign choice is the same as yellow line).

4.5.4 3R-Stacked MoS2 Bilayer

Apart from varying the symmetry group, we can also obtain dark s-states by switching
to a different winding number while keeping the C3 symmetry. For this purpose, let
us consider 3R-stacked MoS2 bilayers. In the 3R-stacked bilayer structure, the top
layer is shifted relative to the bottom layer along the honeycomb armchair edge, as
shown in Fig. 4.12. Neglecting the spin degree of freedom, the effective Hamiltonian
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Figure 4.11: Velocity matrix |V η
vc|/a for TCI when a1 = 0.5 and a2 = 0.5. See the

captions for figure 4.10 for the meaning of these lines.

at one of the corners of the hexagonal Brillouin zone is given by (see Appendix E)

H3R =


∆I + Vg v0k− 0 0
v0k+ −∆I + Vg γ1 0

0 γ1 ∆I − Vg v0k−
0 0 v0k+ −∆I − Vg

 , (4.44)

where ∆I is the gap opened by the broken inversion symmetry in each monolayer, Vg
is the out of plane gate voltage, and v0 and γ1 are the intralayer and interlayer hopping
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Figure 4.12: Top view of 3R-stacked MoS2 bilayers. The large dots are Mo atoms
and the small ones are S atoms. Red (blue) dots refer to the atoms in layer 1 (2).
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Figure 4.13: Band structure of a biased 3R-MoS2 bilayer at (a) Vg = 0 eV and (b)
Vg = 0.3 eV. Bands with different colors belong to different irreducible representations
of C3 group and layer number (1, 2). The parameters used are ∆I = 0.83 eV and
v0 = 3.5 eV Å. We used a large interlayer hopping term, γ1 = 0.3 eV, to make the
band separation visible.

coefficients, respectively. We have only kept the isotropic part of the Hamiltonian,
which is sufficient to demonstrate the essential physics. An interesting feature of this
system is that by varying Vg one can switch the band order within the conduction
and valence bands (see Fig. 4.13). If we assume that ∆I is large compared to the
interlayer hopping constant γ1, the critical value of the gate voltage Vgc at the band
crossing point is approximately γ2

1/2∆I . For intralayer band gap ∆I ≈ 0.8 eV, and
interlayer hopping γ1 ≈ 0.05 eV 2, the required Vgc is about 1.5 meV which is not
difficult to achieve in experiment [123].

The ability to switch the bands is important because the winding number is a topo-
logical quantity, it can only be changed via band crossing if the rotational symmetry
is kept invariant. To find the winding number before and after the band crossing we
downfold the Hamiltonian (4.44) to project out the higher conduction band and the
lower valence band [124] (see Appendix F for details). Before the band crossing, i.e.,

2These data are the hopping constants for 2H-stacked MoS2 bilayers [123], as an estimate for 3R
stacking.
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Vg < Vgc, the downfolded Hamiltonian reads

Hbefore =

(
∆I + Vg

v20γ1
4∆IVg

k2
−

v20γ1
4∆IVg

k2
+ −∆I − Vg

)
. (4.45)

We can see that the winding number w = 2, similar to the biased bilayer graphene.
This is not surprising because each monolayer MoS2 carries winding number w = 1,
and in the 3R-stacking, one can simply add the winding numbers together [16]. In
this case, the s-like exciton is bright in the presence of the C3 symmetry. After the
band crossing, i.e., Vg > Vgc, the 2× 2 Hamiltonian is

Hafter =

(
−
√
γ2

1 + (∆I − Vg)2 − v20γ1(∆I+Vg)

4(∆I−Vg)∆IVg
k2

− v20γ1(∆I+Vg)

4(∆I−Vg)∆IVg
k2

√
γ2

1 + (∆I − Vg)2

)
. (4.46)

Clearly the winding number is changed to w = 0. Hence m = ±1 states become
bright. Turning on C3 symmetry makes m = ±1,±4, . . . states bright, but the s-
states remain dark.

Up to now, we have omitted the valley degree of freedom, which exists in most
chiral fermion systems such as graphene and MoS2 monolayers. Different valleys
carry opposite winding number as a result of the time-reversal symmetry. The corre-
sponding optical transitions therefore have opposite circular polarization. However,
intervalley coupling of exciton states via the same circularly polarized light is unlikely
since the bright exciton states in the two valleys usually have different energies (for
the same circular polarization).

4.6 Summary

In conclusion, we have established a new optical selection rule of excitons in gapped
CF system. We found that the angular momentum of bright excitons are w ± 1 in
the isotropic cases, and the circular polarizations of these two states are opposite.
When the crystal field effect is taken into account, the optically bright excitons have
angular momentum (w± 1) + nN if the system has N -fold rotational symmetry. We
showed that by proper combinations of the winding number and rotational symmetry,
one can engineer dark s-states in CF systems. The occurrence of dark excitons has
already been under intense experimental investigation [125–128]. Such dark exciton
has prolonged lifetime [129], and can be utilized to realize exciton condensation [130–
132] and implement quantum information protocols [133, 134].

Note added—Upon the completion of this work, we have become aware of a recent
paper, Ref. [135], which also studied the exciton optical selection rule in graphene
systems.
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Appendix A

Linear Response Theory for the
Thermal Hall Conductance

A.1 Energy Current Operator

The energy current operator can be derived from the continuity equation

Ḣ(x) +∇ · jE(x) = 0 , (A.1)

where
H(x) =

∑
i

∆(x−Ri)Hi . (A.2)

Hi is defined by
Hi = Hi,spin +Hi,ph +Hi,int , (A.3)

with each term defined in the main text. Ḣ(x) is given by the Heisenberg equation

Ḣ(x) =
1

i~
[H(x), H] , (A.4)

which contains the contribution from the commutators between His, Hi,int and Hi,ph.
I will use the Ḣspin(x) ≡

∑
i,j ∆(x−Ri)[Hi,spin, Hj,spin]/(i~) term as an example, and

other terms just follow similar calculations.
For the Ḣspin(x) term, we can ignore the contribution from the DM term, which

does not appear in the linear spin wave Hamiltonian. Using the commutation relation
between spin operators, we have∑

j∈i

∑
〈i′,j′〉

[si · sj, si′ · sj′ ] = −2i
∑
j∈i

∑
k∈j,k 6=i

si · (sj × sk) (A.5)

and

[si·sj, s′z2i ] = i{δji′ [−sxi (szjs
y
j+s

y
js
z
j)+s

y
i (s

z
js
x
j+s

x
j s
z
j)]+δii′ [−i(szi s

y
i+s

y
i s
z
i )s

x
j+i(s

z
i s
x
i +s

x
i s
z
i )s

y
j ]}

(A.6)
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Using the commutation relation derived above and the Holstein-Primakoff transfor-
mation, the Heisenberg equation becomes

Ḣspin(x) =
1

i~
∑
i

∆(x−Ri){−i
J2

2

∑
j∈i

∑
k∈j,k 6=i

si · (sj × sk)

+
JK

4

∑
j∈i

∑
i′

[si · sj, s2
i′ ] +

JK

4

∑
〈i′,j′〉

[s2
i , si′ · sj′ ]}

=
1

i~
∑
i

∆(x−Ri){−
J2S2

0

2

∑
j∈i

∑
k∈j,k 6=i

(a†jak − a
†
kaj + a†kai − a

†
iak + a†iaj − a

†
jai)

+
JK

4

∑
j∈i

∑
i′

[si · sj, s2
i′ ] +

JK

4

∑
〈i′,j′〉

[s2
i , si′ · sj′ ]}

=A+B ,
(A.7)

where A is contributed by only the exchange term, and B is proportional to K. We
consider these two terms separately.

We use the anti-symmetric format of the operators in the A term:

A =
iJ2S2

0

4~
∑
i

∑
j∈i

∑
k∈j,k 6=i

{[∆(x−Ri)−∆(x−Rk)](a
†
kai − a

†
iak)

+ [∆(x−Ri)−∆(x−Rj)](a
†
iaj − a

†
jai)

+ 2[∆(x−Rj) + (Ri −Rj) · ∇∆(x−Rj)](a
†
jak − a

†
kaj)} .

(A.8)

In the last line, suppose there is no sublattice degree of freedom, the (Ri − Rj) ·
∇∆(x − Rj) term vanishes after summing over the i index. In addition, suppose
the envelope function ∆(x) is smooth enough, thus we can do a Taylor expansion
∆(x−Ri)−∆(x−Rk) = (Ri−Rk) ·∇(∆(x−Ri) + ∆(x−Rk))/2, and the current
contributed by the A term is given by

jA(x) =− iJ2S2
0

8~
∑
i

∑
j∈i

∑
k∈j,k 6=i

{(Ri −Rk)[∆(x−Ri) + ∆(x−Rk)](a
†
kai − a

†
iak)

+ (Ri −Rj)[∆(x−Ri) + ∆(x−Rj)](a
†
iaj − a

†
jai)

+ (Rj −Rk)[∆(x−Rj) + ∆(x−Rk)](a
†
jak − a

†
kaj)} .

(A.9)

Now we apply a Fourier transformation jA(q) =
∫
dxe−iq·xj(x). It is easy to show
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that

jA(q) =
J2S2

0

8~
∆(q)[−

∑
q1

∑
δ1,δ2

∂q1(e
iq1·(δ1+δ2) + e−iq1·(δ1+δ2))(a†q1−qaq1 + a†q1aq1+q)

+ 2N
∑
q1

∑
δ

∂q1(e
iq1·δ + e−iq1·δ)(a†q1−qaq1 + a†q1aq1+q)] ,

(A.10)
where δ, δ1, δ2 are nearest neighbor vectors, and N is the number of the nearest
neighbors.

Now consider the B term. Using the commutation relation, we get

B =− JKS0(2S0 − 1)

2i~
∑
i

∆(x−Ri)
∑
j∈i

(a†iaj − a
†
jai)

=− JKS0(2S0 − 1)

4i~
∑
i

∑
j∈i

[∆(x−Ri)−∆(x−Rj)](a
†
iaj − a

†
jai)

=− JKS0(2S0 − 1)

8i~
∑
i

∑
j∈i

(Ri −Rj) · ∇(∆(x−Ri) + ∆(x−Rj))(a
†
iaj − a

†
jai) .

(A.11)
Therefore, the corresponding current from the B term is given by

jB(x) =
JKS0(2S0 − 1)

8i~
∑
i

∑
j∈i

(Ri −Rj)(∆(x−Ri) + ∆(x−Rj))(a
†
iaj − a

†
jai) .

(A.12)
Fourier transformation gives

jB(q) =
JKS0(2S0 − 1)

8~
∆(q)

∑
q1

∑
δ

∂q1(e
iq1·δ+e−iq1·δ)(a†q1−qaq1 +a†q1aq1+q) (A.13)

Combining the contributions from A and B terms together, the energy current that
contributes to Ḣspin is given by

jE,spin(q) =
∆(q)

4

∑
q1

(Ṽ m
q H̃

m
q +H.c.)(a†q1−qaq1 + a†q1aq1+q) , (A.14)

where H̃m
q = S0J(N −

∑
δ e

iq1·δ) + K(2S0 − 1)/2 is the magnon energy, and Ṽ m
q =

∂H̃m
q /∂q is the velocity of magnons.
Other commutators can be calculated using similar procedures, while we only

need to notice that the interaction part need to take the symmetric format given in
Eq. (3.24), rather than a more compact format Hi,int =

∑
j∈i
∑

α,β u
α
i T

αβ
ij (δsβi − δs

β
j ).

Although both definitions of Hi,int leads to the same total Hamiltonian, their corre-
sponding energy current operators are slightly different. Combining all the commuta-
tors together, we get the total energy current operator for the magnon-phonon hybrid
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excitation

JE(q) =
∆(q)

8~
∑
q1

ψ̂†q1η(vq1H̃q1 + H̃q1vq1 +vq1+qH̃q1+q + H̃q1+qvq1+q)ψ̂q1+q , (A.15)

where vq = ∂qH̃q is the velocity matrix, H̃q and η are the Hamiltonian matrix and
the commutator matrix, respectively, and are given in the main text.

A.2 Kubo Term

The Kubo term in the thermal Hall conductivity is given by

σxy,kubo =
1

~V T0

∫ ∞
0

dte−εt
∫ β~

0

dλ〈JyE(0,−iλ− t)JxE(0, 0)〉 . (A.16)

Now we calculate the correlation functions

〈JEy (0,−iλ− t)JEx (0, 0)〉

=
1

64~2

∑
m,n,m′,n′,q1,q′1

{Γ(1)y
mn (q1, 0,−iλ− t)Γ(4)x

m′n′(q
′
1, 0, 0)〈Ψ̂†n,q1Ψ̂m,q1Ψ̂n′,−q′1Ψ̂

†
m′,−q′1

〉

+Γ(4)y
mn (q1, 0,−iλ− t)Γ(1)x

m′n′(q
′
1, 0, 0)〈Ψ̂n,−q1Ψ̂

†
m,−q1Ψ̂

†
n′,q′1

Ψ̂m′,q′1
〉

+Γ(2)y
mn (q1, 0,−iλ− t)Γ(3)x

m′n′(q
′
1, 0, 0)〈Ψ̂†n,q1Ψ̂

†
m,−q1Ψ̂n′,−q′1Ψ̂m′,q′1

〉

+Γ(3)y
mn (q1, 0,−iλ− t)Γ(2)x

m′n′(q
′
1, 0, 0)〈Ψ̂n,−q1Ψ̂m,q1Ψ̂

†
n′,q′1

Ψ̂†m′,−q′1
〉

+Γ(1)y
mn (q1, 0,−iλ− t)Γ(1)x

m′n′(q
′
1, 0, 0)〈Ψ̂†n,q1Ψ̂m,q1Ψ̂

†
n′,q′1

Ψ̂m′,q′1
〉

+Γ(4)y
mn (q1, 0,−iλ− t)Γ(4)x

m′n′(q
′
1, 0, 0)〈Ψ̂n,−q1Ψ̂

†
m,−q1Ψ̂n′,−q′1Ψ̂

†
m′,−q′1

〉}
(A.17)

We take the third line as an example. The correlation function gives

〈Ψ̂†n,q1Ψ̂
†
m,−q1Ψ̂n′,−q′1Ψ̂m′,q′1

〉 = (δnn′δmm′δq1,−q′1 + δmn′δnm′δq1,q′1)nn,q1nm,−q1 , (A.18)

where nn,q1 is the Bose-Einstein distribution function with zero chemical potential.
The integral of the real and imaginary time gives∫ ∞

0

dte−εt
∫ β~

0

dλei(Enq1+Em−q1 )(−iλ−t)/~nn,q1nm,−q1

=
eβ(Enq1+Em−q1 ) − 1

i(Enq1 + Em−q1)
2/~2

1

eβEn,q1 − 1

1

eβEm,−q1 − 1

=
1 + nn,q1 + nm,−q1
i(Enq1 + Em−q1)

2/~2
.

(A.19)
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Therefore, the contribution from the third line of Eq. (A.17) is

σxy,kubo3 =
∑

m,n>0,q1

1 + nn,q1 + nm,−q1
16iV T0~(Enq1 + Em−q1)

2
Enq1Em−q1ψ

†
n,q1

η∂qy1 H̃
2
q1
UTψ∗m,−q1

[ψTn,q1U
∗η∂−qx1 H̃

2
−q1ψm,−q1 + ψTm,−q1U

∗η∂qx1 H̃
2
q1
ψn,q1 ] .

(A.20)
Since U †H̃qU = −H̃∗−q, we have U †H̃2

qU = H̃∗2−q. Combined with Uη∗U = −η, we can
do the following transformation

ψTn,q1U
∗η∂−qx1 H̃

2
−q1ψm,−q1 =(ψ†n,q1Uη

∗∂−qx1 H̃
∗2
−q1ψ

∗
m,−q1)

∗

=(ψ†n,q1Uη
∗U∂−qx1 H̃

2
q1
Uψ∗m,−q1)

∗

=(ψ†n,q1η∂qx1 H̃
2
q1
Uψ∗m,−q1)

∗

=ψTm,−q1Uη∂qx1 H̃
∗2
q1
ψn,q1 .

(A.21)

Note that we have used the Hermitian property of η∂qy1 H̃
2
q1

. Therefore, σxy,kubo3 can
be written as

σxy,kubo3 =∑
m,n>0,q1

1 + nn,q1 + nm,−q1
8iV T0~(Enq1 + Em−q1)

2
Enq1Em−q1ψ

†
n,q1

η∂qy1 H̃
2
q1
UTψ∗m,−q1ψ

T
m,−q1Uη∂qx1 H̃

2
q1
ψn,q1 .

(A.22)
Other lines in Eq.(A.17) can be calculated in the similar way. Combining all the
contributions in Eq.(A.17), we get the thermal conductivity from the Kubo term:

σxy,kubo =
∑
m,n,q1

(Vxq1,n,mV
y
q1,m,n

− Vyq1,n,mV
x
q1,m,n

)Enq1Emq1nnq1
32iV T0~(Enq1 − Emq1)2

, (A.23)

where the vertices Vσq1,n,m are given in the main text.
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Appendix B

The Dynamic Matrix for Phonons

Phonon modes originate from classical normal modes of vibrating ions. The Hamil-
tonian for ions is

Hph =
∑
i

p2
i

2M
+ V ({Ri}) , (B.1)

where M is the ion’s mass, and V ({Ri}) is the potential energy between ions un-
der some ion configuration {Ri}. We expand the potential around the equilibrium
configuration {R0

i } under the harmonic approximation

V ({Ri}) ≈ V ({R0
i }) +

1

2

∑
i,j

ui ·
∂2V

∂ui∂uj

∣∣∣
{Ri=R0

i }
· uj. (B.2)

where the deviation from its equilibrium position of the i-th ion ui ≡ Ri−R0
i . Here,

we assume that the potential V ({Ri}) contains only the first and second nearest
neighbor interactions

1

2

∑
i,j

ui ·
∂2V

∂ui∂uj

∣∣∣
{Ri=R0

i }
· uj ≈

∑
〈i,j〉

MΩ2

2
[(ui − uj) · R̂0

ij]
2 +

∑
〈〈i,j〉〉

MΩ′2

2
[(ui − uj) · R̂0

ij]
2

≡ 1

2

∑
〈i,j〉

uTi Φijuj,

(B.3)
with two vibrations frequencies Ω and Ω′ corresponding to two nearest neighbor atoms
and two second nearest neighbor atoms, and Φij is the dynamic matrix in the real
space. Here we only consider the vibrations along the bonds, since the vibrations
perpendicular to the bonds are higher order effects. Accordingly, the phonon Hamil-
tonian can be written in the momentum q space

Hph =
∑
q

p−qpq
2M

+
1

2
uT−qΦ(q)uq , (B.4)
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where the dynamic matrix in the momentum space is given by

Φ(q)

M
=2Ω

′2(1− cos qya cos qxa+ σx sin qxa sin qya)

+ 2Ω2
[
σz
(

sin2 qxa

2
− sin2 qya

2

)
+ sin2 qxa

2
+ sin2 qya

2

]
,

(B.5)

where the 2× 2 matrices σx,y,z are the Pauli matrices.
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Appendix C

Effective Phonon Model in the
Square Lattice

We build an effective theory just for phonons by integrating out the magnon degree
of freedom. Our starting point is the equation of motion for ions [81],

Müαi = −
∑
j,β

Φαβ
ij u

β
j + 〈Fα

i 〉 , (C.1)

where Fα
i ≡ −∂Hint/∂u

α
i is the effective force operator acting on phonons from the

magnon-phonon interaction. The expectation value 〈Fα
i 〉 should be evaluated in the

magnon subsystem subjected to a time-dependent perturbation from the lattice vi-
bration ui. The bracket 〈...〉 denotes the statistical quantum average of the spin
states. Following Eq. (5) in the main text, and transforming to the momentum space,
we can write the effective force operator as

Fα
q (t) = −

∑
β

Tαβq δsβq(t), (C.2)

where the coupling matrix Tαβq =
∑
δj

(1− e−iδj ·q)Tαβ(δj) with δj the nearest neigh-
bor vector is a symmetric matrix. Standard linear response theory in the frequency
representation can be explicitly written as [81]

〈Fq(ω)〉 = T (q)χ(q;ω)T (−q)uq(ω) , (C.3)

where χαβ(q;ω) = − i
~

∫
dteiωtΘ(t)〈[δsαq(t), δsβ−q(0)]〉 is the spin-spin response function

of the ferromagnetic state. Here we use the convention that a bold form such as χ, T ,
F and u denotes a tensor, and the plain form such as χαβ denotes a tensor component.

To proceed further, let us consider the low temperature regime where only the
modes with low frequencies ω are important. Therefore, we can expand χ(q;ω) to
the first order of ω, χ(q;ω) ≈ χ0(q)+iωχ1(q). Inserting Eq. (C.3) back to Eq. (C.1),
we obtain [(

iωI +
g(q)

2M

)2

+
K(q)

M

]
uq = 0 , (C.4)
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where K(q) = Φ(q) + δΦ(q)−A2(q)/M , with

δΦ(q) = T (q)χ0(q)T (−q) (C.5)

and
A(q) = 2T (q)χ1(q)T (−q) . (C.6)

Note that these two corrections δΦ and A are proportional to the real and imaginary
part of the spin-spin response function, respectively. It is straightforward to show
that Eq. (C.4) can be simply derived from the effective Hamiltonian (Eq. (10)) in
the main text. Therefore, Reχ(q;ω) provides a screening effect to the inter-atomic
interaction, and Imχ(q;ω) provides an effective magnetic field for phonons.

To be specific, we calculate the δΦ(q) and A(q) terms in the square lattice. We
first calculate χ(q;ω) using the analytical continuation of its corresponding Matsub-
ara Green’s function in the frequency representation. We get

χ(q;ω) =
2

~(ω2 − ω2
mq)

(
−ωmq iω
−iω −ωmq

)
, (C.7)

where ωmq = Em(q)/~ is the magnon frequency. In the square lattice, we have
T xx(yy)(q) = −DS/a{2− 2 cos(qy(x)a)− γ[2− 2 cos(qx(y)a)]} and T xy(yx)(q) = 0.

Substituting T (q) and χ(q;ω) into Eq. (C.6) and (C.5) and gives the effective
magnetic field

Aαβ(q) = −4
c0(q)

~ω2
mq

εαβ , (C.8)

where ε is the antisymmetric unit tensor and c0(q) = 2S3D2[1 − cos(qxa) − γ(1 −
cos(qya))][1− cos(qya)− γ(1− cos(qxa))]/a2, and the screening term

δΦαβ(q) = −2δαβ
cα(q)

ωmq
, (C.9)

where cx(y)(q) = 2S3D2[1 − cos(qy(x)a) − γ(1 − cos(qx(y)a))]2/a2. Accordingly, the
leading order of the screening effect δΦ and the effective magnetic field A from
the magnon-phonon coupling is independent of the temperature. All temperature
dependent terms come from higher order expansions.
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Appendix D

Optical Selection Rule with
Crystal Field Effect

D.1 Envelope function modified by crystal field ef-

fect

In an isotropic system, the envelope function fm(k) for an exciton state with angular
momentum m is given by the Bethe-Salpeter equation [105]∑

k′

HBS(k,k′)fm(k′) = Eex
m fm(k), (D.1)

where Eex
m is the exciton energy,

HBS(k,k′) = [(εck − εvk) + Σk]δk,k′ − U(k,k′) (D.2)

is the exciton Hamiltonian, and

U(k,k′) = V (|k − k′|)〈ck|ck′〉〈vk′|vk〉. (D.3)

Here V (|k−k′|) is the Coulomb interaction in momentum space, and εck− εvk is the
band gap. The self energy Σk can be absorbed into the gap and will be ignored for a
qualitative discussion.

The crystal field effect modifies HBS(k,k′) by changing the dispersion εk and the
interaction term U(k,k′). We denote the perturbation term from the crystal field
effect in the exciton Hamiltonian as H ′BS(k,k′), and the envelope function of the
s-state (m = 0) after perturbation is

f ′0(k) =f0(k) +
∑
m 6=0

cmfm(k)

=f0(k)

+
∑
m 6=0

∫
d2k′′d2k′f ∗m(k′′)H ′BS(k′′,k′)f0(k′)

Eex
0 − Eex

m

fm(k).

(D.4)
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As an application, consider the 2×2 Hamiltonian of the biased bilayer graphene [119]:

H = H0 +Hwarp =

(
Vg(1− 2

γ20
γ21
k2)

γ20
γ1
k2

+

γ20
γ1
k2
− −Vg(1− 2

γ20
γ21
k2)

)
+

(
0 3γ3k−

3γ3k+ 0

)
, (D.5)

For simplicity, define ∆(k) = Vg(1 − 2γ2
0k

2/γ2
1) and α = γ2

0/γ1. Then we write out
the isotropic Hamiltonian H0 in terms of the creation and annihilation operators of
the eigenstates of H0

H0 =
∑
n=c,v

εnka
†
nkank, (D.6)

where εnk = ±
√

∆(k)2 + α2k4 is the energy of H0. Using the new basis ac,vk, the γ3

term becomes
Hwarp =

∑
k,n,n′

H ′n,n′a
†
nkan′k . (D.7)

where

H ′cc(vv) = ±3

2
γ3k sin θ̃k(e−3iφk + e3iφk) (D.8)

and

H ′vc = 3kγ3(cos2 θ̃k
2
e−iφk + sin2 θ̃k

2
e5iφk) , (D.9)

where the polar angle θ̃k is defined as

sin θ̃k =
αk2√

∆(k)2 + α2k4
. (D.10)

The crystal field effect modifies HBS(k,k′) by changing the band gap εck − εvk
and the interaction term U(k,k′). The influence on the band gap is attributed to
H ′cc(vv), which is proportional to 1/∆. On the other hand, the crystal field effect in

the U(k,k′) term is introduced by modifying the wave functions. Under the first
order perturbation, the wave functions are given by

|ck〉 →|ck〉+
H ′vc
2εck
|vk〉 (D.11)

and

|vk〉 →|vk〉+
H ′cv
2εck
|ck〉 . (D.12)

Therefore, the perturbation to the Coulomb interaction term is given by

U(k,k′)→ U(k,k′)

+V (|k − k′|)(H
′
cv

2εck
〈vk|ck′〉+

H ′vc
2εck
〈ck|vk′〉 − H ′cv

2εck
〈vk′|ck〉 − H ′vc

2εck
〈ck′|vk〉),

(D.13)
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where 〈vk|ck′〉 = sin θ̃k
2

cos
θ̃′k
2
e−2iφk − cos θ̃k

2
sin

θ̃′k
2
e−2iφk′ . Checking term by term, we

find that the corrections are proportional to either γ3e
±3iφk′ or γ3e

±3iφk .
Since the perturbation term from U(k,k′) is in the order of 1/∆2, H ′BS is domi-

nated by the correction of the band gap under the large band gap limit, which gives

H ′BS =
3γ3α

∆
(k3

+ + k3
−) . (D.14)

In the large band gap limit ∆� α̃kwB, we can estimate the coefficients cm according
to Eq. (D.4) as

c−3 ∝
α|kB|2

Eex
0 − Eex

−3

3γ3|kB|
∆

, (D.15)

c3 ∝
α|kB|2

Eex
0 − Eex

3

3γ3|kB|
∆

. (D.16)

All wave vectors are estimated by kB = 2π/aB and aB is the exciton Bohr radius.
The first terms in Eq. (D.15) and (D.16) have an order of magnitude of 1. The second
terms are proportional to the warping term γ3 which is regarded as a small quantity
compared with the band gap ∆. Note that in the first-order perturbation theory, c3

and c−3 are the only nonzero coefficients. With higher-order perturbation theory, c3n

will become nonzero, where n is an integer.

D.2 Velocity operator modified by crystal field ef-

fect

For the Hamiltonian Eq. (D.5), the wave functions of the conduction and valence
band are

|ck〉 =

(
1

α
2∆
k2
− + 3γ3

2∆
k+

)
(D.17)

|vk〉 =

(
α

2∆
k2

+ + 3γ3
2∆
k−

−1

)
(D.18)

in the large band gap limit. To the leading order of γ3, we can show that

〈vk|v+|ck〉 =− 4α|k|e−iφk

+
α2|k|4

4∆2
6γ3e

−4iφk ,
(D.19)

〈vk|v−|ck〉 =
α2|k|4

∆2
α|k|e−3iφk

+ (
α2|k|4

∆2
6γ3 − 6γ3) .

(D.20)
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D.3 Selection rule modified by crystal field effect

Combining the results from section D.1 and D.2, we can evaluate the oscillator
strength modified by the crystal field effect.

As mentioned in the main text, the s-state is dark in the isotropic w = 2 chiral
fermion model, and is bright when the C3 warping term is included. For a quantitative
discussion, we calculate the oscillator strength for the s-state in gapped graphene
bilayers,

O0 =
1

µEex
m

∑
η=±

|
∑
k

fm(k)vη(k)|2

=
∑
η=±

|
∑
k

(f̃0 +
∑
n=±1

c3nf̃3ne
3niφk)(

∑
n′=±1

v3n′

η e3n′iφk)|2

≈|
∑
|k|

6f̃0γ3|2,

(D.21)

where vmη (|k|) =
∫
dφke

−imφkvη(k) and fm(k) = f̃m(|k|)eimφk . In the last line of
Eq. (D.21), only the leading order terms are preserved, which come from the modi-
fication of the velocity matrix. Note that the perturbation terms from the envelope
function are high order corrections.

Now we compare the oscillator strength of the s-state with that of the bright p-
state (m = 1) and m = 3 state. The oscillator strengths of p-state and m = 3 state
are given by

O1 = |
∑
|k|

f̃14α|k||2 , (D.22)

O3 = |
∑
|k|

f̃3
α2|k|4

∆2
α|k||2 . (D.23)

The relative oscillator strength can be written as

O0/O1 ∼ (
3γ3

2α|kB|
)2 (D.24)

and

O0/O3 ∼ (
4∆2

α2|kB|4
)2O0/O1. (D.25)

Accordingly, the relative oscillator strength between the s-state and the p-state is
given by the ratio between the off-diagonal terms in Hwarp and H0, which are γ3|kB|
and α|kB|2, respectively. Moreover, compared with O0/O1, the relative oscillator
strength O0/O3 is enhanced by a factor of 4∆2

α2|kB |4
, which is large in the large band

gap limit.
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Appendix E

Effective k · p Hamiltonian

Generally, the tight binding theory involves multiple atomic orbitals. In some cases,
part of these orbitals form a set of energy bands that have similar energies, and this set
of bands is called a nearly degenerate set (NDS). It is a good approximation to only
study the subspace spanned by NDS. In this appendix, we use the k ·p approximation
to construct effective Hamiltonians spanned by NDS.

We consider a simple case where the NDS consists of two bands denoted by m
and n, such that the energy of band m and n are very closed to each other at the k0

point. The Schrodinger equation for the periodic part of Bloch function is given by

(
p2

2M
+ V (r) +

~k0 · p
M

+
~k · p
M

)un,k0+k = (En(k0 +k)− ~2(k + k0)2

2M
)un,k0+k, (E.1)

where k is the deviation from k0. The k ·p approximation regards un,k0 as the zeroth
order wave function, and H ′ = ~k · p/M is the perturbation Hamiltonian. In the
second order degenerate perturbation theory, the effective Hamiltonian is written as
(see Ref. [136]):

H =

 Em + ~k
M
· 〈m|p|m〉 ~k

M
· 〈m|p|n〉+

∑
α 6∈NDS

〈m|p|α〉·kk·〈α|p|n〉
Em−Eα

~k
M
· 〈n|p|m〉+

∑
α 6∈NDS

〈n|p|α〉·kk·〈α|p|m〉
En−Eα En + ~k

M
· 〈n|p|n〉

 .

(E.2)
Note that the k and k2 terms in the off-diagonal elements originate from the first and
second order perturbation, respectively.

We use the biased bilayer graphene as an example. Four bands are relevant near
the Fermi level, as discussed in the main text. At the K point, the pz orbitals from B1

and B2 are close to each other and form a NDS (see Fig. 4.3 for the position of lattice
points). The group of wave vector of the K point is C3, and the B1 and B2 states are
in E and E∗ IR, respectively. We also consider the second order contributions from
A1 and A2 orbitals. At the band edge, these two orbitals mix and form a conduction
band above NDS and valence band below NDS (see Eq. (4.37) and Fig. 4.4). Since
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both A1 and A2 orbitals at the K points are in A representation, their mixtures are
also in A representation. In addition, H ′ can be decomposed using the basis functions
of C3 group as

H ′ ∼ k · p =
1

2
((kx + iky)(px − ipy) + (kx − iky)(px + ipy)) , (E.3)

where px± py belongs to E and E∗ IR. A nonzero matrix elements 〈m|H ′|n〉 requires
that Γm∗

⊗
ΓH

′⊗
Γn contains an identity representation. After checking the multi-

plication table for the C3 group, we get 〈B1|H ′|A〉 ∼ kx + iky, 〈B2|H ′|A〉 ∼ kx − iky
and 〈B1|H ′|B2〉 ∼ kx− iky. Therefore, in the off-diagonal term HB1,B2 , the first order
perturbation gives kx − iky, and the second order term is (kx + iky)

2. This result
agrees with the effective two-band model in Eq. (4.36).

This analysis can go beyond two band models. Here we build a four-band model
for 3R-stacked MoS2. The first step is figuring out the irreducible representations of
the four basis, which can be seen by deriving the transformation law of the atomic
wave functions and the plane wave part of Bloch wave functions under the symmetry
operations. On one hand, the band edge states consist of dz2 and dx2−y2 +idxy orbitals
on Mo atoms from both layers at valley K = (− 4π

3
√

3a
, 0), where a is the lattice constant

of MoS2. The atomic orbital dz2 is invariant under a clockwise three-fold rotation Ĉ3

while φ(r) = dx2−y2 + idxy orbital gets a phase factor e−i
2π
3 . On the other hand,

the plane wave part of the Bloch function also gives rise to a phase factor under a
three-fold rotation. Together, the transformation rule follows Eq. (4.40) in the main
text, which is re-written here

C3ψK(r) = ei(C3K−K)·R̃eiαψK(r) . (E.4)

Here Ri is the position of the unit cell, R̃ is the relative position of the lattice point in
the unit cell, and α is the phase contributed by the atomic orbital under a three-fold
rotation. As mentioned earlier, we have α = 0 for dz2 and α = −2π

3
for dx2−y2 + idxy.

According to the top view of the 3R-stacked MoS2 bilayer in Fig. 4.12, the RA point
is the rotation center of the three-fold rotation, so RA = 0, and RB = (

√
3

2
a, 1

2
a).

Combined with C3K −K = (2
√

3π
3a

, 2π
3a

), and (C3K −K) ·RB = −2π
3

, the dz2 and
dx2−y2 + idxy bands on layer 1 (red in Fig. 4.12) are in A(1) and E∗(1) irreducible
representations, while on layer 2 (blue in Fig. 4.12) they are in E∗(2) and E(2)
irreducible representations. The numbers in the brackets label the layers where the
states are located in.

Using the same group theory analysis as the two-band case, the effective four-band
Hamiltonian written in the basis of A(1), E∗(1), E∗(2), E(2) is given by

H3R =
∆I v0(kx − iky) v1(kx − iky) v3(kx + iky)

v0(kx + iky) −∆I γ1 v2(kx − iky)
v1(kx + iky) γ1 ∆I v0(kx − iky)
v3(kx − iky) v2(kx + iky) v0(kx + iky) −∆I

 .
(E.5)
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The diagonal 2 × 2 blocks are the Hamiltonians for the two MoS2 monolayers, and
the off-diagonal blocks represent the interlayer coupling. Assuming that the interlayer
coupling is weak, we can ignore the v1, v2 and v3 terms which are zero at k = 0.

81



Appendix F

Downfolding into the two-band
model

We start from the effective k · p Hamiltonian in Eq. (E.5). In the simplified case
v1 = v2 = v3 = 0 and by applying an out-of-plane gate voltage Vg, we have the
four-band model of the MoS2 bilayer

H3R =


∆I + Vg v0k− 0 0
v0k+ −∆I + Vg γ1 0

0 γ1 ∆I − Vg v0k−
0 0 v0k+ −∆I − Vg

 . (F.1)

This produces Eq. (13) in the main text. Note that the C∞ symmetry is retained in
this simplified model.

We first diagonalize the four-band model (F.1) at k = 0 by a unitary transforma-
tion U . To the first order of γ1/∆I ,

U =


1 0 0 0
0 0 1 γ1

2E4

0 0 − γ1
2E4

1

0 1 0 0

 , (F.2)

where E4 =
√

(∆I − Vg)2 + γ2
1 . Applying the unitary transformation U on H3R, we

have
H̃3R = U−1H3RU

=


∆I + Vg 0 v0k−

γ1v0
2E3

k−
0 −∆I − Vg −γ1v0

2E3
k+ v0k+

v0k+ −γ1v0
2E3

k− −E4 0
γ1v0
2E3

k+ v0k− 0 E4

 .
(F.3)

Now the basis are in A(1), E(2), E∗(1), E∗(2) irreducible representations. When
Vg is small, the lowest conduction band and the highest valence band are made up of
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the upper two basis A(1), E(2). In this case, we downfold the four-band model into
a two-band model that only includes the A(1) and E(2) basis. To the second order
of k, the downfolded Hamiltonian is given by [124]

(Hbefore)mm′ =(H̃0
3R)mm′

+
∑
l

(H̃1
3R)ml(H̃

1
3R)lm′

2
(

1

Em − El
+

1

Em′ − El
),

(F.4)

where m,m′ = 1, 2, l = 3, 4, En = (H̃3R)nn and H̃0
3R, H̃1

3R contain the diagonal and
off-diagonal terms in H̃3R, respectively. It is straightforward to get the downfolded
Hamiltonian

Hbefore =

(
∆I + Vg

v20γ1
4∆IVg

k2
−

v20γ1
4∆IVg

k2
+ −∆I − Vg

)
. (F.5)

Here we get a chiral fermion model with w = 2, as given by Eq. 14 in the main text.
This model is similar to biased graphene bilayers where the s-state is bright in a C3

invariant system.
When Vg is large enough to switch the band order, the lowest conduction band

and the highest valence band are given by E∗(1) and E∗(2) basis. Similar to Hbefore,
we get the downfolded two-band model after the band crossing

Hafter =

(
−
√
γ2

1 + (∆I − Vg)2 − v20γ1(∆I+Vg)

4(∆I−Vg)∆IVg
k2

− v20γ1(∆I+Vg)

4(∆I−Vg)∆IVg
k2

√
γ2

1 + (∆I − Vg)2

)
. (F.6)

We see that the winding number is changed from 2 to 0 after the band crossing. In
this case, the s-state is always dark even when the discrete C3 symmetry is considered.
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