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Abstract

Inflation can explain why our Universe is so flat, as well as homogeneous and isotropic
on large scales, and it can give rise to the inhomogeneities observed in the CMB.
For inflation to accomplish all of this, only a limited number of assumptions about
the potential of the inflaton field are necessary. In order to have a complete picture
about the dynamics and the initial state of the Universe, we need to study correlation
functions of the CMB inhomogeneities. The basic inflationary models predict that all
of the higher-order correlation functions should be very much suppressed. Because
of the limitations of the modern observational tools, only the power-spectrum of the
scalar fluctuations has been detected so far.

The first two topics of this thesis (chapter 2 and 3) concentrate on certain proper-
ties of two- and three-point correlation functions of the scalar fluctuations that arise
in the basic single-field, slow-roll inflationary models. Both of these works are set up
to include a general initial state that the system might have had, and not just the
traditional Bunch-Davies vacuum. Being able to treat general states is important,
because even though current observations are consistent with the fluctuations being
initially in the Bunch-Davies state, it is possible that, having more precision, future
observations might indicate the presence of small deviations from this state.

The third topic (chapter 4) investigated here is more formal in the sense that we
treat not the real curvature perturbations of the inflationary theories, but a toy model
of the massless scalar field with quartic interactions in the pure de Sitter background.
We construct an effective theory of the long-wavelength part of the field which allows
us to study the late-time behavior of this system. We show that at leading order
this effective theory matches with the stochastic description. In future work we are
going to use this formalism to treat fluctuations in real inflationary models.
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Chapter 1

A short introduction to inflation

1.1 The expanding Universe

The Universe we inhabit has two important properties that are confirmed by obser-
vations: it is homogeneous and isotropic on large scales and it is expanding according
to the Hubble law, that is, two distant objects, far enough that their mutual gravita-
tional influence is negligible, run away from each other with a speed proportional to
their proper distance. Due to this homogeneity and isotropy, no point in our universe
is special, and any observer would see the same overall picture independently of its
location.

In general relativity we can choose to work in any coordinate system that we like.
There is, however, a coordinatization in which the symmetries of the universe are
manifest

ds2 = dt2 − a2(t)

(
dr2

1− kr2
+ r2dθ2 + sin2θdφ2

)
. (1.1)

This is called the Friedmann-Robertson-Walker metric, or FRW for short. The
positive function a(t) is called the scale factor.

In these coordinates a freely falling particle stays at rest, so these are comoving
coordinates. For a comoving observer’s coordinates, (r, θ, φ) are constant and the
coordinate time t is their proper time. The proper distance d(t) between two such
observers at a particular moment of time is proportional to the scale factor a(t).
Hence, the rate of change of this proper distance is equal to

ḋ =
ȧ

a
d = Hd,

where H(t) ≡ ȧ/a is called the Hubble parameter.
In the metric (1.1) k characterizes the spatial geometry of the universe. There

are three possibilities:

1) k = 0 corresponds to three-dimensional flat space,
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2) k = +1 is a three-dimensional sphere,

3) k = −1 is a three-dimensional pseudo-sphere (a three-dimensional hyperbolic
surface embedded in four-dimensional pseudo-Euclidean space).

On large scales, the content of the universe can be approximated by a perfect
fluid with proper energy density ε(t) and pressure p(t),

Tµν = (p+ ε)uµuν − pgµν . (1.2)

Since we are working in comoving coordinates, the 4-velocity uµ has components
(1,0,0,0). General relativistic energy conservation can give us useful information
about the evolution of the energy density. It follows from T 0µ

;µ = 0 that

dε

dt
+ 3

ȧ

a
(p+ ε) = 0. (1.3)

We can solve the above equation if we also know the equation of state p = p(ε).
There are two cases that are frequently considered:

1) Cold Matter, often just called matter (e.g. dust): p = 0, so we have

ε ∝ a−3. (1.4)

2) Hot Matter, or ultra-relativistic matter (e.g. radiation): p = ε/3, so we have

ε ∝ a−4. (1.5)

There is another simple case, the vacuum energy, but we will leave it for now and
come back to it in Section 1.3.

The dynamics of the expansion of the Universe is governed by two equations,
originally derived by Friedmann:

ä = −4π

3
G(ε+ 3p)a (1.6)

and

ȧ2 + k =
8πGεa2

3
. (1.7)

It is convenient to rewrite the last one in terms of the Hubble parameter H ≡ ȧ/a

H2 +
k

a2
=

8πG

3
ε. (1.8)

The Friedmann equations are derived from the Einstein field equations

Rµν −
1

2
Rgµν = 8πGTµν ,
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using the FRW metric (1.1) and the energy-momentum tensor of a perfect fluid (1.2).
Given the equation of state, p = p(ε), we can solve (1.3) to find ε as a function

of the scale factor a, and then use (1.7) to find a as a function of time t.
The value of the energy density determines the geometry of space. It is useful

to define two quantities: the critical density εcr(t) ≡ 3H2/8πG and the cosmological
parameter Ω(t) ≡ ε/εcr. From (1.8) we can conclude that the value of k depends on
the value of the cosmological parameter: for Ω(t) > 1, k = +1; for Ω(t) < 1, k = −1;
and for Ω(t) = 1, k = 0, corresponding to flat space. Even though the cosmological
parameter is a function of time, Ω(t) − 1 doesn’t change its sign; so by measuring
the current value, Ω0, we can determine the spatial geometry of the universe.

For k = 0 it is easy to solve (1.7) in the two special cases that we mentioned
above:

1) Cold matter: combining (1.4) and (1.7) we can see that

a(t) ∝ t2/3. (1.9)

Taking into account that p = 0 it follows from (1.6) that ε = 1/6πGt2.

2) Hot matter: combining (1.5) and (1.7) we can see that

a(t) ∝ t1/2. (1.10)

In this case, since p = ε/3, it follows from (1.6) that ε = 3/32πGt2.

For both of these cases ε + 3p > 0 so equation (1.6) tells us that ä < 0; that is, the
expansion is decelerating.

According to the standard Big Bang model, the universe emerged filled with hot
matter that was distributed homogeneously and isotropically. This model makes a
lot of correct predictions, but also has some problems.

1.2 The initial condition problems of the standard

Big Bang

1.2.1 Horizon problem (homogeneity and isotropy problem)

The Universe is homogeneous and isotropic on scales larger than a few hundred
megaparsecs. The observations of the Cosmic Microwave background (CMB) show
that at the time of recombination it was very homogeneous and isotropic (with an
accuracy of 10−4) on all scales up to the present horizon scale. The homogeneity and
isotropy scale of the observable Universe is at least as large as the present horizon
scale ct0 ∼ 1028cm. At some initial time ti the size of this homogeneous domain was
smaller by the factor of ai/a0, where ai and a0 are the scale factors at some initial
time ti and the present time t0. If we assume that the expansion can’t dissolve the
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inhomogeneities, then the homogeneous patch from which our observable Universe
originated was at least as large as li ∼ ct0(ai/a0). Let us compare this size to the
size of the causal region at the initial time lc ∼ cti:

li
lc
∼ t0
ti

ai
a0

. (1.11)

We can try to obtain a rough estimate of this ratio. If we assume that ti ∼ tPl,
where tPl is the Planck time, tPl = (G~

c4
)1/2 ∼ 10−43s, and if the radiation dominated

at that time, then its temperature was of the order TPl = 1
kB

(~c
5

G
)1/2 ∼ 1032K.

As the universe expands, the temperature of the cosmic radiation decreases in the
inverse proportion to the scale factor. Hence, taking into account that the present
temperature of the CMB is T0 = 2.7K, we estimate that (ai/a0) ∼ (T0/TPl) ∼ 10−32.
From this we can see that

li
lc
∼ 1017

10−43
10−32 ∼ 1028.

This would mean that at the Planck time scale, the size of the universe was bigger
than the size of the causal patch by 1028 orders of magnitude, so this means that
there were 1084 causally disconnected regions where the energy density was smoothly
distributed with a fractional variation δε/ε ∼ 10−4!

If the scale factor behaves like some power of time then we can use an estimate
that ȧ ∼ a/t. Then it follows from (1.11) that

li
lc
∼ ȧi
ȧ0

.

In the standard Big Bang theory with ordinary matter, gravity is always attractive
so the expansion of the Universe is always decelerating. Hence, we have ȧi/ȧ0 > 1
and the homogeneity scale always exceeds the causality scale!

1.2.2 Flatness problem

The present value of the cosmological parameter Ω(t0) is quite close to unity, corre-
sponding to a flat universe. The current observational bound is |Ω(t0)− 1| < 0.005.
Let us use the definition of the cosmological parameter Ω(t) and rewrite the second
Friedmann equation as follows

Ω(t)− 1 =
k

(Ha)2
. (1.12)

Taking into account that this equation should hold at some initial time ti (which we
assume to be of the order of the Planck time) as well as at the present time t0 we
conclude that

|Ω(ti)− 1| = |Ω(t0)− 1|(Ha)2
0

(Ha)2
i

= |Ω(t0)− 1|
(
ȧ0

ȧi

)2

≤ 10−59. (1.13)
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We can see from this that in order for the current value of the cosmological parameter
to be as close to 1 as it is, its initial value must have been extremely close to unity.
This is not really a paradox, there is no reason why Ω(ti) couldn’t have been this
small. This is more of a fine-tuning problem that we would like to avoid if we can.

1.3 Inflation

1.3.1 Solution to the initial condition problems

The ratio of the initial and current rates of expansion, ȧi/ȧ0, enters both initial
condition problems. The large number of causally disconnected regions and the
extremely high precision with which the cosmological parameter should have been
close to unity seem to be the consequence of the fact that in the standard Big Bang
theory with ordinary matter and radiation ȧi/ȧ0 � 1. The only way we can avoid
this condition is to assume that, before the stage when the universe was filled with the
ordinary hot matter and was expanding with a deceleration, there was another stage
when it was filled with a special type of “matter” that was making it expand with
an acceleration (ä > 0), so that we can have ȧi/ȧ0 < 1. This stage of accelerated
expansion is referred to as inflation. Depending on the model through which the
accelerated expansion is realized, it can be possible to create the entire observable
universe from a single causally connected patch.

Let us try to sketch why inflation could solve the horizon problem. One of the
important features of an accelerating space-time is the existence of an event horizon

re(t) = a(t)

∫ tmax

t

dt

a
= a(t)

∫ amax

a(t)

da

ȧa
. (1.14)

In an accelerating universe ä > 0, so the above integral is always convergent, even
if amax → ∞, since ȧ grows with a. Anything at time t that is farther from an
observer than re(t) can never influence his future. Consider a situation where at
some initial time t = ti, the matter was smoothly distributed only inside of a ball
of radius 2re(ti). Over time the external inhomogeneities can only propagate in the
region between spheres that initially had radii 2re(ti) and re(ti). The region inside
originated from the ball with initial radius re(ti) stays homogeneous. At some later
time tf the size of this smooth region increases and becomes equal to

rh(tf ) = re(ti)
af
ai
. (1.15)

Let us compare this to the size of the particle horizon

rp(t) = a(t)

∫ t

ti

dt

a
= a(t)

∫ a

ai

da

ȧa
. (1.16)
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In an accelerating universe the main contribution to (1.16) comes from a ∼ ai, so
rp(t) ∼ (a(t)/ai)re(ti). Comparing this with (1.14) we can see that rp(tf ) ∼ rh(tf ).
Thus, inflation can take a small homogeneous causal region and blow it to up to the
size of an observable universe.

With inflation it is also possible to resolve the flatness problem. If we look at the
Friedmann equation

Ω(t)− 1 =
k

ȧ2
,

we see that in an accelerating universe, where ȧ increases, Ω(t) gets closer to 1
over time. Hence, if the acceleration is big enough Ω(t) − 1 could quickly become
negligibly small. Using the equation above we can relate the current value Ω0 of the
cosmological parameter to its value Ωb at the beginning of inflation

|Ω0 − 1| = |Ωb − 1|
(
ȧb
ȧ0

)2

.

Hence, as long as (ȧb/ȧ0) < 10−2, we can have |Ωb − 1| be of order one and still get
|Ω0 − 1| < 0.005 for the current value of Ω.

1.3.2 Description of the inflationary background

As we said earlier, in order to solve the horizon and flatness problems we need to
have a period during which the expansion of the universe was accelerating. Let us
look at one of the Friedmann equations:

ä = −4π

3
G(ε+ 3p)a. (1.17)

We can see from this that to provide an accelerated expansion (ä > 0) we need to
have a type of matter with an energy density and pressure that satisfy the condition
(ε+3p) < 0. An example of this type of “matter” is a positive cosmological constant
or vacuum energy. In locally inertial coordinate systems the energy-momentum
tensor of the vacuum should be proportional to the Minkowski metric ηµν ; so in
a general coordinate system it should be proportional to gµν . Comparing this to
the expression for the energy-momentum tensor of the perfect fluid, we see that for
the vacuum energy the equation of state is pV = −εV and that T µνV = εgµν ; so the
desired condition is satisfied: (εV + 3pV ) = −2εV < 0. In this case the solution
to the Friedmann equations is the de Sitter universe with a scale factor that grows
exponentially: a(t) ∝ exp(Ht), where the Hubble parameter H ≡ ȧ/a =

√
8πGεV /3

is now constant, since, as follows from the equation (1.3),

dε

dt
+ 3

ȧ

a
(p+ ε) = 0,

6



ε is constant for pV = −εV . There is a problem with the cosmological constant being
the source of inflation: this type of expansion will always have a positive acceleration.
But the standard big bang theory has successful predictions that we would not want
to give up, so we would like to have an inflationary era that eventually ends so that
thereafter the universe would be decelerating. Hence, the de Sitter solution can only
be thought of as a zeroth order approximation to inflation. Using the definition of
the Hubble parameter it is easy to show that

ä

a
= H2 + Ḣ.

It is clear that in order for the ä to become negative at the end of inflation we must
allow the Hubble parameter to vary in time, and its rate of change, Ḣ, should be
negative. The inflation ends when ä changes its sign, that is when H2 = |Ḣ|.

Let us estimate how long inflation should last. If we assume that the hot stage
of the universe started immediately after the end of inflation, then, in order to solve
the horizon problem we should have that ȧe/ȧ0 > 1028, where the subscript “e”
denotes the end of inflation, and the subscript “0”, the present time. As we saw at
the end of the previous subsection, in order to solve the flatness problem we must
have (ȧb/ȧ0) < 10−2, with the subscript “b” denoting the beginning of inflation. The
last condition can be rewritten as

ȧb
ȧe

ȧe
ȧ0

=
ab
ae

Hb

He

ȧe
ȧ0

< 10−2.

Hence,
ae
ab
> 1030Hb

He

.

If we assume that |Ḣb|/H2
b � 1 and neglect the change in the Hubble parameter, so

that the expansion is nearly exponential, we can make the following estimate,

ae/ab ∼ exp(Hb∆t) > 1030.

Hence, in order to solve the initial condition problems, we need to have ∆t > 69H−1
b ,

that is, inflation should last longer than 69 Hubble times (e-folds). The exact number
of e-folds is model-dependent. Using the following estimate: |Ḣb| ≈ (Hb−He)/∆t <
Hb/∆t, we can rewrite the last condition as

|Ḣb|
H2
b

<
1

69
. (1.18)

A good candidate to drive the inflation is a scalar field. Let us consider a single-
field model with the following action

Sφ =

∫
d4x
√
−g
{1

2
gµν∂µφ∂νφ− V (φ)

}
.
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The energy-momentum tensor associated with this field equals

Tµν = ∂µφ∂νφ− 1
2
gµνg

λσ∂λφ∂σφ+ gµνV.

This can be put in a form that resembles the energy-momentum tensor of a perfect
fluid with

ε ≡ 1

2
gµν∂µφ∂νφ+ V (φ), p ≡ 1

2
gµν∂µφ∂νφ+ V (φ),

uα ≡ ∂αφ/
√
gµν∂µφ∂νφ.

In an undisturbed homogeneous, isotropic universe ε and p can be functions of time
only, so let us consider the case where φ doesn’t depend on the spatial position,
φ(t, ~x) = φ(t). Then for its energy density and pressure we have

ε =
1

2
φ̇2 + V (φ)

p =
1

2
φ̇2 − V (φ).

The metric is the FRW metric (1.1)

ds2 = dt2 − e2ρ(t) δij dx
idxj, (1.19)

where k is set to 0, the spatial part is written in rectangular coordinates, and the
scale factor is written in an exponential form a(t) = eρ(t). In this notation the Hubble
parameter is H(t) = ρ̇.

From the energy conservation equation (1.3), ε̇+ 3H(p+ ε) = 0, we get

φ̈+ 3ρ̇φ̇+ V ′(φ) = 0. (1.20)

The Friedmann equations (1.6) and (1.8) give us the following two equations (we
have set Mpl ≡ (8πG)−1/2 = 1)

3ρ̇2 =
1

2
φ̇2 + V, (1.21)

ρ̈ = −1

2
φ̇2. (1.22)

So far we have not said anything about the potential V (φ). From (1.18) we see
that for successful inflation we need to have |Ḣ|/H2 � 1, which, as we can see from
(1.21) and (1.22), requires that φ̇2 � V (φ). As a consequence the equation of state
of the scalar field, p = −ε + φ̇2 ≈ −ε, is close to that of the vacuum energy. To
maintain this condition over a sufficiently long time we need to also require that
φ̈/(ρ̇φ̇)� 1.

8



To summarize, to have enough inflation, the field φ should be in a “slow-roll”
regime (do not confuse ε with energy density), where

ε ≡ d

dt

1

H
= − ρ̈

ρ̇2
=

1

2

1

M2
pl

φ̇2

ρ̇2
� 1, δ ≡ 1

H

φ̈

φ̇
=

φ̈

ρ̇φ̇
� 1.

To get the last equality for ε, we used the equation (1.22) and restored Mpl for a
moment. In the limit when ε = 0, we have that φ̇ = 0, which means that the
energy density and the Hubble parameter are constants, corresponding to de Sitter
space. Hence, the parameter ε characterizes how much we deviate from the purely
exponential expansion.

1.3.3 Fluctuations about the background

Besides solving the horizon and flatness problems, inflation has another very im-
portant aspect. It addresses the origin of the primordial inhomogeneities needed
to explain the large-scale structure of the universe. Observations of the cosmic mi-
crowave background tell us that initially they must have been of order δε/ε ∼ 10−5.
These observations also suggest that the power spectrum of these inhomogeneities
is almost scale invariant. The predictions of inflationary theories match with these
observations very well.

So far we have been assuming that our space-time is completely homogeneous
and isotropic, so that the metric tensor depends only on time and has no spatial
dependence. We’ve been assuming the same thing for the scalar field that drives
the inflation. On the quantum mechanical level this can’t be true, because there
are always quantum fluctuations around, and some amount of spatial dependence in
the metric and the scalar field is inevitable. Therefore let us consider adding small
perturbations to the background FRW metric (1.19) and to the spatially independent
scalar field considered above

gµν(t)→ gµν(t) + δgµν(t, ~x)

φ(t)→φ(t) + δφ(t, ~x).

We will be assuming that |δgµν(t, ~x)| � |gµν(t)| and |δφ(t, ~x)| � |φ(t)|.
At any given moment of time, the homogeneous, isotropic background is invari-

ant with respect to spatial rotations and translations. Perturbations in the metric
and scalar field can be categorized based on the way they transform under these
symmetries. There are three distinct types: scalars, vectors, and tensors. Under
3-rotations and translations δφ(t, ~x) and δg00(t, ~x) transform as scalars. Let us write
the latter as δg00(t, ~x) = 2Φ(t, ~x).

The components δg0i(t, ~x) transform as a 3-vector, hence it can be decomposed
into the gradient of some scalar B(t, ~x) and a divergenceless vector Si(t, ~x):

δg0i(t, ~x) = −e2ρ(t) (∂iB + Si) .

9



The components δgij transform as 3-tensors and can be decomposed in the fol-
lowing way

δgij = e2ρ(t) (−2ζδij − ∂i∂jξ + ∂jFi + ∂iFj + γij) .

Here ζ(t, ~x) and ξ(t, ~x) are 3-scalars, Fi(t, ~x) is a divergenceless 3-vector, and γij(t, ~x)
is a traceless and transverse 3-tensor, i.e.

γii = 0, ∂iγij = 0.

It can be shown that scalar, vector, and tensor perturbations are not coupled to
each other by field equations or conservation equations. Hence they can be studied
separately. Throughout this thesis we concentrate only on the scalar perturbations.

From the above analysis it follows that in the presence of small fluctuations about
a spatially flat FRW background the metric can be put in the following form

ds2 = (1 + 2Φ)2 dt2 − 2e2ρ(t)(∂iB) dtdxi − e2ρ(t) ((1 + 2ζ)δij + ∂i∂jξ) dx
idxj. (1.23)

General relativity is reparametrization invariant, that is, the full action of our
theory (scalar field + gravity),

S =

∫
d4x
√
−g
{

1

2
M2

plR +
1

2
gµν∂µφ∂νφ− V (φ)

}
, (1.24)

is invariant under arbitrary space-time coordinate transformations. This translates
into the gauge invariance of the theory described in terms of the perturbations.
Because of this, not all the perturbations we have listed have a physical meaning.

Consider a general coordinate transformation xµ → xµ + δxµ. This coordinate
transformation contains two 3-scalars: one of them is the transformation δx0 of the
temporal coordinate, the other one is coming from the spatial coordinate transfor-
mation δxi, which is a 3-vector and can be written in the form δxi ∼ δij∂jf , where
f is a 3-scalar. Using these coordinate transformations we can get rid of two out of
the five scalar perturbations that we have. We are going to choose coordinates (a
gauge) where the fluctuations of the scalar field vanish, δφ = 0 and also ξ = 0. With
this choice the metric (1.23) becomes

ds2 = [1 + 2Φ(t, ~x)]2 dt2 − 2e2ρ(t)[∂iB(t, ~x)] dtdxi − e2ρ(t)+2ζ(t,~x)δij dx
idxj (1.25)

and the scalar field depends only on time, φ = φ(t). Notice that ζ is slightly redefined
here, but to first order in the fluctuations it is the same as in (1.23). This choice
of coordinates, where all of the fluctuations are in the metric and none in the scalar
field, is often referred to as a unitary gauge. This gauge makes the analysis of the
dynamics of the fluctuations more transparent. The fluctuation ζ has two important
features: it is related to the three-dimensional scalar curvature associated with the
spatial part of the metric and it is conserved for physical wavelengths much longer
than the Hubble scale, λphys � H−1.
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The action (1.24) rewritten in terms of the metric (1.25) doesn’t contain any
time-derivatives of the fields Φ(t, ~x) or of B(t, ~x). Thus, they are not dynamical but
are simply Lagrange multipliers. Varying the action with respect to these fields will
give us two constraints. Solving them allows us to express Φ(t, ~x) and B(t, ~x) in
terms of ζ(t, ~x). To the first order in ζ the solutions to these constrains are

Φ =
1

2

ζ̇

ρ̇
,

B = −e
−2ρ

ρ̇
ζ + χ with ∂k∂

kχ =
1

2

φ̇2

ρ̇2
ζ̇ .

We are left with only one dynamical variable, ζ(t, ~x). To second order, the action
expressed in terms of ζ(t, ~x) has the following simple form,

S =

∫
dt
φ̇2

ρ̇2

∫
d3~x e3ρ

{
1
2
ζ̇2 − 1

2
e−2ρ∂kζ∂

kζ + · · ·
}
. (1.26)

We would like to quantize this theory. The first thing to do is to put (1.26) into the
canonical form. Let us define a new field

ϕ(t, ~x) ≡ eρ
φ̇

ρ̇
ζ(t, ~x).

It is also convenient to put time and space coordinates on the same footing by
defining a conformal time

η(t) ≡
∫
dt e−ρ(t),

where −∞ < η < 0 for t running forward.
In terms of ϕ(η, ~x) the action (1.26) can be put in the following form

S =

∫
dηd3~x

{
1
2
ϕ′ 2 − 1

2
~∇ϕ · ~∇ϕ− 1

2
m2ϕ2

}
.

Here a prime denotes a derivative with respect to η. This looks like the action of
the free field in flat space-time, but the mass here is not constant. It depends on the
conformal time and has the following form

m2 = −ρ′ 2(2 + 2ε+ 3δ),

where only terms leading in the slow-roll parameters have been kept. Since the
background is invariant under spatial rotations and translations, we can expand
ϕ(η, ~x) in terms of plane waves

ϕ(η, ~x) =

∫
d3~k

(2π)3

{
ϕk(η)ei

~k·~xa~k + ϕ∗k(η)e−i
~k·~xa†~k

}
.

11



The mode functions ϕ∗k(η) then satisfy the Klein-Gordon equation with a time-
dependent mass

ϕ′′k + (k2 +m2)ϕk = 0.

Using the fact that dη = e−ρ(t)dt and the definition of the ε,

ε ≡ − Ḣ

H2
=

d

dt

1

ρ̇
,

it is easy to show that d(1/ρ′) = −(1− ε) dη. Integrating this equation and dropping
the terms that are higher order in the slow-roll parameters, we get

ρ′ = −1 + ε

η
.

The constant of integration has been fixed such that in the limit where ε → 0 and
H is constant (de Sitter space), we have e−ρ(t(η)) = −Hη. Using the above equation
to rewrite the mass in terms of the slow-roll parameters and the conformal time η,
the Klein-Gordon equation becomes

ϕ′′k + k2

[
1− 2 + 3(2ε+ δ)

k2η2

]
ϕk = 0. (1.27)

The solution to this equation can be expressed in terms of Hankel functions of the
first and second kind

ϕk(η) = Nk(−kη)1/2
[
H(1)
ν (−kη) + θkH

(2)
ν (−kη)

]
, (1.28)

with the index

ν = 3
2

√
1 + 4

3
(2ε+ δ) ≈ 3

2
+ 2ε+ δ.

Nk and θk are constants of integration. One of them is fixed by imposing the canonical
commutation relations on the field ϕ and its conjugate momentum π[

ϕ(η, ~x), π(η, ~y)
]

= iδ3(~x− ~y) π =
δL
δϕ′

= ϕ′.

Rewritten in terms of mode functions the above relation implies

ϕkϕ
′∗
k − ϕ∗kϕ′k = i.

This can be used to fix the Nk:

Nk = −
√
π

2
√
k

1√
1− θkθ∗k

.

How do we choose Nk? The comoving wavelength of any mode is constant, λ =
2π/k, but its physical wavelength changes with time λphys = λa(t) = 2πeρ(t)/k ≈

12



2π/(−kHη). In the last equality we approximated the scale factor by its de Sitter
behavior. At sufficiently early times, when the physical wavelength is much smaller
than the Hubble scale, λ � 1/H, so that −kη � 1, the equation (1.27) looks like
the mode equation for the massless scalar field in a flat space-time

ϕ′′k + k2ϕk = 0.

If we choose its solution to correspond to the usual Minkowski vacuum, e−ikη/
√

2k,
then, in order for the modes (1.28) to match this in the limit −kη � 1, we need to
set θk = 0. Thus,

ϕk(η) = −
√
π

2

√
−η H(1)

ν (−kη).

The solution chosen in this way is called the Bunch-Davies vacuum. Going back to
the original field ζ, for its modes we have

ζk(η) = e−ρ
ρ̇

φ̇
ϕk. (1.29)

As was mentioned at the beginning of this subsection, the CMB observations sug-
gest an almost scale invariant power-spectrum. So let us compare these observations
with the predictions of the inflationary scenario. The power-spectrum Pk is defined
as a Fourier transform (up to some conventional factors) of the two-point correlation
function of ζ

〈0|ζ(η, ~x)ζ(η, ~y)|0〉 =

∫
d3~k

(2π)3
ei
~k·(~x−~y) 2π2

k3
Pk(η).

From (1.29) it follows that

Pk(η) = e−2ρ ρ̇
2

φ̇2

k3

2π2
ϕkϕ

∗
k.

Expanding this in powers of the slow-roll parameters and keeping only the leading
piece we get

Pk(η) =
H2

M2
pl

(−kη)3

16π

H
(1)
ν (−kη)H

(2)
ν (−kη)

ε(1 + ε)2
. (1.30)

The cosmologically interesting inhomogeneities are those with large physical
wavelengths, roughly of the order of the present horizon scale. By the end of
inflation the wavelengths of these fluctuations were much larger than the Hubble
scale, λphys � 1/H: during inflation the scale factor and hence the physical wave-
length grow more or less exponentially while the Hubble parameter stays approxi-
mately constant, so all of the modes (except for very short ones) that originally had
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λphys � 1/H, by the end of inflation have λphys � 1/H. Let us evaluate the power-
spectrum for these modes. We have the following: kphys = k/a(t) ≈ −kηH � H, so
that −kη � 1. In this limit the power-spectrum (1.30) becomes

Pk(η) =
1

8π2

1

ε

H2

M2
pl

(−kη)−4ε−2δ + · · · .

As we can see, the power-spectrum is almost scale invariant with a slight growth for
the larger physical wavelengths, which is called a red tilt. This red tilt also matches
with observations.1

1The material in this chapter typically follows the approach taken in the following sources:
Mukhanov’s The Physical Foundations of Cosmology [1], Weinberg’s Cosmology [2] and the paper
[3].
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Chapter 2

A cosmological consistency
relation

2.1 Consistency relations in inflation

The theory of inflation provides an elegant causal explanation for the origin of the
primordial fluctuations of the universe. So far, the scalar component of these fluctu-
ations has been the most carefully scrutinised, and its observation has richly added
to our understanding of the early universe. Planck and future experiments will con-
tinue to observe the more detailed structures in these scalar fluctuations, searching
for further consistency between inflation and the observed universe. And there are
many other experiments underway working to measure the tensor component of the
primordial fluctuations as well. Because we are unlikely to be able to test the dy-
namics of inflation directly, finding such features in the primordial fluctuations and
relations amongst them comes as an immense boon.

One important prediction of inflation is that the Gaussian and non-Gaussian
features in these primordial fluctuations should be related to each other. In his
analysis of the non-Gaussianities produced by inflation [4], Maldacena presented a
simple relation between the correlation functions of these fluctuations, ζ~k(t). His
original relation states that in the limit where the momentum of one of the fields
approaches zero, the three-point function of the fluctuations—the simplest measure
of non-Gaussianity—is determined by the amplitude and scaling behaviour of the
Gaussian power spectrum Pk(t) through the identity

δ3(~k2 + ~k3)P−1
k→0(t∗) 〈ζ~k→~0(t∗)ζ~k2

(t∗)ζ~k3
(t∗)〉 =

[
3 +

d

d ln k2

]
Pk2(t∗). (2.1)

Both sides of this expression are evaluated at a late time t∗ when the wavelengths
responsible for the correlations seen in the cosmic microwave background and large-
scale structure have been inflated to a size larger than the inflationary horizon.

Within a wide class of inflationary models—those with a single inflaton field

15



whose potential obeys a set of ‘slow-roll’ conditions, and where the fluctuations
are in the Bunch-Davies state—this relation says that the amplitude of the three-
point function in this ‘soft’ limit should be small, since the basic properties of the
power spectrum are already known through the observations made by Planck and
its predecessors. The smallness of the three-point function then follows naturally
from assumptions that have already been made in these models, and the relation
explains why the non-Gaussianities so far have been difficult to detect. And once
the three-point function has been measured, this relation will provide an important
constraint on the consistency of the minimal inflationary picture.

Building on Maldacena’s original insights, others have worked steadily during
the past decade to generalise this relation, to extend it and to treat it from deeper
perspectives [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. It was shown, for example, that
this consistency relation applies even when the slow-roll conditions are relaxed [5],
and other work [6, 7] demonstrated that the original consistency relation is just the
first in a series of relations between the n+1-point and n-point correlation functions
predicted by inflation.

The fluctuations about the inflating background are quantum fields. When the
tensors are neglected, the scalar fluctuations can be cast, through a suitable choice
of coordinates, in a form where they appear within a conformal factor that multiplies
an otherwise flat spatial part of the metric. This choice does not quite exhaust the
diffeomorphism invariance of the metric. Within this class of coordinates, conformal
transformations of the spatial metric remain a residual symmetry of the theory.
What could be more natural then, than that these consistency conditions should be
the Slavnov-Taylor identities associated with this symmetry of the quantum theory?

This realization was first developed by [8] and then refined and extended in later
work [9, 10, 11]. Recently Goldberger, Hui, and Nicolis [12] have followed this ap-
proach to derive these relations using one-particle irreducible Green’s functions and
the effective action appropriate to an inflationary setting. Since their approach re-
lies only on very general properties of quantum field theory, it has great generality
and the consistency relations follow as very simple and direct consequences of the
residual conformal invariance. Their derivation relies on only a minimal set of as-
sumptions about the inflationary theory—that the initial state, its evolution, and the
measure of the path integral are invariant under these conformal symmetries—which
apply independently of slow-roll assumptions, the behaviour of the field outside the
horizon, etc. A further elegant feature of their derivation is that the path integral
can be treated as that of a three-dimensional field theory defined on the late-time
hypersurface, t = t∗. Information about the initial state and its evolution influences
a probability measure within the path integral; but as long as that measure remains
invariant under the residual conformal symmetries, its details are not important for
the Slavnov-Taylor identity for the fluctuations at the late-time boundary, ζ~k(t∗).

An important element that has so far been missing from all previous treat-
ments of the consistency relation is what happens when the scalar—or the tensor—
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fluctuations are not in a Bunch-Davies state. One reason for considering states other
than the Bunch-Davies state is that while inflation as an overall idea has been very
successful in predicting many of the properties of the primordial fluctuations, we still
know almost nothing about its details. Cosmological observations are fine enough
to be able now to exclude specific models, but it would be prudent to assume as
little as we can and let observations constrain and tell us what is consistent with
them. Inflationary models are most often studied in terms of their potentials, but
that is only half of the picture. Allowing a more interesting initial state could help in
explaining some of the observed properties of the primordial fluctuations. Since it is
straightforward to introduce more general initial states into a quantum field theory
[18, 19], it should be possible to parametrise—and constrain by matching with what
is seen—by how much the initial state of inflation can depart from the Bunch-Davies
state in much the same way as we now study different actions for inflationary models
in an effective theory language.

It is also essential to understand what any departures from the consistency rela-
tion could mean if they are seen. If the three-point function is found not to be in
accord with the näıve form of the consistency relation, it might be tempting to see
this as a failure of the simple single-field, slow-roll picture for inflation. But that is
not the only possibility. It could also be that the basic dynamical picture is correct,
only that the state contains structures beyond the Bunch-Davies state; these too
would modify the consistency relation.

What happens when the initial state breaks some of the residual conformal sym-
metry? In this article we develop a method for calculating the cosmological Slavnov-
Taylor identities for such states. We shall still be following the philosophy of [12],
except that now we allow the path integral to include the evolution of the state. Our
approach thus keeps the generality of the earlier approaches—which only relied on
the symmetries of the action and the functional measure of the path integral—but
it broadens them yet further by allowing for states that are not invariant under the
full conformal symmetry. Of course, the form of the consistency relation changes
for a general state. In fact these changes, though complicated in their expression,
have a very familiar meaning: they are the cosmological analogues for how explicitly
broken symmetries alter the Ward identities in gauge theories.

The expression for the consistency relation that emerges from our approach can
be used to treat much more general situations than those that have been considered
so far. To make some of the working details of our formalism clearer, we illustrate
how the standard consistency relation, in the Bunch-Davies state, emerges before we
undertake an analysis of a completely general initial state. The corrections intro-
duced into the Slavnov-Taylor identities by states that explicitly break the residual
conformal symmetry are derived here; their phenomenology will be explored more
fully in later work [20].

In the next section we introduce the action for an inflationary theory with a single
scalar field. What is most essential for the consistency relation are the symmetries
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that exist after we have chosen a particular set of coordinates or ‘gauge’. When the
coordinates are chosen so that the spatial part of the metric remains conformally
flat, it is still left invariant by any further conformal transformation of the field.

In section 3 we develop the families of connected and one-particle irreducible
Green’s functions and the effective action that are needed for a fully time-evolving
quantum field theory. Once these theoretical tools have been introduced, we de-
rive the Slavnov-Taylor identity and show that for spatial dilations it generates the
consistency relation between the two and three-point functions. While different ex-
pressions of this relation might be formally equivalent, it is most easily computed
when it is written with a two-point 1PI Green’s function acting on a three-point
connected Green’s function. The necessary contortions needed to put it into this
form are sketched in section 4 and explained more fully in a supplementary section
of this chapter.

Section 5 derives the form of the Slavnov-Taylor identity for a general initial
state. These states can be broadly divided according to whether they are invariant
under the same conformal symmetries as the inflationary dynamics or whether they
break some or all of these symmetries. For the former states, although the Green’s
functions change, the consistency relations that relate them do not. For the most
general initial states, additional terms occur in the Slavnov-Taylor identity due to
the non-invariance of the state.

The complete evaluation of the standard consistency relation for the simple class
of inflationary theories analysed by Maldacena contains a few subtleties. The singu-
larities and zeros that occur in the soft momentum limit must be treated with care, so
a detailed calculation of this relation for this standard—but extremely important—
case is presented in the supplementary section 2.7.

In the conclusions of this chapter we outline the next stages of this work.

2.2 A residual diffeomorphism invariance

We begin by briefly reviewing the classical background used in inflation. The simplest
models of inflation contain a single scalar field φ(t, ~x) with a potential V (φ). The
combined dynamics for gravity and this field are then determined by the action

S =

∫
d4~x
√
−g
{

1
2
M2

plR + 1
2
gµν∂µφ∂νφ− V (φ)

}
, (2.2)

where Mpl is the Planck mass. Here the background space-time is assumed to depend
only on the time coordinate. In this case the classical value of the field can be written
as just φ(t) and the background metric can be put into the standard form1

ds2 = dt2 − e2ρ(t) δij dx
idxj. (2.3)

1Here we are using Maldacena’s [4] notation for the background metric and the fluctuations
about it.
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The quantum fluctuations about this background very naturally introduce some
spatial dependence into the universe during inflation. As the time component already
has a special role in this background, it is convenient to write the metric in the form

ds2 =
[
N2 − hij N iN j

]
dt2 − 2hij N

i dtdxj − hij dxidxj (2.4)

to treat the fluctuations. The background is spatially flat, so the quantum fluctua-
tions are usually parametrised by how they transform under its symmetries. Those
that transform as spatial scalars are the most immediately observable since they are
needed to explain the primordial inhomogeneities in the early universe. The tensor
fluctuations in hij correspond to primordial gravity waves. Here we focus just on the
scalar fluctuations, leaving the tensors for later work.

We use our freedom to choose our coordinates so that they have two useful
properties: first, that the inflaton field has no fluctuations at all, and is given entirely
by its background value, φ(t, ~x) = φ(t), and second, that the spatial part of the
metric remains proportional to δij. The second of these conditions eliminates one
of the scalar fluctuations in hij; the remaining scalar field ζ(t, ~x) corresponds to
quantum fluctuations in the scale factor itself,2

hij = e2ρ(t)+2ζ(t,~x) δij. (2.5)

This is an especially convenient choice since ζ(t, ~x) is the quantum analogue of the
fluctuations in the classical spatial curvature after inflation. In the standard infla-
tionary models it approaches a constant well outside the horizon. The two further
scalar fields present in N and N i are fixed by the equations of motion for these
fields, which are nondynamical Lagrange multipliers. Written in terms of the field
ζ(t, ~x), the constraint equations found by varying the action with respect to N and
N i require that

N = 1 +
ζ̇

ρ̇
and N i = δij∂j

{
−e
−2ρ

ρ̇
ζ +

1

2

φ̇2

ρ̇2
∂−2ζ̇

}
, (2.6)

∂−2 being the inverse spatial Laplacian operator.
Is there any freedom left for changing the spatial coordinates further while still

remaining within the general form that we have chosen? As one instance of this, we
observe that—since our background is flat—it should be possible to absorb a general
conformal transformation of the spatial coordinates by a suitable change in ζ(t, ~x).

Let us study this idea more precisely by making a transformation of the spatial
coordinates

xi → xi + ξi(t, ~x). (2.7)

2If we had wished to include tensor fluctuations γij(t, ~x) as well, we would have replaced δij
with

δij → exp[γij ] = δij + γij + 1
2γ

k
i γkj + · · · .
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We shall consider this to be a small transformation in the sense that it is consistent
to work to linear order in the transformed quantities. This transformation causes
the spatial part of the metric to change by the amount

δhij = e2ρ+2ζ
{

2δijξ
k∂kζ + δkj∂iξ

k + δkj∂iξ
k
}
, (2.8)

to first order in ξi. Once again we neglected the other fluctuations such as the tensor
fluctuations. This change can be absorbed through a corresponding change in the
field ζ(t, ~x),

ζ(t, ~x)→ ζ̃(t, ~x) = ζ(t, ~x) + δζ(t, ~x), (2.9)

of the form
2δζ δij = 2δijξ

k∂kζ + δkj∂iξ
k + δkj∂iξ

k. (2.10)

The fact that the change of coordinates can be related to an overall change in the
factor multiplying the flat spatial metric means that ξi(t, ~x) is generating a conformal
transformation. We can make this property still more explicit by taking the trace of
this equation, which allows us to solve for δζ directly,

δζ = ξk∂kζ + 1
3
∂kξ

k, (2.11)

and which, when substituted into the previous equation, yields the conformal Killing
equation for the flat metric,

∂iξj + ∂jξi = 2
3
δij ∂kξ

k. (2.12)

What we have found then is that even within the class of coordinates that we have
chosen, there is some additional symmetry available. The fluctuations ζ(t, ~x) that we
are considering are quantum fields, so these symmetries will generate constraints on
the field and relations amongst its correlation functions. Here we have found that our
metric is invariant under the set of conformal transformations of three-dimensional
flat space. These transformations correspond to spatial translations and rotations,
as well as dilations and special conformal transformations.

Both the spatial translations and rotations have already implicitly been included
in the structure of the theory, since ζ(t, ~x) is itself a scalar field under these transfor-
mations. And while the correlation functions of ζ(t, ~x) must also be invariant under
these symmetries, they do not impose any relations between correlation functions of
different orders. This follows from the fact that for both translations and rotations,
the corresponding transformation of the field is linear and homogeneous in ζ(t, ~x),
δζ = ξk∂kζ, since ∂kξ

k = 0.
In contrast, the dilation and the special conformal transformations introduce

inhomogeneous terms into the infinitesimal transformation of the field. For example,
under a dilation,

xi → xi + λxi or ξi = λxi. (2.13)
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The effect of this transformation on ζ(t, ~x) is then

δζ = λ+ λ~x · ~∇ζ. (2.14)

It is the presence of the inhomogeneous term that leads to relations between the n
and n+ 1-point correlation functions of the field.

While we shall not be treating the effects of a special conformal transformation
further here, it too introduces an inhomogeneous term in the transformation of the
scalar fluctuations. A general special conformal transformation of the spatial coor-
dinates is parametrised by a vector ~b,

xi → xi − bixkxk

1− 2bkxk + (bjbj)(xkxk)
. (2.15)

Under an infinitesimal transformation then, we have

ξi = 2bk xkx
i − xkxkbi. (2.16)

Putting this into the general expression for the corresponding transformation of
ζ(t, ~x), we arrive at a more complicated expression,

δζ = 2
3
~x · ~∇(~x ·~b)− 1

3
||~x||2~∇ ·~b+ 4

3
~x ·~b+ 2(~x ·~b)~x · ~∇ζ − ||~x||2~b · ~∇ζ. (2.17)

This symmetry also generates relations between different orders of correlation func-
tions of ζ(t, ~x), since we can see that the first pair of terms are inhomogeneous and
the second pair are linear in ζ(t, ~x).

A fuller analysis of these residual symmetries, including a treatment of what addi-
tional time-dependent information can be gleaned by using the adiabatic properties
[21] of the fluctuations at larger scales, is found in [8, 9].

2.3 Evolution

The scalar fluctuation ζ(t, ~x) is a quantum field whose dynamics are determined
by the action S[ζ], which is found by expanding our original inflationary action in
powers of ζ(t, ~x). In cosmological settings, the quantities that we should like to
compute are the expectation values of operators built from this field. In principle
such expectation values could be taken in an arbitrary state, but in this article we
shall always have a particular state in mind, the Bunch-Davies state, though we
shall set up everything in a way that generalises fairly readily to other states. The
Bunch-Davies state is the state that matches with the free Minkowski vacuum in an
arbitrarily remote past. It is usually taken to be the natural choice for the ground
state for inflation. When the field is not in a free theory, its evolution from this
pristine initial state set in an infinite past can be quite complicated and almost
always needs to be treated perturbatively.

21



Let us write the expectation value of an operator O in the Bunch-Davies state,
which we denote by |0(t∗)〉, as

〈0(t∗)|O|0(t∗)〉. (2.18)

The state has been implicitly evolved from its initial free-theory form at t = −∞
to its form at t = t∗, but we have been deliberately ambiguous about the time-
dependence of the operator O. One of the most important expectation values for
inflation is the equal-time correlation function of n fields,

〈0(t∗)|ζ(t∗, ~x1) · · · ζ(t∗, ~xn)|0(t∗)〉. (2.19)

However, to treat the full evolution of the theory we shall need more general n-point
Green’s functions too, where each field has its own independent time.

Before we construct these Green’s functions, we ought first to explain how to
treat the time-evolution of an expectation value in a little more detail. Later, we
shall be using the symmetries described in the previous section to derive relations
amongst the expectation values of different n-point functions. As we mentioned
in the introduction, these relations are the Slavnov-Taylor identities adapted to a
cosmological setting. The path integral formalism is especially well suited for this
purpose. The generating functional for an evolving expectation value has the form,3

Z[J±] =

∫
Dζ+Dζ− exp

{
iS[ζ+]−iS[ζ−]+i

∫ t∗

−∞
dt

∫
d3~x

[
J+ζ+−J−ζ−

]}
. (2.20)

The overall structure of Z[J±] should be reminiscent of the generating function used
in S-matrix calculations, except that here the fluctuation ζ(t, ~x) has been written in
terms of two fields, ζ+(t, ~x) and ζ−(t, ~x). These two fields are associated with the
evolution of the two states that occur within the expectation value. The ‘+’ index
has been added to the field to signal that it is the time coordinate that occurs in the
evolution of the state |0(t)〉 from its initial value, usually defined in some very remote
past4, up to the time t∗. Similarly the ζ− appears due to the evolution of the state
〈0(t)| = (|0(t)〉)†. This Hermitian conjugation introduces a few further oddities.
When time-ordering a product of fields, a ζ− field always occurs later than any ζ+

field, whatever the numerical values of the times at which they occur might be. This
convention places time-ordered ζ−’s to the left, which is where they should be since
they are associated with the 〈0(t)|, which appears left-most in the expectation value.

3We shall sometimes use these footnotes to explain what changes when we go from the Bunch-
Davies state to a more general state—in preparation for the next stages of this work. As a first
comment: for a more general state, the action will not necessarily have the diagonal structure,
S[ζ+] − S[ζ−]. It can have cross-terms where ζ+’s and ζ−’s couple directly to each other at an
initial time t0.

4Another—rather obvious—difference: a general state could have been defined at an arbitrary
initial time, t0.
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The conjugation also reverses the evolution of time, so that the time-ordering of two
ζ− fields is the opposite of that of a pair of two ζ+ fields. We shall write the explicit
rules for the propagator below, where the time-ordering should become clearer.

As an example, let us show how the generating functional is used to define an
equal-time n-point correlation function,

〈0(t∗)|ζ(t∗, ~x1) · · · ζ(t∗, ~xn)|0(t∗)〉. (2.21)

Ordinarily, we generate such expectation values by applying n functional derivatives
with respect to the source to Z[J±]. But here we have two choices: which sorts
of fields—ζ+’s or ζ−’s—should these be? The ζ’s that appear here are meant to
be ‘external fields.’ In that case it does not matter which sign we choose as long
as they are all chosen to have the same sign. What is conventionally done is to
choose them to be all ‘+’ fields. The expectation value of n fields at equal times is
then evaluated—usually perturbatively—by computing the nth functional derivative
of Z[J±],

〈0(t∗)|ζ(t∗, ~x1) · · · ζ(t∗, ~xn)|0(t∗)〉

=

∫
Dζ+Dζ−

(
ζ+(t∗, ~x1) · · · ζ+(t∗, ~xn)

)
eiS[ζ+]−iS[ζ−]+i

∫ t∗
−∞ dt

∫
d3~x [J+ζ+−J−ζ−].

=

(
1

i

δ

δJ+(t∗, ~x1)

)
· · ·
(

1

i

δ

δJ+(t∗, ~xn)

)
Z[J±]

∣∣∣
J±=0

. (2.22)

These equal-time correlation functions are what inflation is meant to generate. They
are the initial conditions that the inflationary era bequeaths to the subsequent eras.

Once we have introduced the generating functional, we can define further Green’s
functions which are needed in deriving the cosmological Slavnov-Taylor identities.
Consider a family of Green’s functions evaluated now at arbitrary space-time points
and with arbitrary ± indices too,

G±1···±n(x1, . . . , xn) = 〈0(t∗)|T
(
ζ±1(x1) · · · ζ±n(xn)

)
|0(t∗)〉. (2.23)

They are defined by taking functional derivatives of the path integral with respect
to the appropriate sources, J±(xn),

G±1···±n(x1, . . . , xn) =

(
1

±i
δ

δJ±1(x1)

)
· · ·
(

1

±i
δ

δJ±n(xn)

)
Z[J±]

∣∣∣
J±=0

. (2.24)

In principle, in addition to the time-dependence of each field, xi = (ti, ~xi), there is
a further time-dependence5 given by the time to which the states are being evolved,

5or rather, a dependence on two times, which we could call t∗ and t′∗,

〈0(t′∗)|O|0(t∗)〉 =

∫
Dζ+Dζ−O exp

{
i

∫ t∗

−∞
dt

∫
d3~x

[
L[ζ+]+J+ζ+

]
−i
∫ t′∗

−∞
dt

∫
d3~x

[
L[ζ−]+J−ζ−

]}
,

but we shall refrain from treating anything so perverse here.
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which we have called t∗,

G±1···±n(x1, . . . , xn) = G±1···±n(t∗;x1, . . . , xn). (2.25)

Since the Green’s functions here will always be evaluated in a state at the t = t∗
hypersurface, this dependence will not be written explicitly. We shall always assume
that ti ≤ t∗.

Green’s functions that contain a mixture of + and − indices and that depend
on multiple times do not correspond to graphs where the fields are all ‘external’—
the analogue of ‘on-shell’ external fields in an S-matrix calculation. However, such
Green’s functions naturally occur as the internal subgraphs of a more complicated
process. When we integrate the position of an internal vertex over all space-time
points, this also means that here we are summing over ± indices.6

The simplest examples of such internal Green’s functions are the Feynman prop-
agators themselves. They are derived from the quadratic part of the action and they
form the basis of a perturbative treatment of more complicated processes. In taking
the Wick contractions of pairs of fields, there are four possibilities for the ± indices
of the two fields that are contracted, which in turn means that there are four types
of Feynman propagators,

G±±(x, y) =

∫
d3~k

(2π)3
ei
~k·(~x−~y) G±±k (t, t′), (2.26)

with x = (t, ~x) and y = (t′, ~y) and where

G++
k (t, t′) = Θ(t− t′)G>

k (t, t′) + Θ(t′ − t)G<
k (t, t′)

G+−(t, t′) = G<
k (t, t′)

G−+(t, t′) = G>
k (t, t′)

G−−(t, t′) = Θ(t′ − t)G>
k (t, t′) + Θ(t− t′)G<

k (t, t′). (2.27)

Here, G>
k (t, t′) and G<

k (t, t′) are the free Wightman functions associated with the
two-point functions evaluated in the asymptotic vacuum state,7

〈0(−∞)|ζ(t, ~x)ζ(t′, ~y)|0(−∞)〉 =

∫
d3~k

(2π)3
ei
~k·(~x−~y) G>

k (t, t′)

〈0(−∞)|ζ(t′, ~y)ζ(t, ~x))|0(−∞)〉 =

∫
d3~k

(2π)3
ei
~k·(~x−~y) G<

k (t, t′). (2.28)

6A note for the experts: if we think instead of the t in the ζ+(t, ~x) and ζ−(t, ~x) as being a single
time coordinate tc that runs along a contour from the initial to the final time and then back again,
the sum over ± indices naturally appears when we integrate internal vertices of the fields ζ(tc, ~x)
over the entire time contour in dtcd~x.

7For an initial state defined at t0, they would be evaluated in that state, |0(t0)〉, instead.
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Notice that the time-ordering follows the pattern that we described before. Times
associated with a − field always occur after those of a + field, which explains the ab-
sence of Θ-functions in G+−

k (t, t′) and G−+
k (t, t′), and the fact that the time-ordering

of the − fields is the opposite of that of the + fields is a relic of the Hermitian
conjugation. This also explains the reversed roles of the Θ-functions in G−−k (t, t′).

What are these Wightman functions for an inflationary universe? The free, or
quadratic, part of the action for a slow-roll model of inflation is

S(2)[ζ] =
1

2

∫ t∗

−∞
dt e3ρ(t) φ̇

2

ρ̇2

∫
d3~x

{
ζ̇2 − e−2ρ(t)∂kζ∂

kζ
}
. (2.29)

The slow-roll limit of inflation corresponds to the regime where the dimensionless
slow-roll parameters

ε =
1

2

1

M2
pl

φ̇2

ρ̇2
and δ =

φ̈

ρ̇φ̇
(2.30)

are small: ε, δ � 1. In this limit, the Wightman functions derived from these
quadratic terms are

G>
k (t, t′) = G<

k (t′, t′) = e−ρ(t)e−ρ(t′) ρ̇(t)

φ̇(t)

ρ̇(t′)

φ̇(t′)

π

4

√
ηη′H(1)

ν (−kη)H(2)
ν (−kη′), (2.31)

where the index of the Hankel functions is

ν =
√

9
4

+ 3(2ε+ δ). (2.32)

Here some of the time-dependence has been written in terms of the conformal time,
η = η(t) and η′ = η(t′), where

η(t) =

∫
dt e−ρ(t), (2.33)

since the expressions then look simpler. In an inflationary universe the conformal
time is usually chosen to be negative, η ∈ (−∞, 0), since for this choice the coordinate
runs forward when the time is also running forward. The leading terms of these
Wightman functions in the slow-roll limit have a simpler, approximately de Sitter,
form

G>
k (t, t′) =

1

4ε

H2

M2
pl

1

k3
(1 + ikη)(1− ikη′)e−ik(η−η′) + · · ·

G<
k (t, t′) =

1

4ε

H2

M2
pl

1

k3
(1− ikη)(1 + ikη′)eik(η−η′) + · · · . (2.34)

Just as we can perturbatively treat a general diagram as a graph of G±±(x, y)
propagators connecting vertices composed of just + or − fields, we can similarly
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imagine more complicated diagrams as being divided into various subgraphs. When
a line of a subgraph does not end at an external space-time point, it can be at an
arbitrary time with an arbitrary ± index, though when summing up the graphs that
contribute to a process we integrate over the space-time location of the internal point
and sum over all values of ±. We shall see later that the consistency relation has
this structure.

The Green’s functions that we have introduced so far correspond to the sums
of all the graphs that contribute to a process, whether they are connected or not.8

For the two and three-point functions, we do not need to distinguish between the
connected and unconnected Green’s functions in this theory. However, for higher
point functions, the Green’s functions can be separated into a sum of products of
lower-order n-point functions plus purely connected components. For example, the
four-point function can be written as a sum of three pairs of two-point functions plus
a connected four-point function, e.g.

G++++(x1, x2, x3, x4) = G++(x1, x2)G++(x3, x4) +G++(x1, x3)G++(x2, x4)

+ G++(x1, x4)G++(x2, x3) +G++++
c (x1, x2, x3, x4). (2.35)

We can extract these latter from the rest by defining a generating functional, W [J±],
for just the connected graphs,

Z[J±] = eiW [J±]. (2.36)

The connected n-point Green’s functions are then defined by taking the appropriate
functional derivatives with respect to W [J±],

G±1···±n
c (x1, . . . , xn) =

(
1

±i
δ

δJ±1(x1)

)
· · ·
(

1

±i
δ

δJ±n(xn)

)
iW [J±]

∣∣∣
J±=0

. (2.37)

Graphically,
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(2.38)

where the shaded blob is the sum of all connected diagrams.
Proceeding a step further, we introduce a generating functional for the ‘one-

particle irreducible’ Green’s function through a Legendre transform of the W [J±].
Let us define the connected expectation value of the field ζ(t, ~x) in the presence of a
source to be

ζ̄±(x) ≡ ± δW

δJ±(x)
= 〈0(t)|ζ±(x)|0(t)〉c,J± . (2.39)

8We did not need to remove the vacuum-to-vacuum graphs explicitly when we defined these
Green’s functions. The vacuum-to-vacuum graphs are automatically cancelled due to the S[ζ+]−
S[ζ−] structure that appears in Z[J±].
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The functional Γ[ζ̄±] is then defined through the transformation,

Γ[ζ̄±] = W [J±]−
∫
d4x

[
J+(x)ζ̄+(x)− J−(x)ζ̄−(x)

]
. (2.40)

If we take the functional derivative of Γ[ζ̄±] with respect to ζ̄±, we produce the
complementary relations

J±(x) = ∓ δΓ

δζ̄±(x)
. (2.41)

The individual ‘1PI’ n-point functions are defined by differentiating with respect to
the fields ζ̄± an appropriate number of times,

Γ±1···±n(x1, . . . , xn) =
δnΓ[ζ̄±]

δζ̄±1(x1) · · · δζ̄±n(xn)

∣∣∣∣
ζ̄±=0

. (2.42)

We might have defined this equation with some convention for the signs too, but it
is simpler in this instance not to do so.

The 1PI functional Γ[ζ̄±] is also called the effective action. For a renormalizable
theory, it is assumed that the effective vertices, Γ±1···±n(x1, . . . , xn), have all been
renormalized, when it is necessary to do so. The connected diagrams associated
with the Green’s functions G±1···±n

c (x1, . . . , xn), and which are calculated from all
the tree and loop diagrams generated by the original action S[ζ±], correspond to the
tree-diagrams calculated using the effective action Γ[ζ̄±].

In the Bunch-Davies state, many of the 1PI effective vertices vanish. The struc-
ture of the effective action Γ[ζ̄±] mirrors, in part, the structure of the original action

S[ζ+]− S[ζ−], (2.43)

which is composed entirely of operators containing just the ζ+(t, ~x) or just the
ζ−(t, ~x) field, but with no operators coupling the two. Certainly any effective ver-
tex that requires a counterterm of the same order will need also to have this same
structure—for otherwise there would not have been the possibility of such a coun-
terterm in the original action. This suggests that the effective vertices should vanish
except when all of the indices are + or all are −, and that they are related by a
single sign,

Γ(n)(x1, . . . , xn) ≡ Γ+···+(x1, . . . , xn) = −Γ−···−(x1, . . . , xn). (2.44)

Then the effective action becomes

Γ[ζ̄±] = ΓBD[ζ̄+]− ΓBD[ζ̄−], (2.45)

where

ΓBD[ζ̄] =
∞∑
n=2

1

n!

∫
d4x1 · · · d4xn Γ(n)(x1, . . . , xn) ζ̄(x1) · · · ζ̄(xn). (2.46)
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This is not true of a more general ground state. An initial state can be defined
through an initial action defined on a t = t0 hypersurface [18, 19]. A general ini-
tial action does contain operators that couple the ζ+ and ζ− fields directly, so the
action no longer has the simple S[ζ+] − S[ζ−] form of a Bunch-Davies state. Cor-
respondingly, the effective action will also contain effective vertices with mixed ±
indices.

Apart from the addition of the ± indices, all of these structures have their familiar
analogues in S-matrix calculations. There is, however, a further difference here which
makes calculations in this setting slightly more cumbersome. In a typical scattering
problem, we are evolving a system from t = −∞ to ∞. When we perform a Fourier
transform, it is then in all 3 + 1 dimensions, and the resulting Green’s functions
typically have simpler structures when expressed in terms of the four-momenta,
rather than in terms of the original space-time coordinates. In a cosmological setting
we are evolving only up to a finite time t∗, and we could have started from a finite
initial time t0 too. Therefore we shall only be Fourier transforming in the spatial
dimensions, (t, ~x)→ (t,~k). For example, the two-point 1PI Green’s function remains
a differential operator rather than becoming a purely algebraic function.

Let us illustrate this last point more fully with a particular example, which we
shall need later anyway. The 1PI and the connected two-point functions are the
functional inverses of each other. This relation follows from∫
d4z

{
δJ+(y)

δζ̄+(z)

δζ̄+(z)

δJ+(x)
+
δJ+(y)

δζ̄−(z)

δζ̄−(z)

δJ+(x)

}
=
∑
s=±

∫
d4z

δJ+(y)

δζ̄s(z)

δζ̄s(z)

δJ+(x)
= δ4(x− y),

(2.47)
for example. Here we have shown the case when both the sources are J+’s; but we
could have just as well written a similar relation for any choice of the signs,

∑
s=±

∫
d4z

δJr2(y)

δζ̄s(z)

δζ̄s(z)

δJr1(x)
= δr2r1 δ

4(x− y), (2.48)

where r1 and r2 can each assume either sign. This relation could also have been
expressed as the functional derivatives of the appropriate generating functional,

−r2

∑
s=±

s

∫
d4z

δ2W

δJr1(x)δJs(z)

δ2Γ

δζ̄s(z)δζ̄r2(y)
= δr2r1 δ

4(x− y), (2.49)

which in turn becomes a relation between the two-point functions,

∑
s=±

∫
d4z Gr1s

c (x, z)Γsr2(z, y) = iδr2r1 δ
4(x− y). (2.50)
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Fourier transforming in the spatial dimensions,

Grs
c (t, ~x; t′, ~y) =

∫
d3~k

(2π)3
ei
~k·(~x−~y)Grs

k (t, t′)

Γrs(t, ~x; t′, ~y) =

∫
d3~k

(2π)3
ei
~k·(~x−~y)Γrsk (t, t′); (2.51)

the statement that the two types of two-points functions are each other’s functional
inverse corresponds in this setting to the four equations∫ t∗

−∞
dt′′
{

Γ++
k (t, t′′)G++

k (t′′, t′) + Γ+−
k (t, t′′)G−+

k (t′′, t′)
}

= i δ(t− t′)∫ t∗

−∞
dt′′
{

Γ++
k (t, t′′)G+−

k (t′′, t′) + Γ+−
k (t, t′′)G−−k (t′′, t′)

}
= 0∫ t∗

−∞
dt′′
{

Γ−−k (t, t′′)G−+
k (t′′, t′) + Γ−+

k (t, t′′)G++
k (t′′, t′)

}
= 0∫ t∗

−∞
dt′′
{

Γ−−k (t, t′′)G−−k (t′′, t′) + Γ−+
k (t, t′′)G+−

k (t′′, t′)
}

= i δ(t− t′). (2.52)

These equations remain true for an arbitrary initial state,9 with only the tiny
modification that if we had fixed the state at t0, the lower limits would have been
replaced by t0. In the Bunch-Davies state, we can additionally assume that

Γ+−
k (t, t′′) = 0, and Γ−+

k (t, t′′) = 0. (2.53)

These functional relations are between the full Green’s functions; that is, the sums
of all connected or 1PI graphs with the appropriate external structures. For the
calculation of the consistency relation, we only require their leading behaviour. In
that limit, the connected two-point functions are then just the free Feynman propa-
gators and the 1PI two-point functions are the operators derived from the quadratic
equation of motion for the field ζk(t),

Γ++
k (t, t′) = −Γ−−k (t, t′) = −δ(t− t′)

{
φ̇2

ρ̇2
e3ρ d

2

dt′2
+

d

dt′

[
φ̇2

ρ̇2
e3ρ

]
d

dt′
+ k2 φ̇

2

ρ̇2
eρ
}
. (2.54)

2.4 A Slavnov-Taylor identity

Now, we are ready to derive a consistency condition between the two-point and
three-point Green’s functions by putting these ideas together. As our starting point,

9or rather, one that is not quite completely arbitrary—we are still assuming that the spatial
translations and rotations are unbroken. Importantly, however, we do not need to assume that the
state is invariant under dilations or special conformal transformations.
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we use the invariance of the functional measure of the generating functional Z[J±]
under a transformation of the fields,

ζ(t, ~x)→ ζ̃(t, ~x) = ζ(t, ~x) + δζ(t, ~x). (2.55)

Here, we are assuming that δζ(t, ~x) is linear in the field, with the possibility of an
inhomogeneous term too. When δζ(t, ~x) has this form, the measure of the functional
integral is invariant Dζ̃ = Dζ. So under this change of the functional integration
variable, Z[J±] has not changed,

Z[J±] =

∫
Dζ+Dζ− eiS[ζ+]−iS[ζ−]+i

∫ t∗
−∞ dt

∫
d3~x [J+ζ+−J−ζ−]

=

∫
Dζ̃+Dζ̃− eiS[ζ̃+]−iS[ζ̃−]+i

∫ t∗
−∞ dt

∫
d3~x [J+ζ̃+−J−ζ̃−]. (2.56)

When the transformation that we have made is additionally a symmetry of the
action, as is the case for the conformal transformations mentioned earlier, we have
that S[ζ̃] = S[ζ], together with the invariance of the functional measure, yields

Z[J±] =

∫
Dζ+Dζ− eiS[ζ+]−iS[ζ−]+i

∫ t∗
−∞ dt

∫
d3~x [J+(ζ++δζ+)−J−(ζ−+δζ−)]. (2.57)

The only remnant of the transformation appears in its coupling to the sources. Under
a small transformation, we can expand the exponential to linear order in δζ±,

Z[J±] = Z[J±] + δZ[J±], (2.58)

where

δZ[J±] = i

∫ t∗

−∞
dt

∫
d3~x

[
J+(t, ~x) 〈δζ+(t, ~x)〉J± − J−(t, ~x) 〈δζ−(t, ~x)〉J±

]
. (2.59)

The 〈δζ±(t, ~x)〉J± are the expectation values of the infinitesimal change in the field
in the presence of the source J±. Because the generating functional has not changed,
we conclude that

δZ[J±] = 0. (2.60)

This result is called the Slavnov-Taylor identity .10

The next step is to use this identity for the residual conformal symmetry to
generate relations amongst Green’s functions of different orders. The most important
of these relations for current observations is the one associated with the spatial
dilations. Under a dilation, we found that the field ζ(t, ~x) changes infinitesimally by
an amount

δζ = λ
[
1 + ~x · ~∇ζ

]
. (2.61)

10The derivation of the Slavnov-Taylor identity that we have presented here, essentially follows
the reasoning of [17].
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For a dilation then, the Slavnov-Taylor identity becomes∫ t∗

−∞
dt

∫
d3~x

[
J+(t, ~x)−J−(t, ~x)+J+(t, ~x) ~x·~∇ δW [J±]

δJ±(t, ~x)
+J−(t, ~x) ~x·~∇ δW [J±]

δJ±(t, ~x)

]
= 0.

(2.62)
Here we have rewritten the one-point function in the presence of a source as

〈ζ±(t, ~x)〉J± =
1

±i
δZ[J±]

δJ±(t, ~x)
= ±Z[J±]

δW [J±]

δJ±(t, ~x)
, (2.63)

and we have removed some non-vanishing prefactors. By differentiating this relation
n times with respect to ζ̄± we generate relations between the n + 1 and n-point
functions.

While the higher-order relations are useful since they place constraints on the
(so far) unobserved higher-order correlation functions of the primordial fluctuations,
the most immediately important of these relations for observations is that between
the three and two-point functions. The two-point function is the only correlation
function that has been observed so far, and a decisive measurement of the three-
point function is being sought. This relation then places a strong constraint on the
amplitude of the three-point function if it is to be consistent with the simplest class
of inflationary models with only one inflaton field and where the potential satisfies
the slow-roll conditions.

The calculation of this standard consistency relation goes as follows: (1) first
differentiate the Slavnov-Taylor dilation identity twice with respect to ζ̄±, setting
ζ̄± = 0 after doing so, and then (2) move some of the two-point functions from one
set of terms to the other. The second step is more aesthetic—we essentially have
the consistency relation after the first step—but it is useful nonetheless since it puts
the relation in a form more closely resembling its usual expression elsewhere; and
perhaps more importantly, it is only finite and nonzero on both sides of its equation
after this second step.

So let us start by differentiating the Slavnov-Taylor identity with respect to the
fields ζ̄s2(y2) and ζ̄s3(y3), where we have given them arbitrary s2, s3 = ± indices, to
produce ∫

d4x

{
δ2J+(x)

δζ̄s2(y2)δζ̄s3(y3)
− δ2J−(x)

δζ̄s2(y2)δζ̄s3(y3)

+
∑
r,s=±

∫
d4z

δJr(x)

δζ̄s2(y2)

δJs(z)

δζ̄s3(y3)
~x · ~∇~x

δW

δJr(x)δJs(z)

+
∑
r,s=±

∫
d4z

δJr(x)

δζ̄s3(y3)

δJs(z)

δζ̄s2(y2)
~x · ~∇~x

δW

δJr(x)δJs(z)

}
= 0. (2.64)

To keep the expressions more compact, we have again combined the time and space
coordinates and written the arguments as a single four-vector, e.g. x = (t, ~x).
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The first pair of terms is not quite what we want. Cosmological observations are
used to constrain the connected three-point functions of the primordial fluctuations.
What we have here are instead the 1PI three-point functions. If we recall how the
functional derivatives of J± and W are related to the 1PI and the connected Green’s
functions, the above equation can be expressed diagrammatically as
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On the left side of this equation we are summing over all possible space-time points
for the corresponding leg11; on the right the ~x· ~∇~x operator is acting on the connected
two-point Green’s function from both sides.

Since the connected and 1PI two-point functions are the functional inverses of
each other, if we act on this equation with a pair of propagators, we amputate the 1PI
legs on the right side and produce an expression on the left which can be written as
a 1PI two-point function acting on the connected three-point function as we wanted,

−i
∑
s=±

∫
d4y

∫
d4x

{
Γ+s(y, x)Gs++

c (x, x2, x3) + Γ−s(y, x)Gs++
c (x, x2, x3)

}
=
[
~x2 · ~∇~x2 + ~x3 · ~∇~x3

]
G++
c (x2, x3). (2.66)

The full details for how to derive this equation appear in the supplementary section
2.8. Since for the Bunch-Davies state Γ+− = Γ−+ = 0, we have just

−i
∫
d4y

∫
d4x

{
Γ++(y, x)G+++

c (x, x2, x3) + Γ−−(y, x)G−++
c (x, x2, x3)

}
=
[
~x2 · ~∇~x2 + ~x3 · ~∇~x3

]
G++
c (x2, x3). (2.67)

This is the consistency relation between the three and two-point functions expressed
in a fully time-evolving formalism. The diagrammatic version of this identity may
be written
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(2.68)

11Another note for the experts: if we think of the times as defined on the full time-contour, the
± indices (s2 and s3) are naturally absorbed into the contour time-coordinate.
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This relation holds for the full Green’s functions evaluated at any points and
at any time during the inflationary era. But to understand what it implies for the
observations of our universe, we evaluate it at points on a late-time hypersurface
at t∗. Only two of the points in the relation are external, so we choose them lie
somewhere on the this late-time hypersurface,

x2 = (t∗, ~x2), x3 = (t∗, ~x3). (2.69)

t∗ is also meant to be the endpoint of the evolution, so it also appears as the upper
limit of the time integrals,

−i
∫ t∗

−∞
dt′
∫
d3~y

∫ t∗

−∞
dt

∫
d3~x

{
Γ++(y, x)G+++

c (x, x2, x3) + Γ−−(y, x)G−++
c (x, x2, x3)

}
=
[
~x2 · ~∇~x2 + ~x3 · ~∇~x3

]
G++
c (x2, x3),

where y = (t′, ~y) and x = (t, ~x). The relation is more conventionally expressed in
terms of the spatial momenta,

−i
∫ t∗

−∞
dt′
∫ t∗

−∞
dt
{

Γ++
0 (t′, t)G+++

c (t,~0; t∗, ~k2; t∗, ~k3) + Γ−−0 (t′, t)G−++
c (t,~0; t∗, ~k2; t∗, ~k3)

}
= −

[
3 + ~k2 · ∇~k2

]
G++
c (t∗, ~k2; t∗, ~k3).

While we have not written it, both sides are implicitly multiplied by a momentum-
conserving δ3(~k2 +~k3). The fact that we have integrated out one of the coordinates of

the three-point function means that only the constant, ~k = ~0, behaviour associated
with that coordinate appears in the Fourier-transformed expression.

In this form, both sides of the consistency relation are finite. On its left side,
this property is a little more subtle, since the terms are products of something that
diverges with something that vanishes in the limit

lim
~k→~0

[
Γ±±k (t′, t)G±++

c (t,~k; t∗, ~k2; t∗, ~k3)
]
→ finite and nonzero. (2.70)

What we really mean by the left side of the relation then is this limit.
The consistency relation is a statement about the full, ‘all orders in perturbation

theory’ Green’s functions. For the primordial fluctuations there is no need to go
beyond the tree-level contributions—very often there is not even a need to go further
than the leading expression in the slow-roll limit. Only the amplitude and the
leading information about the scale-dependence of the two-point function have been
observed. The three-point function has yet to be detected, though observations have
constrained it to be quite small. Therefore, using tree-level expressions for the 1PI
two-point functions, found at the end of the last section, and integrating over a
trivial δ-function, we obtain our final expression for the consistency relation between
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the connected two and three-point functions,

i lim
~k→~0

∫ t∗

−∞
dt

{
φ̇2

ρ̇2
e3ρ d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ

]
d

dt
+ k2 φ̇

2

ρ̇2
eρ
}

{
G+++
c (t,~k; t∗, ~k2; t∗, ~k3)−G−++

c (t,~k; t∗, ~k2; t∗, ~k3)
}

= −
[
3 + ~k2 · ∇~k2

]
G++
c (t∗, ~k2; t∗, ~k3). (2.71)

Once again, there is an implicit factor of δ3(~k2 + ~k3) multiplying both sides.
Although it appears a little different from how the relation has often been written,

the expression that we have found is in fact formally the same. When the correlation
functions are derived from a path integral effectively defined only on the late-time
hypersurface, as was done in [12], the consistency relation assumes the form

G
(3)
c (~0, ~k2,−~k2)

P (0)
= −

[
3 + k2

∂

∂k2

]
P (k2). (2.72)

Here the Green’s functions are the equal-time correlation functions evaluated at t∗;

G(3)
c (~k1, ~k2, ~k3) = G+++

c (t∗, ~k1; t∗, ~k2; t∗, ~k3) (2.73)

and P (k) = G++
c (t∗, ~k; t∗,−~k) is the power spectrum. If we recall that [P (0)]−1 in

that language is the 1PI two-point function evaluated in the zero-momentum limit,
we see that this is structurally the same as the result above which has included the
full time evolution.

It is nonetheless an instructive calculation to show how this relation applies to the
simple class of slow-roll, single-field, models of inflation that Maldacena originally
considered [4]. This calculation is presented in the supplementary section 2.7 of
this chapter. It has been provided in full because—as was mentioned—the left side
contains a delicate, but finite, balance between diverging and vanishing factors. We
have also included it because some of the techniques, though they are becoming more
commonly used in inflation, are still perhaps not as familiar as they ought to be.

2.5 The Slavnov-Taylor identity with an initial

state

The advantage of following the full time evolution of the Green’s functions is that
it allows us to treat more general initial states. We are no longer shackled to the
Bunch-Davies state, or even to a particular class of symmetric initial states.

Let us consider a universe where the scalar fluctuations ζ(t, ~x) begin in an arbi-
trary state at t = t0. The information about this initial state can be incorporated
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into the generating functional by including a density matrix ρ(t0) for that state [18],

Z[J±] =

∫
Dζ+Dζ− ρ(t0) exp

{
iS[ζ+]− iS[ζ−] + i

∫ t∗

t0

dt

∫
d3~x

[
J+ζ+ − J−ζ−

]}
.

(2.74)
We write this matrix as an action defined along the initial-time hypersurface at t0,

ρ(t0) = eiS0[ζ+(t0,~x),ζ−(t0,~x)]; (2.75)

this trick allows us to put it together with the rest of the action,

Z[J±] =

∫
Dζ+Dζ− exp

{
iS[ζ+]−iS[ζ−]+iS0[ζ+, ζ−]+i

∫ t∗

t0

dt

∫
d3~x

[
J+ζ+−J−ζ−

]}
.

(2.76)
Each part of this action has its own meaning in the interaction picture: the quadratic
terms in S define the time-dependence of the fields in the free theory, the higher-order
interactions in S determine the evolution of the state, and the terms in S0 determine
the initial state. Whether we decide to group the quadratic terms of S0 with those of
S when solving for the time-dependence of the free theory depends on the particular
state. When the initial state differs substantially from the Bunch-Davies state, so
that a perturbative expansion provides a poor approximation, it is necessary to
include all quadratic terms in the free part; but in cosmological examples, where the
state does not appear to differ too much in its two-point structure from the Bunch-
Davies state, it can sometimes be more convenient to regard all of S0 as a part of
the interactions.

The initial action is arranged as a series of terms according to powers of the
fluctuations,12

S0[ζ±] = S
(1)
0 [ζ±] + S

(2)
0 [ζ±] + S

(3)
0 [ζ±] + S

(4)
0 [ζ±] + · · · , (2.77)

where S
(2)
0 is quadratic in ζ±, S

(3)
0 is cubic, etc. As long as the higher-order terms in

this series are sufficiently small, their effects can be treated perturbatively. Since the
observed universe appears to be consistent with having a rather small non-Gaussian
primordial component, we usually assume that we are within this regime. The
requirement that the initial density matrix is real, ρ(t0) = ρ†(t0), imposes constraints
on the form of S0. For example, when the state is translationally and rotationally
invariant, the quadratic terms without time-derivatives of the field are specified by
two functions,

S
(2)
0 [ζ±] = −1

2

∫
d3~x d3~y

{
ζ+(t0, ~x)A(~x− ~y)ζ+(t0, ~y)− ζ−(t0, ~x)A∗(~x− ~y)ζ−(t0, ~y)

+ ζ+(t0, ~x)iB(~x− ~y)ζ−(t0, ~y) + ζ−(t0, ~x)iB(~x− ~y)ζ+(t0, ~y)
}

+ · · · , (2.78)

12The linear term in ζ± is included when it is necessary to cancel tadpole graphs involving the
initial time. We still are imposing the condition that the expectation value of ζ± vanishes at all
times.

35



where A(~x−~y) can be complex but B(~x−~y) must be real. The ‘· · · ’ refer to further
terms that could contain time derivatives of ζ. Similarly, the cubic terms, subject
to the same assumptions, are fixed by two complex functions,

S
(3)
0 [ζ±] = −1

6

∫
d3~x d3~y d3~z

{
C(~x, ~y, ~z) ζ+(t0, ~x)ζ+(t0, ~y)ζ+(t0, ~z)

− C∗(~x, ~y, ~z) ζ−(t0, ~x)ζ−(t0, ~y)ζ−(t0, ~z)

+ 3D(~x, ~y, ~z) ζ+(t0, ~x)ζ+(t0, ~y)ζ−(t0, ~z)

− 3D∗(~x, ~y, ~z) ζ+(t0, ~x)ζ−(t0, ~y)ζ−(t0, ~z) + · · ·
}
,(2.79)

In writing the cubic surface action in this form we have tacitly assumed that the
functions C(~x, ~y, ~z) and D(~x, ~y, ~z) are invariant under permutations of their coordi-
nates. Again, the cubic action could contain further operators with ζ̇±(t0, ~x) and
higher derivatives. Indeed, in the course of renormalizing the effects of the standard
cubic operators that occur in inflation, operators with time derivatives do occur as
counterterms in the initial action [22].

Once we have included operators that contain odd numbers of the field, radiative
corrections will typically produce tadpole graphs. If they are to be cancelled, there
must be linear terms in the action for the initial state,

S
(1)
0 [ζ±] = −

∫
d3~x

{
T (~x)ζ+(t0, ~x)− T ∗(~x)ζ−(t0, ~x)

}
+ · · · . (2.80)

When the initial state is translationally and rotationally invariant, we expect that
T (~x) = T is a constant; but we shall leave it in this more general form for now.

Typically we shall find it more convenient to express the functions describing the
state through their Fourier transforms,

A(~x− ~y) =

∫
d3~k

(2π)3
ei
~k·(~x−~y)Ak, (2.81)

and

C(~x, ~y, ~z) =

∫
d3~k1

(2π)3

d3~k2

(2π)3

d3~k3

(2π)3
ei(

~k1·~x+~k2·~y+~k3·~z) (2π)3 δ3(~k1 + ~k2 + ~k3)C~k1,~k2,~k3
,

(2.82)
for example. Other than requiring that the higher energy modes are not so abun-
dantly populated that they overwhelm the energy density of the inflationary back-
ground, these structures can have a more or less arbitrary dependence on the mo-
mentum.

What sorts of initial states might we consider? The initial time could be viewed
in a variety of ways: it could be simply a theoretical crutch, a cut-off that we im-
pose to avoid considering the very early and correspondingly very short-distance
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behaviour of the theory. On the other hand, it could genuinely be seen as a time
when ‘something’ happened—the beginning of the inflationary expansion or the end
of some other dynamics still within inflation but beyond the minimal inflationary
picture. In the latter cases the moments before t0 might have bequeathed the infla-
tionary era with a state that was different from the standard Bunch-Davies state.
If we are taking a completely unprejudiced view of what happened before inflation,
it is not necessary to assume that the initial state has the same symmetries of the
single-field inflationary picture. For computational convenience we shall still restrict
to an initial state that is invariant under spatial translations and rotations. But it is
possible to allow initial states that break the spatial conformal symmetries. These
broken symmetries lead to interesting modifications of the standard consistency re-
lations that we derived in the earlier sections. In some instances too the conformal
symmetries might be preserved though the state is not the Bunch-Davies state.

A state that is not invariant under the residual conformal symmetry will introduce
additional terms in the primitive Slavnov-Taylor identity. As in the earlier derivation
of this identity, suppose that we make an infinitesimal conformal transformation of
the field ζ(t, ~x),

ζ(t, ~x)→ ζ̃(t, ~x) = ζ(t, ~x) + δζ(t, ~x). (2.83)

For the purpose of deriving the Slavnov-Taylor identity, it is sufficient if this transfor-
mation is a symmetry of the action S[ζ̃] = S[ζ] and if the measure of the functional
integral changes at most by a functional constant, which can be absorbed into the
normalization of Z[J±]. Both of these properties hold for the minimal inflationary
picture. When we write the generating functional in terms of ζ̃ = ζ + δζ, by ex-
panding the quantities that are not invariant under the symmetry to linear order,
we obtain the change in the generating functional

Z[J±] =

∫
Dζ̃± eiS[ζ̃+]−iS[ζ̃−]+iS0[ζ̃±]+i

∫ t∗
t0
dt

∫
d3~x [J+ζ̃+−J−ζ̃−]

=

∫
Dζ± eiS[ζ+]−iS[ζ−]+iS0[ζ̃±]+i

∫ t∗
t0
dt

∫
d3~x [J+ζ̃+−J−ζ̃−]

= Z[J±] + δZ[J±], (2.84)

where

δZ[J±] = i

∫ t∗

t0

dt

∫
d3~x

{
J+(t, ~x)〈δζ+(t, ~x)〉J±−J−(t, ~x)〈δζ−(t, ~x)〉J±

}
+i〈δS0[ζ±]〉J± .

(2.85)
δS0 represents the linear part of S0[ζ̃±] − S0[ζ±] when expanded in powers of δζ±.
The result,

δZ[J±] = 0, (2.86)

is again the ‘ur-statement’ of the Slavnov-Taylor identity; however, it now contains
additional contributions from the initial state. From this identity we generate rela-
tions amongst various Green’s functions by differentiating it with respect to ζ̄±(t, ~x)
an arbitrary number of times.
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The most important class of consistency relations for inflation are those generated
by dilations of the spatial part of the metric. In its infinitesimal form, a dilation
changes ζ(t, ~x) by

δζ = λ
[
1 + ~x · ~∇ζ

]
. (2.87)

When this expression is put into δZ, and the one-point functions are written in terms
of the generating function for the connected Green’s functions, iW [J±] = lnZ[J±],
the Slavnov-Taylor identity becomes∫ t∗

t0

dt

∫
d3~x

{
J+(t, ~x)− J−(t, ~x) + J+(t, ~x) ~x · ~∇ δW [J±]

δJ+(t, ~x)
+ J−(t, ~x) ~x · ~∇ δW [J±]

δJ−(t, ~x)

}
= −1

λ

1

Z[J±]
〈δS0[ζ±]〉J± . (2.88)

We can broadly divide the initial states into two classes. We define the first class to
include those states that share the same conformal invariance—or here, the invariance
under dilations—as as the inflationary metric. The second class, where δS0 6= 0,
represents the most general case.

2.5.1 Conformally invariant initial states

So far the form of the initial state S0[ζ±] has been left largely arbitrary. One formally
simple class of initial states are those that are invariant under the same residual con-
formal symmetry of the inflationary metric. Requiring that the state be conformally
invariant imposes conditions on how the n-point structures of the initial state change
under a conformal transformation.

Under a dilation the scalar fluctuation transforms inhomogeneously, so the terms
in δS

(n)
0 have either n or n − 1 factors of the field ζ±. This means that if we wish

to have an initial state that is invariant under dilations, the change in the nth order
structure function is determined in part by the original function plus the integral of
some linear combination of the (n + 1)st structure functions. For example, if under
a dilation

A(~x− ~y)→ Ã(~x− ~y) = A(~x− ~y) + λ δA(~x− ~y), (2.89)

then δS0 = 0 when

δA(~x− ~y) =
[
6 + ~x · ~∇~x + ~y · ~∇~y

]
A(~x− ~y)−

∫
d3~z
[
C(~x, ~y, ~z) +D(~x, ~y, ~z)

]
. (2.90)

Similarly, an invariant state should also have

δB(~x−~y) =
[
6+~x · ~∇~x+~y · ~∇~y

]
B(~x−~y)+ i

∫
d3~z
[
D(~x, ~y, ~z)−D∗(~x, ~y, ~z)

]
. (2.91)

The parts of the variation that are linear in the field require

δT (~x) =
[
3 + ~x · ~∇~x

]
T (~x)−

∫
d3~y

[
A(~x− ~y) + iB(~x− ~y)

]
. (2.92)
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However, if were a imagining that the linear term has only been include to cancel
tadpole graphs, so that it vanishes as we turn off the cubic structures and cubic
interactions, then we might wish to have the linear and quadratic contributions to
this equation vanish separately,

δT (~x) =
[
3 + ~x · ~∇~x

]
T (~x) and

∫
d3~y

[
A(~x− ~y) + iB(~x− ~y)

]
= 0. (2.93)

Finally, the zeroth order part of the variation of the initial action under a dilation
vanishes when ∫

d3~x
[
T (~x)− T ∗(~x)

]
= 0, (2.94)

which can be easily satisfied for a real T (~x).
The Fourier-transformed versions of these conditions are

δAk =
[
3− ~k · ~∇~k

]
Ak − C−~k,~k,~0 −D−~k,~k,~0

δBk =
[
3− ~k · ~∇~k

]
Bk + i

[
D−~k,~k,~0 −D

∗
−~k,~k,~0

]
(2.95)

and
A0 + iB0 = 0, (2.96)

together with
δT~k = −~k · ~∇~kT~k. (2.97)

The condition A0 + iB0 = 0 refers to the spatially invariant part of the initial two-
point structure; usually we assume that in this long-distance limit the state matches
with the state that we have chosen as our reference state, and with respect to which
we are defining the excited state. Therefore, it is natural to let A0 = 0 and B0 = 0
and we assume that this is so even when we consider states that break the residual
conformal symmetry of the background.

For a conformally invariant initial state, the statement of the Slavnov-Taylor
identity looks exactly as it did for the Bunch-Davies state,∫ t∗

t0

dt

∫
d3~x

{
J+(t, ~x)−J−(t, ~x)+J+(t, ~x) ~x·~∇ δW [J±]

δJ+(t, ~x)
+J−(t, ~x) ~x·~∇ δW [J±]

δJ−(t, ~x)

}
= 0.

(2.98)
Taking functional derivatives with respect to ζ̄± produces exactly the same infinite
tower of consistency relations between n and n+ 1-point correlation functions of the
fluctuations produced by inflation. However, this appearance is deceptive. The con-
sistency relations amongst the Green’s functions have not changed, but the Green’s
functions themselves will be different.13 They are no longer the Green’s functions for
the Bunch-Davies state but are rather those for the appropriate initial state. Phe-
nomenologically this can lead to the case where the standard consistency relations

13The Green’s functions for a general initial state are presented in [18] and [19].
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appears to be violated. But this spurious violation has come about not because the
wrong consistency relations are being used, but rather because the wrong n-point
functions have been assumed. This interesting case is explored in [23].

2.5.2 Broken conformal invariance in the initial state

On the other hand, there is no reason that the initial state must itself be invariant
under the residual conformal symmetries of inflation. The dynamics prior to t0 did
not need to have the same symmetries as what happened after t0. This freedom
opens up much richer families of possibilities for the initial state. The degree to
which observations are in accord or violate the standard consistency relations can
then be used to constrain the possible n-point structures of the initial state and how
they transform conformally. This more general case will be treated fully in later
work [20], but it is useful to explain the outlines of the calculation here.

An interesting thing happens when we try to consider states that are not invariant
under the full conformal symmetry group. When we differentiate the Slavnov-Taylor
identity n > 1 times with respect to ζ̄± we obtain a non-vanishing result on the
left side, which resembles the standard consistency relations except that, as for the
conformally invariant initial state, the correlation functions are not those of the
Bunch-Davies state. However, unlike the invariant state, the functional derivative of
the right side of the generalised Slavnov-Taylor identity does not vanish.

When we differentiate the Slavnov-Taylor identity exactly once, we obtain a tad-
pole condition on the initial state,

− δ

δζ̄+(t, ~x)

〈δS0[ζ±]〉J±
λZ[J±]

= 0, (2.99)

which can be preserved by choosing the one-point structure, T (~x), appropriately.
Once the tadpole has been fixed, it does not appear in any of the higher consistency
relations—more than one functional derivative of the tadpole term with respect to
ζ̄± annihilates it completely.

Our purpose here has been to develop a formalism that follows the full time-
evolution within the Slavnov-Taylor relation, which allows it to be applied to ar-
bitrary initial states. These applications will be treated systematically elsewhere,
but the basic recipe is as follows: (1) choose a set of initial state structures and (2)
specify how they transform under a conformal transformation. In practice, since the
consistency relations will be far more complicated, we might wish to make a few rea-
sonable assumptions about the sizes of the higher order correlation functions relative
to the lower order ones to be able to neglect some of the terms in the relation.

The contribution from the variation of the initial state can be rather complicated,
even for the simplest structures. For example, the contribution from the quadratic
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terms of S0 to the right side of this Slavnov-Taylor identity for a dilation is∫ t∗

t0

dt

∫
d3~x

{
J+(t, ~x)− J−(t, ~x) + J+(t, ~x) ~x · ~∇ δW [J±]

δJ+(t, ~x)
+ J−(t, ~x) ~x · ~∇ δW [J±]

δJ−(t, ~x)

}
=

1

2

∫
d3~x d3~y

{
A(~x− ~y)

[
δW [J±]

δJ+(x)
+
δW [J±]

δJ+(y)
− i
[
~x · ~∇~x + ~y · ~∇~y

] δ2W [J±]

δJ+(x)δJ+(y)

+
[
~x · ~∇~x + ~y · ~∇~y

]δW [J±]

δJ+(x)

δW [J±]

δJ+(y)

]
+δA(~x− ~y)

[
−i δ2W [J±]

δJ+(x)δJ+(y)
+
δW [J±]

δJ+(x)

δW [J±]

δJ+(y)

]
+A∗(~x− ~y)

[
δW [J±]

δJ−(x)
+
δW [J±]

δJ−(y)
+ i
[
~x · ~∇~x + ~y · ~∇~y

] δ2W [J±]

δJ−(x)δJ−(y)

−
[
~x · ~∇~x + ~y · ~∇~y

]δW [J±]

δJ−(x)

δW [J±]

δJ−(y)

]
+δA∗(~x− ~y)

[
i

δ2W [J±]

δJ−(x)δJ−(y)
− δW [J±]

δJ−(x)

δW [J±]

δJ−(y)

]
+2iB(~x− ~y)

[
δW [J±]

δJ+(x)
− δW [J±]

δJ−(y)
+ i
[
~x · ~∇~x + ~y · ~∇~y

] δ2W [J±]

δJ+(x)δJ−(y)

−
[
~x · ~∇~x + ~y · ~∇~y

]δW [J±]

δJ+(x)

δW [J±]

δJ−(y)

]
+2iδB(~x− ~y)

[
i

δ2W [J±]

δJ+(x)δJ−(y)
− δW [J±]

δJ+(x)

δW [J±]

δJ−(y)

]
+ · · ·

}
, (2.100)

and there are, of course, contributions from the cubic operators in S
(3)
0 , the quartic

operators, etc. Differentiating this identity twice with respect to ζ̄± yields a relation
between two and three-point correlators on the left side and a number of new terms
on the right.

2.6 Concluding remarks

The symmetry that remains even after we have made a general choice for the quan-
tum fluctuations about an inflationary background leads to relations amongst their
correlation functions. We have seen that these relations are in fact the Slavnov-
Taylor identities associated with this residual symmetry. Because the approach that
we have presented here only relies on symmetries of the metric and on very general
properties of any quantum field theory, our results apply equally generally and are
largely independent of the detailed properties of the particular model.

Throughout our derivation we have kept the evolution of the state intact and
explicit. This allows us immediately to adapt our approach to inflationary theories
that start in more or less arbitrary initial states. Having this freedom allows us to
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treat more general situations in inflation. It also frees us from the need to make
assumptions about the behaviour of the universe at asymptotically distant times
and at infinitesimally small scales. Since we do not know what might have occurred
before an inflationary expansion, and moreover since there are dangers inherent in
extending quantum field theories in inflating backgrounds arbitrarily far back in
time—our understanding of nature is inadequate beyond certain scales—having the
ability to choose other initial states and having the freedom to start at a finite initial
time allows us to explore richer sets of possibilities. Even viewed more conservatively,
the formalism we have developed here lets us parametrise by how much the state
can differ from a purely Bunch-Davies state—and then constrain these departures
experimentally—rather than assume that the universe is in this state ab initio. The
same analysis equally applies to the tensor fluctuations, about whose state far less
is known.

A general initial state modifies a consistency relation in two ways. The Green’s
functions within the relation change to reflect the influence of the initial density
matrix on observables, and the non-invariance of the initial state also alters the
basic form of the Slavnov-Taylor identity from which the consistency relations are
derived. Because the underlying dynamics are still invariant under the residual
conformal symmetries in the metric, it is still possible to derive a Slavnov-Taylor
identity as long as we have included the appropriate corrections generated by the
change of the initial density matrix under the conformal symmetry transformations.
These new terms in the identity are the cosmological analogues of the corrections that
appear in the Ward identities of gauge theories in the presence of explicit symmetry
breaking.

In this article we have derived the basic effect of an initial state on the Slavnov-
Taylor identity. We shall explore the possible observational effects of having non-
Bunch-Davies and non-invariant states more fully in [20] using the formalism that we
have developed here. Most importantly, it would be interesting to see what the known
properties of the power spectrum, and the constraints on the non-Gaussianties, are
able to tell us about the state during inflation.

While we have concentrated here on the consistency relation between the two and
three-point functions for the scalar field—mainly to illustrate a new method with a
familiar example—there are many further quantities to compute. By differentiating
the ‘ur-form’ of the Slavnov-Taylor identity, δZ[J±] = 0, n times with respect to
ζ̄±(t, ~x), we generate higher-order consistency relations between n and n + 1-point
correlators. Most of these are perhaps of a more formal interest, since thus far it has
been difficult even to detect the amplitude of the three-point correlator. Initial states
could easily enhance some of these higher-order correlators without disturbing what
we already know about the power spectrum. Additionally, it would be interesting to
study the consistency relation associated with the special conformal transformations.

In his original derivation of the non-Gaussianities in inflation, Maldacena found
further consistency relations satisfied by three-point functions which contained any
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combination of the tensor and scalar fluctuations. This formalism can also be applied
to such correlators.

2.7 Supplement: Evaluating the consistency rela-

tion

In this supplementary section we show that the standard slow-roll inflationary models
with a single scalar inflaton field satisfy the consistency relation in the form that we
have derived it, giving a—by now—standard estimate of the amplitude and scaling of
the three-point function in the limit where one of the external momenta is soft. While
this conclusion is nothing new in itself, there are many technical points in treating
and using the 1PI Green’s functions which need to be thoroughly understood.

Before beginning this analysis, we mention a few of these points: (1) Maldacena’s
trick of shifting the field in order to remove certain terms from the cubic action is
not convenient here. It would also entail a shift in the 1PI Green’s function which is
not so easy to do. Fortunately, the leading parts of the action are simple enough to
evaluate without the need to make this shift. (2) In the limit in which the momentum
of one of the external legs gets soft, the three-point function diverges. But when we
act upon it with a 1PI two-point function, we obtain a finite result. At tree-level,
the 1PI two-point function is

Γ++
k (t′, t) = −Γ−−k (t′, t) = −δ(t′ − t)

{
φ̇2

ρ̇2
e3ρ d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ

]
d

dt
+ k2 φ̇

2

ρ̇2
eρ
}
. (2.101)

In the Bunch-Davies state the parts containing the time-derivatives vanish in the
late-time limit giving a vanishing result when acting on the three-point function, for
reasons that we shall explain. We also should set the k2 in the spatial derivative
term only after this operator has acted on the three-point functions.

2.7.1 Determining the leading operators

When the inflationary action is expanded to third order in the fluctuation ζ(t, ~x),
the resulting set of operators does not appear to be manifestly second-order in the
slow-roll parameters: a fair amount of further effort [3] is required to make this
property self-evident. Nearly every operator must be integrated by parts—often
multiple times—with respect to its spatial or time derivatives, certain relations of
the classical background must be imposed, etc. At the end of this lengthy process,
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the cubic part of the action assumes the following form,

S(3) =

∫
d4x

{
1

4

e3ρ

M2
pl

φ̇4

ρ̇4
ζ̇2ζ +

1

4

eρ

M2
pl

φ̇4

ρ̇4
ζ∂kζ∂

kζ − 1

2

e3ρ

M2
pl

φ̇4

ρ̇4
ζ̇∂kζ∂

k
(
∂−2ζ̇

)
+

1

2
e3ρ φ̇

2

ρ̇2
ζ̇ζ2 d

dt

[
φ̈

φ̇ρ̇
+

1

2M2
pl

φ̇2

ρ̇2

]
− 1

16

e3ρ

M2
pl

φ̇6

ρ̇6
ζ̇2ζ

+
1

16

e3ρ

M4
pl

φ̇6

ρ̇6
ζ∂k∂l

(
∂−2ζ̇

)
∂k∂l

(
∂−2ζ̇

)
+

1

2

{
d

dt

[
e3ρ φ̇

2

ρ̇2
ζ̇

]
− eρ φ̇

2

ρ̇2
∂k∂

kζ

}
×
{[

φ̈

φ̇ρ̇
+

1

2

1

M2
pl

φ̇2

ρ̇2

]
ζ2 + 2

1

ρ̇
ζ̇ζ − 1

2

e−2ρ

ρ̇2

[
∂kζ∂

kζ − ∂−2∂k∂l
(
∂kζ∂lζ

)]
+

1

2

1

ρ̇

1

M2
pl

φ̇2

ρ̇2

[
∂kζ∂

k
(
∂−2ζ̇

)
− ∂−2∂k∂l

(
∂kζ∂l

(
∂−2ζ̇

))]}}
. (2.102)

This is the form of the cubic interactions that was derived by Maldacena. Each of
its operators either is manifestly second order or higher in the slow-roll parameters,

ε =
1

2M2
pl

φ̇2

ρ̇2
and δ =

φ̈

φ̇ρ̇
, (2.103)

or is proportional to the equation of motion for the quadratic part of the action. A
few terms even have both of these properties.

It might seem that we have not quite succeeded in our goal, since not all the terms
that are proportional to the equation of motion have enough factors of ε or δ. But
by performing a nonlinear shift in the field, ζ → ζn + f(ζn), where f(ζn) is quadratic
in the field and is chosen precisely to remove the terms proportional to the equation
of motion, we are left with just the first two lines of S(3). Of course such a shift
means that the three-point function of ζ will in turn be replaced by a sum of three
and four-point functions of ζn, which need to be separately computed. In principle
there are higher-point functions of ζn that appear too, but they are suppressed in the
limits that we are considering. Computing the three-point function in the late-time
limit, the only part from these terms that contributes is

1

2

{
d

dt

[
e3ρ φ̇

2

ρ̇2
ζ̇

]
− eρ φ̇

2

ρ̇2
∂k∂

kζ

}[
φ̈

φ̇ρ̇
+

1

2

φ̇2

ρ̇2

]
ζ2. (2.104)

The shift removes it from the three-point function of ζn(t, ~x), but it reappears through
the four-point function of this ζn(t, ~x) field.

This method for computing the three-point function of the fluctuation ζ(t, ~x)
is not especially convenient here. The 1PI Green’s functions that appear in the

44



consistency relations are those associated with the original field ζ(t, ~x) and not the
shifted field ζn(t, ~x). We could try to figure out how correspondingly to alter the 1PI
Green’s functions so that they are compatible with the Green’s functions for ζn(t, ~x),
but it is simpler to avoid the shift altogether. In fact, the piece that contributes in
the late-time limit,

1

2

{
d

dt

[
e3ρ φ̇

2

ρ̇2
ζ̇

]
− eρ φ̇

2

ρ̇2
∂k∂

kζ

}[
φ̈

φ̇ρ̇
+

1

2

1

M2
pl

φ̇2

ρ̇2

]
ζ2, (2.105)

is itself a linear combination of operators that are present in the first lines of the
action as we wrote it earlier. Integrating a time derivative by parts in the first term,
and a spatial derivative in the second, yields

1

2

d

dt

[
e3ρ φ̇

2

ρ̇2
ζ̇

][
φ̈

φ̇ρ̇
+

1

2

1

M2
pl

φ̇2

ρ̇2

]
ζ2 − 1

2
eρ
φ̇2

ρ̇2
∂k∂

kζ

[
φ̈

φ̇ρ̇
+

1

2

1

M2
pl

φ̇2

ρ̇2

]
ζ2

= − e3ρ φ̇
2

ρ̇2

[
φ̈

φ̇ρ̇
+

1

2

1

M2
pl

φ̇2

ρ̇2

]
ζ̇2ζ + eρ

φ̇2

ρ̇2

[
φ̈

φ̇ρ̇
+

1

2

1

M2
pl

φ̇2

ρ̇2

]
ζ∂kζ∂

kζ

− 1

2
e3ρ φ̇

2

ρ̇2
ζ̇ζ2 d

dt

[
φ̈

φ̇ρ̇
+

1

2

1

M2
pl

φ̇2

ρ̇2

]
+ total derivatives. (2.106)

Combining their coefficients with those of the first two operators in the cubic ac-
tion, the set of operators that simultaneously are second-order in ε and δ and have
contributions that do not vanish in the late-time limit reduces to just three operators,

S(3) =

∫
d4x

{
−e3ρ φ̇

2

ρ̇2

[
φ̈

φ̇ρ̇
+

1

4

1

M2
pl

φ̇2

ρ̇2

]
ζ̇2ζ + eρ

φ̇2

ρ̇2

[
φ̈

φ̇ρ̇
+

3

4

1

M2
pl

φ̇2

ρ̇2

]
ζ∂kζ∂

kζ

−1

2

e3ρ

M2
pl

φ̇4

ρ̇4
ζ̇∂kζ∂

k
(
∂−2ζ̇

)
+ · · ·

}
. (2.107)

Thus, to find the difference of the three-point functions that appear in the consistency
relation requires computing the contributions of these three operators. To make some
of the intermediate stages of the following calculation a little less cluttered, let us
abbreviate these coefficients of the operators by

αM2
pl = − φ̇

2

ρ̇2

[
φ̈

φ̇ρ̇
+

1

4

1

M2
pl

φ̇2

ρ̇2

]
= −ε

[
ε+ 2δ

]
M2

pl

βM2
pl =

φ̇2

ρ̇2

[
φ̈

φ̇ρ̇
+

3

4

1

M2
pl

φ̇2

ρ̇2

]
= ε
[
3ε+ 2δ

]
M2

pl

γ M2
pl = −1

2

1

M2
pl

φ̇4

ρ̇4
= −2ε2M2

pl, (2.108)
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so that they might be written as

O1 = αM2
pl e

3ρζ̇2ζ, O2 = βM2
pl e

ρζ∂kζ∂
kζ, O3 = γ M2

pl e
3ρζ̇∂kζ∂

k
(
∂−2ζ̇

)
.

(2.109)
Defined in this way, α, β, and γ are dimensionless parameters which are all quadratic
in the slow-roll parameters.

2.7.2 A simplification and a subtlety

Having found what we need to compute, let us next determine what each of these
operators does in fact contribute to the difference,

G+++
c (t,~k; t∗, ~k2; t∗, ~k3)−G−++

c (t,~k; t∗, ~k2; t∗, ~k3), (2.110)

which will be evaluated in the limit where ~k → ~0, ~k3 → −~k2. The definitions of these
Green’s functions were explained earlier. Using a perturbative expansion organised
in powers of the interaction Hamiltonian, which in this case is

HI(t
′) = −

∫
d3 ~w

{
O1(t′, ~w) +O2(t′, ~w) +O3(t′, ~w) + · · ·

}
, (2.111)

the leading contribution to the difference comes from the terms with just one power
of HI(t

′)—or equivalently, just one power of each operator. We shall define the
contribution from each operator by writing a corresponding subscript on the three-
point function,

G+++
i (t, ~x; t∗, ~x2; t∗, ~x3)−G−++

i (t, ~x; t∗, ~x2; t∗, ~x3)

= i

∫ t∗

−∞
dt′
∫
d3 ~w 〈0|T

(
ζ+(t, ~x)ζ+(t∗, ~x2)ζ+(t∗, ~x3)

[
O+
i (t′, ~w)−O−i (t′, ~w)

])
|0〉

− i

∫ t∗

−∞
dt′
∫
d3 ~w 〈0|T

(
ζ−(t, ~x)ζ+(t∗, ~x2)ζ+(t∗, ~x3)

[
O+
i (t′, ~w)−O−i (t′, ~w)

])
|0〉+ · · ·

= i

∫ t∗

−∞
dt′
∫
d3 ~w

{
〈0|T

([
ζ+(t, ~x)− ζ−(t, ~x)

]
ζ+(t∗, ~x2)ζ+(t∗, ~x3)O+

i (t′, ~w)
)
|0〉

− 〈0|T
([
ζ+(t, ~x)− ζ−(t, ~x)

]
ζ+(t∗, ~x2)ζ+(t∗, ~x3)O−i (t′, ~w)

)
|0〉
}

+ · · · .

(2.112)

Once we have performed all of the Wick contractions of the fields, we transform the
result to momentum space and proceed to evaluate what it adds to the consistency
relation.

The leading contribution of each operator to the left side of the consistency
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relation is then found by computing

i

∫ t∗

−∞
dt′′

∫ t∗

−∞
dt δ(t′′ − t)

{
φ̇2

ρ̇2
e3ρ(t) d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ(t)

]
d

dt
+ k2 φ̇

2

ρ̇2
eρ(t)

}
{
G+++
i (t,~k; t∗, ~k2; t∗, ~k3)−G−++

i (t,~k; t∗, ~k2; t∗, ~k3)
}

= i

∫ t∗

−∞
dt

{
φ̇2

ρ̇2
e3ρ(t) d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ(t)

]
d

dt
+ k2 φ̇

2

ρ̇2
eρ(t)

}
{
G+++
i (t,~k; t∗, ~k2; t∗, ~k3)−G−++

i (t,~k; t∗, ~k2; t∗, ~k3)
}

(2.113)

in the limit where k → 0. Before going further, however, we point out a simplification
that occurs when the difference between the three-point functions has the structure,

G+++
i (t,~k; t∗, ~k2; t∗, ~k3)−G−++

i (t,~k; t∗, ~k2; t∗, ~k3) = −
∫ t∗

−∞
dt′Θ(t′ − t)F (t, t′),

(2.114)
which is true for each of the three operators, though the function F (t, t′) will be
different for each. Let us look at the part of the consistency relation that contains
the time-derivatives from the 1PI Green’s functions acting on something of this form,

−i
∫ t∗

−∞
dt

∫ t∗

−∞
dt′
{
φ̇2

ρ̇2
e3ρ(t) d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ(t)

]
d

dt

}{
Θ(t′ − t)F (t, t′)

}
= −i

∫ t∗

−∞
dt

∫ t∗

−∞
dt′
{
− φ̇

2

ρ̇2
e3ρ(t)

[
d

dt
δ(t′ − t)

]
F (t, t′)− 2

φ̇2

ρ̇2
e3ρ(t)δ(t′ − t) d

dt
F (t, t′)

− d

dt

[
φ̇2

ρ̇2
e3ρ(t)

]
δ(t′ − t)F (t, t′) + Θ(t′ − t) d

dt

[
φ̇2

ρ̇2
e3ρ(t) d

dt
F (t, t′)

]}
.

(2.115)

The derivative of the δ-function must be treated carefully. If we define

∫ t2

t1

dt δ̇(t− t0) f(t) ≡ −ḟ(t0), (2.116)

without any boundary terms included , then we obtain the correct result for the con-
sistency relation. Therefore we shall define δ̇(t) by this relation, rather than attempt
to subtract explicitly the unwanted boundary terms that would otherwise occur.
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Applying this definition to the expression above yields,

−i
∫ t∗

−∞
dt

∫ t∗

−∞
dt′
{
φ̇2

ρ̇2
e3ρ(t) d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ(t)

]
d

dt

}{
Θ(t′ − t)F (t, t′)

}
= −i

∫ t∗

−∞
dt

∫ t∗

−∞
dt′
{
− φ̇

2

ρ̇2
e3ρ(t)δ(t′ − t) d

dt
F (t, t′) + Θ(t′ − t) d

dt

[
φ̇2

ρ̇2
e3ρ(t) d

dt
F (t, t′)

]}
= i

∫ t∗

−∞
dt′

φ̇2

ρ̇2
e3ρ(t′)

[
d

dt
F (t, t′)

]
t=t′
− i
∫ t∗

−∞
dt′
∫ t′

−∞
dt

{
d

dt

[
φ̇2

ρ̇2
e3ρ(t) d

dt
F (t, t′)

]}
.

(2.117)

The second term on the last line is a total derivative, so we can write it as∫ t′

−∞
dt

{
d

dt

[
φ̇2

ρ̇2
e3ρ(t) d

dt
F (t, t′)

]}
=
φ̇2

ρ̇2
e3ρ(t′)

[
d

dt
F (t, t′)

]
t=t′

, (2.118)

where we have assumed that there is no contribution from the t→ −∞ boundary.14

Therefore, the two terms exactly cancel, leaving no contribution from the time-
derivative parts of the 1PI Green’s functions,

−i
∫ t∗

−∞
dt

∫ t∗

−∞
dt′
{
φ̇2

ρ̇2
e3ρ(t) d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ(t)

]
d

dt

}{
Θ(t′ − t)F (t, t′)

}
= i

∫ t∗

−∞
dt′

φ̇2

ρ̇2
e3ρ(t′)

[
d

dt
F (t, t′)

]
t=t′
− i
∫ t∗

−∞
dt′

φ̇2

ρ̇2
e3ρ(t′)

[
d

dt
F (t, t′)

]
t=t′

= 0.

(2.119)

As long as the difference of the three-point functions has the form that we as-
sumed, then to leading order, the only part of the consistency relation that we need
to calculate in detail, is the part due to the spatial derivatives,

i

∫ t∗

−∞
dt′′

∫ t∗

−∞
dt δ(t′′ − t)

{
φ̇2

ρ̇2
e3ρ(t) d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ(t)

]
d

dt
+ k2 φ̇

2

ρ̇2
eρ(t)

}
{
G+++
i (t,~k; t∗, ~k2; t∗, ~k3)−G−++

i (t,~k; t∗, ~k2; t∗, ~k3)
}

= lim
k→0

{
ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

[
G+++
i (t,~k; t∗, ~k2; t∗, ~k3)−G−++

i (t,~k; t∗, ~k2; t∗, ~k3)
]}
.

(2.120)

2.7.3 The second operator

We begin with the second operator since its structure is the simplest, having only
spatial derivatives. Substituting this operator into the above expression and taking

14This relation will require an initial boundary term, however, when we start the system in a
more general initial state at t = t0.
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the Wick contractions, what results is

G+++
2 (t, ~x; t∗, ~x2; t∗, ~x3)−G−++

2 (t, ~x; t∗, ~x2; t∗, ~x3)

=

∫
d3~k

(2π)3

∫
d3~k2

(2π)3

∫
d3~k3

(2π)3
ei
~k·~xei

~k2·~x2ei
~k3·~x3 (2π)3 δ3(~k + ~k2 + ~k3)

iβ M2
pl

[
k2 + k2

2 + k2
3

] ∫ t∗

−∞
dt′ eρ(t′)

{
[G++

k (t, t′)−G−+
k (t, t′)]G++

k2
(t∗, t

′)G++
k3

(t∗, t
′)

− [G+−
k (t, t′)−G−−k (t, t′)]G+−

k2
(t∗, t

′)G+−
k3

(t∗, t
′)
}
.

(2.121)

To convert the Feynman propagators G±±ki into the appropriate time-ordered com-
binations of Wightman functions, notice that the k2 and k3-dependent factors are
especially simple since t∗ always occurs later than t′. For the k-dependent parts, we
find that everything is proportional to a common Θ-function,

G++
k (t, t′)−G−+

k (t, t′) = Θ(t− t′)G>
k (t, t′) + Θ(t′ − t)G<

k (t, t′)−G>
k (t, t′)

= −Θ(t′ − t)
[
G>
k (t, t′)−G<

k (t, t′)
]

G+−
k (t, t′)−G−−k (t, t′) = G<

k (t, t′)−Θ(t′ − t)G>
k (t, t′)−Θ(t− t′)G<

k (t, t′)

= −Θ(t′ − t)
[
G>
k (t, t′)−G<

k (t, t′)
]
. (2.122)

The Fourier-transform of the contribution from the second operator to the difference
in the three-point functions is then

G+++
2 (t,~k; t∗, ~k2; t∗, ~k3)−G−++

2 (t,~k; t∗, ~k2; t∗, ~k3)

= −iβ M2
pl

[
k2 + k2

2 + k2
3

] ∫ t∗

−∞
dt′ eρ(t′)Θ(t′ − t)

[
G>
k (t, t′)−G<

k (t, t′)
]

[
G>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]
.

(2.123)

We should mention here that this same structure, this combination of Wightman
functions,

Θ(t′ − t)
[
G>
k (t, t′)−G<

k (t, t′)
][
G>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]
, (2.124)

occurs in the calculations of the other two operators, though with additional time-
derivatives and momentum factors. It has exactly the Θ(t′− t)F (t, t′) structure that
is needed for the time-derivative parts of the 1PI Green’s functions not to contribute.

The only contribution to the consistency relation for the Bunch-Davies state can
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come from the spatial derivative term,

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

2 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
2 (t,~k; t∗, ~k2; t∗, ~k3)

}
= ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
−iβ M2

pl

[
k2 + k2

2 + k2
3

] ∫ t∗

−∞
dt′ eρ(t′)Θ(t′ − t)

[
G>
k (t, t′)−G<

k (t, t′)
][
G>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]}

= k2βM2
pl

φ̇2

ρ̇2

[
k2 + k2

2 + k2
3

] ∫ t∗

−∞
dt′ eρ(t′)

[
G>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]

×
∫ t′

−∞
dt eρ(t)

[
G>
k (t, t′)−G<

k (t, t′)
]
. (2.125)

Let us evaluate these two nested time-integrals. As we are only working to leading
order in the slow-roll parameters, we can write the scale factor and the Wightman
functions in the de Sitter limit. These functions assume a simpler form when ex-
pressed in terms of the conformal time (η, η′, η∗) rather than the time coordinates
that we have been using, (t, t′, t∗). For example, the measure and scale factor become

dt eρ(t) = dη
dt

dη
eρ(t) = dη

1

−Hη
1

−Hη
=

1

H2

dη

η2
. (2.126)

The Wightman functions in the de Sitter limit are given by

G>
k (t, t′) =

1

4ε

H2

M2
pl

1

k3
(1 + ikη)(1− ikη′)e−ik(η−η′) + · · ·

G<
k (t, t′) =

1

4ε

H2

M2
pl

1

k3
(1− ikη)(1 + ikη′)eik(η−η′) + · · · , (2.127)

where we do need to retain the initial 1/ε factor since it would otherwise diverge in
the strict de Sitter limit. The dt-integral then becomes∫ t′

−∞
dt eρ(t)

[
G>
k (t, t′)−G<

k (t, t′)
]

= − i

2ε

1

M2
pl

1

k3

∫ η′

−∞

dη

η2

[
(1 + k2ηη′) sin[k(η − η′)]− k(η − η′) cos[k(η − η′)]

]
= − i

2ε

1

M2
pl

1

k3

[
−sin[k(η − η′)] + kη′ cos[k(η − η′)]

η

]η′
−∞

=
i

2ε

1

M2
pl

1

k2
. (2.128)

Though it appeared to depend on t′ as well, none of this dependence survives in this
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leading result. There remains just the dt′-integral,

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

2 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
2 (t,~k; t∗, ~k2; t∗, ~k3)

}
=

iβ

2ε

φ̇2

ρ̇2

[
k2 + k2

2 + k2
3

] ∫ t∗

−∞
dt′ eρ(t′)

[
G>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]

= iβ M2
pl

[
k2 + k2

2 + k2
3

] ∫ t∗

−∞
dt′ eρ(t′)

[
G>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]
.

(2.129)

Here we have used φ̇2/ρ̇2 = 2εM2
pl. In performing this integral, we assume that

t∗ is being taken in the late-time limit. In terms of the conformal time, this limit
corresponds to η∗ → 0,∫ t∗

−∞
dt′ eρ(t′)

[
G>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]

=
i

8ε2
H2

M4
pl

1

k3
2k

3
3

∫ η∗

−∞

dη′

η′ 2
[
(1− k2k3η

′2) sin[(k2 + k3)η′]− (k2 + k3)η′ cos[(k2 + k3)η′]
]

= − i

8ε2
H2

M4
pl

1

k3
2k

3
3

k2
2 + k2

3 + k2k3

k2 + k3

+O(η2
∗). (2.130)

Therefore, the leading contribution from the second operator to the consistency
relation is

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

2 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
2 (t,~k; t∗, ~k2; t∗, ~k3)

}
=

β

8ε2
H2

M2
pl

k2 + k2
2 + k2

3

k3
2k

3
3

k2
2 + k2

3 + k2k3

k2 + k3

, (2.131)

or rather, since it is meant to be evaluated in the limit where k → 0 and k3 = k2,

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

2 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
2 (t,~k; t∗, ~k2; t∗, ~k3)

}
=

3β

8ε2
H2

M2
pl

1

k3
2

+· · · .

(2.132)
Although we have evaluated this result in a slightly different language of Green’s

functions, the contribution from this particular operator in the cubic action is exactly
the same as what appeared in Maldacena’s calculation, once we have multiplied his
expression in the appropriate ‘soft’ limit by an inverse factor of the power spectrum.

2.7.4 The first operator

While the combination of Wightman functions that appears in the contribution from
the first operator to the difference of the three-point functions is more complicated
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than what we just encountered, there are many parallels between them. To start,
the operator O1’s contribution is

G+++
1 (t,~k; t∗, ~k2; t∗, ~k3)−G−++

1 (t,~k; t∗, ~k2; t∗, ~k3)

= −2iαM2
pl

∫ t∗

−∞
dt′ e3ρ(t′)Θ(t′ − t){[

Ġ>
k (t, t′)− Ġ<

k (t, t′)
][
Ġ>
k2

(t∗, t
′)G>

k3
(t∗, t

′)− Ġ<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]

+
[
Ġ>
k (t, t′)− Ġ<

k (t, t′)
][
G>
k2

(t∗, t
′)Ġ>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)Ġ<

k3
(t∗, t

′)
]

+
[
G>
k (t, t′)−G<

k (t, t′)
][
Ġ>
k2

(t∗, t
′)Ġ>

k3
(t∗, t

′)− Ġ<
k2

(t∗, t
′)Ġ<

k3
(t∗, t

′)
]}
. (2.133)

The appearance of the Θ(t′ − t) and the arrangement of the Wightman functions is
exactly as before. All that has changed is the appearance of the time-derivatives,
which where inherited from the operator itself, O1 = αM2

pl e
3ρζ̇2ζ, and which are

permuted amongst the various coordinates.
The sole contribution to the consistency relation again comes from the spatial

derivative, or k2 part, of the 1PI Green’s function acting on the difference of the
three-point functions,

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

1 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
1 (t,~k; t∗, ~k2; t∗, ~k3)

}
= 2αM2

pl k
2 φ̇

2

ρ̇2

∫ t∗

−∞
dt′ e3ρ(t′)

{∫ t′

−∞
dt eρ(t)

[
Ġ>
k (t, t′)− Ġ<

k (t, t′)
]}

{[
Ġ>
k2

(t∗, t
′)G>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]

+
[
G>
k2

(t∗, t
′)Ġ>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)Ġ<

k3
(t∗, t

′)
]}

+ 2αM2
pl k

2 φ̇
2

ρ̇2

∫ t∗

−∞
dt′ e3ρ(t′)

[
Ġ>
k2

(t∗, t
′)Ġ>

k3
(t∗, t

′)− Ġ<
k2

(t∗, t
′)Ġ<

k3
(t∗, t

′)
]

×
∫ t′

−∞
dt eρ(t)

[
G>
k (t, t′)−G<

k (t, t′)
]
. (2.134)

One of these integrals—the integral over t—we have already encountered in treating
O2, ∫ t′

−∞
dt eρ(t)

[
G>
k (t, t′)−G<

k (t, t′)
]

=
i

2ε

1

M2
pl

1

k2
, (2.135)

while the second of the integrals vanishes altogether,∫ t′

−∞
dt eρ(t)

[
Ġ>
k (t, t′)− Ġ<

k (t, t′)
]

=
i

2ε

H

M2
pl

η′ 2

k

∫ η′

−∞

dη

η2

[
sin[k(η − η′)]− kη cos[k(η − η′)]

]
=

i

2ε

H

M2
pl

η′ 2

k

[
−sin[k(η − η′)]

η

]η′
−∞

= 0.
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There remains one integral to perform, which we shall evaluate in the late-time limit
(η∗ → 0) where η∗ essentially vanishes,

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

1 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
1 (t,~k; t∗, ~k2; t∗, ~k3)

}
= 2iαM2

pl

∫ t∗

−∞
dt′ e3ρ(t′)

[
Ġ>
k2

(t∗, t
′)Ġ>

k3
(t∗, t

′)− Ġ<
k2

(t∗, t
′)Ġ<

k3
(t∗, t

′)
]

= − α

4ε2
H2

M2
pl

1

k2k3

∫ η∗

−∞
dη′ sin[(k2 + k3)η′]

=
α

4ε2
H2

M2
pl

1

k2k3

1

k2 + k3

+ · · · (2.136)

Going to the limit k3 = k2 we have a genuine contribution to the left-side of the
consistency relation from the first operator,

〈O1〉 =
α

8ε2
H2

M2
pl

1

k3
2

. (2.137)

2.7.5 The third operator

The third operator is the most complicated since it has both time and space deriva-
tives,

O3 = γ M2
pl e

3ρζ̇∂kζ∂
k(∂−2ζ̇). (2.138)

It contributes the following to the difference of the three-point functions,

G+++
3 (t,~k; t∗, ~k2; t∗, ~k3)−G−++

3 (t,~k; t∗, ~k2; t∗, ~k3)

= −iγ M2
pl

∫ t∗

−∞
dt′ e3ρ(t′)Θ(t′ − t){[~k · ~k3

k2
+
~k2 · ~k3

k2
2

][
Ġ>
k (t, t′)− Ġ<

k (t, t′)
][
Ġ>
k2

(t∗, t
′)G>

k3
(t∗, t

′)− Ġ<
k2

(t∗, t
′)G<

k3
(t∗, t

′)
]

+

[~k · ~k2

k2
+
~k3 · ~k2

k2
3

][
Ġ>
k (t, t′)− Ġ<

k (t, t′)
][
G>
k2

(t∗, t
′)Ġ>

k3
(t∗, t

′)−G<
k2

(t∗, t
′)Ġ<

k3
(t∗, t

′)
]

+

[~k2 · ~k
k2

2

+
~k3 · ~k
k2

3

][
G>
k (t, t′)−G<

k (t, t′)
][
Ġ>
k2

(t∗, t
′)Ġ>

k3
(t∗, t

′)− Ġ<
k2

(t∗, t
′)Ġ<

k3
(t∗, t

′)
]}
.

The combinations of Wightman functions, although they are now accompanied by
more complicated coefficients depending on the momenta, are nonetheless exactly
what we saw while analysing O1. So to analyse the contribution from O3 we do not
need to reproduce each of the steps of the previous calculation.
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The contribution from the part due to the spatial derivatives is quickly evaluated
by using results from the O1 calculation,

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

3 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
3 (t,~k; t∗, ~k2; t∗, ~k3)

}
=

γ

8ε2
H2

M2
pl

[~k2 · ~k
k2

2

+
~k3 · ~k
k2

3

]
1

k2k3

1

k2 + k3

+ · · · . (2.139)

Notice that in the ~k → ~0 limit, this contribution goes away altogether.

ik2

∫ t∗

−∞
dt
φ̇2

ρ̇2
eρ(t)

{
G+++

3 (t,~k; t∗, ~k2; t∗, ~k3)−G−++
3 (t,~k; t∗, ~k2; t∗, ~k3)

}
= − γ

16ε2
H2

M2
pl

k2

k5
2

+ · · · = 0. (2.140)

Therefore we have no contribution from this operator in the slow-roll, late-time,
k → 0 limits,

〈O3〉 = 0 + · · · . (2.141)

2.7.6 The left side of the consistency relation

If we add up what we have found, we find

〈O1〉+ 〈O2〉+ 〈O3〉 =
α + 3β

8ε2
H2

M2
pl

1

k3
2

. (2.142)

Putting in the values of α, β, and γ, we have that

α + 3β = 4ε[2ε+ δ], (2.143)

which yields the following leading result in the slow-roll parameters for the left side
of the relation as we have written it,

i lim
~k→~0

∫ t∗

−∞
dt

{
φ̇2

ρ̇2
e3ρ d

2

dt2
+
d

dt

[
φ̇2

ρ̇2
e3ρ

]
d

dt
+ k2 φ̇

2

ρ̇2
eρ
}

{
G+++
c (t,~k; t∗, ~k2; t∗, ~k3)−G−++

c (t,~k; t∗, ~k2; t∗, ~k3)
}
≈ −2ε+ δ

2ε

H2

M2
pl

1

k3
2

.

(2.144)

The two-point function, or power spectrum, in the late time limit is

G++
c (t∗, ~k2; t∗,−~k2) ≡ Pk2(t∗) =

1

4ε

H2

M2
pl

(−k2η)−4ε−2δ

k3
2

, (2.145)
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to leading order in the slow-roll parameters. Taking the derivative that appears in
the consistency relation,

−
[
3 +~k2 ·∇~k2

]
G++
c (t∗, ~k2; t∗,−~k2) = −

[
3 +k2

∂

∂k2

]
Pk2(t∗) = −4ε+ 2δ

4ε

H2

M2
pl

1

k3
2

+ · · · ,

(2.146)
we do find that the two sides agree.

2.8 Supplement: Transforming the consistency re-

lation into a standard form

When we differentiated the Slavnov-Taylor identity with respect to the fields ζ̄s2(y2)
and ζ̄s3(y3), we obtained∫

d4x

{
δ2J+(x)

δζ̄s2(y2)δζ̄s3(y3)
− δ2J−(x)

δζ̄s2(y2)δζ̄s3(y3)

+
∑
r,s=±

∫
d4z

δJr(x)

δζ̄s2(y2)

δJs(z)

δζ̄s3(y3)
~x · ~∇~x

δW

δJr(x)δJs(z)

+
∑
r,s=±

∫
d4z

δJr(x)

δζ̄s3(y3)

δJs(z)

δζ̄s2(y2)
~x · ~∇~x

δW

δJr(x)δJs(z)

}
= 0. (2.147)

As a formal expression this is perfectly fine; but it is not yet in a form that is
most suited for what is being measured. It is the connected three-point function
that is being constrained by observations rather than its one-particle irreducible
counterpart,

Γ±s2s3(x, y2, y3) =
δ3Γ

δζ̄±(x)δζ̄s2(y2)δζ̄s3(y3)
= ∓ δ2J±(x)

δζ̄s2(y2)δζ̄s3(y3)
. (2.148)

When we are not evolving from t = −∞ to∞, the higher-order 1PI Green’s functions
can be a bit difficult to calculate since we can no longer Fourier transform in all 3+1
dimensions. But just as in S-matrix calculations, the connected and 1PI three-point
functions are related by amputating the propagators associated with the legs of the
former to obtain the latter,
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The only extra complication is that unlike the analogous S-matrix statement we must
sum over the ± indices in addition to integrating over the intermediate positions
where the propagators are attached. By applying the appropriate operator, we can
convert the 1PI three-point functions in our expression into connected three-point
functions on which the 1PI two-point functions are acting.

Let us apply the following operator to the previous version of the relation,∑
s2,s3=±

∫
d4y2

∫
d4y3

δζ̄s2(y2)

δJ+(x2)

δζ̄s3(y3)

δJ+(x3)
. (2.150)

If we think of the consistency relation as a relation amongst different graphs, what
this operator does is to attach connected two-point functions (propagators) to two
of the external legs of each term in the relation. Analytically, the relation becomes∑

s2,s3=±

∫
d4y

∫
d4y2

∫
d4y3

δζ̄s2(y2)

δJ+(x2)

δζ̄s3(y3)

δJ+(x3)

{
δ2J+(y)

δζ̄s2(y2)δζ̄s3(y3)
− δ2J−(y)

δζ̄s2(y2)δζ̄s3(y3)

}
= −

[
~x2 · ~∇~x2 + ~x3 · ~∇~x3

] δW

δJ+(x2)δJ+(x3)

(2.151)

For later convenience, we have switched one of the integration variables from x to
y. Notice that one of the effects of acting with this operator has been to remove
the 1PI two-point functions entirely from the terms with the directional derivatives,
~x · ~∇~x. This happened because they are inverses of the functional derivatives in the
operator that we applied,∑

s=±

∫
d4z

δζ̄s(z)

δJr1(x)

δJr2(y)

δζ̄s(z)
= δr2r1 δ

4(x− y). (2.152)

If we differentiate this identity with respect to a source J+, and set r = + and
s = s2, we have a way of rewriting the left side of the consistency relation in terms
of connected three-point functions rather than the 1PI ones,∑
s2,s3

∫
d4y2

∫
d4y3

{
δζ̄s2(y2)

δJ+(x2)

δζ̄s3(y3)

δJ+(x3)

δ2Jr(y)

δζ̄s2(y2)δζ̄s3(y3)

}
= −

∑
s=±

∫
d4x

{
δJr(y)

δζ̄s(x)

δ2ζ̄s(x)

δJ+(x2)δJ+(x3)

}
. (2.153)

The consistency relation then assumes the form that we have been seeking,∑
s=±

∫
d4y

∫
d4x

{
δJ+(y)

δζ̄s(x)

δ2ζ̄s(x)

δJ+(x2)δJ+(x3)
− δJ−(y)

δζ̄s(x)

δ2ζ̄s(x)

δJ+(x2)δJ+(x3)

}
=
[
~x2 · ~∇~x2 + ~x3 · ~∇~x3

] δW

δJ+(x2)δJ+(x3)
. (2.154)
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All that is left is to convert the functions that appear in this relation into a more
conventional form, using the definitions of the connected and 1PI Green’s functions
in terms of functional derivatives of the appropriate generating functional,

−i
∑
s=±

∫
d4y

∫
d4x

{
Γ+s(y, x)Gs++

c (x, x2, x3) + Γ−s(y, x)Gs++
c (x, x2, x3)

}
=
[
~x2 · ~∇~x2 + ~x3 · ~∇~x3

]
G++
c (x2, x3).

(2.155)
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Chapter 3

Renormalizing an initial state

For calculations in quantum field theory we usually start with the appropriate
quadratic action, derive the propagator for this free theory and, based on it, con-
struct Green’s functions of the full theory perturbatively. The standard applications
assume relatively simple states. In scattering problems, the “in” and “out” states
are chosen to be the free theory single particle states in an infinite past and future.
In inflationary calculations the “in” state is the free Bunch-Davies state in an infinite
past. This is what we do in practice. But in both cases we really mean to be in
the eigenstate of the full theory. The reason why using the free eigenstates gives us
the correct answer is because the states are being evolved over an infinite time. In
this situation we can use mathematical tricks like an iε prescription or an adiabatic
switching on of the interaction to separate the full eigenstate from the free one. For
example, the usual logic for calculating cosmological correlation functions in the vac-
uum state of an interacting theory is to start the evolution from an early enough
time t0 → −∞. Then it is possible to argue that there are no contributions from
the lower end of the time integrals: the fields oscillate rapidly, and after deforming
the integration contour (iε prescription) to project out the full vacuum these terms
go to zero.

But let us say that we want to start our evolution from an arbitrary initial
time; then we cannot use these procedures to pick out the vacuum state we want.
Moreover, if we want to calculate correlation functions not in the full vacuum, but
in some arbitrary state of an interacting theory, then even if we started from −∞ we
still will not be able to use the iε prescription since it can only project out a state
with the lowest energy, i.e. the vacuum state.

There are several reasons for wanting to start from a finite initial time. First of
all, for a lot of states neither an iε prescription, nor an adiabatic “turning on” of an
interaction are useful, so there is no advantage in taking t0 → −∞. For instance,
the state might not be an equilibrium state of the interacting theory. Starting in the
infinite past and “turning on” the interactions, we will not naturally flow into such
a state. Another example is a bound state in an interacting theory. This state will
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not exist in the infinite past once we have “turned off” the interactions. In this case
something discrete happens: either particles are bound or they are not; there is no
adiabatic transition between these two statements.

Secondly, we will be able to treat interesting excited states that might not neces-
sarily have a reasonable extrapolation all the way back to t0 → −∞, but which are
sensible enough (non-singular) at a finite time t0. In this case it is really the state
itself that is important, not the particular value of t0 that we have chosen, as long
as it remains finite, since we are not assuming that anything physical is happening
at t0.

Thirdly, there is a danger that by going back to the infinite past we might enter
a non-perturbative regime or a regime in which there might be some uncontrolled,
poorly understood UV behavior as t0 → −∞. The trans-Planckian problem of
inflation is an example of this case. Because of the expansion, going to the infinite
past is equivalent to going to arbitrarily short distances. But we know that once we
reach distances smaller than the Planck scale the contributions from higher order
operators will become more and more important and we will end up having an infinite
number of unsuppressed nonrenormalizable operators. Thus, we would like to be able
to start our evolution from scales far enough from the Planck threshold.

And the last, but most obvious reason is that something is really happening at
t0, so it is a natural choice to use.

In this paper we present a different approach for calculating the expectation
values of the products of fields that can be applied in the case of a finite initial
time. At this initial time let our fields be in some state, for example, the vacuum
state, a thermal state, etc. We can construct such a state through a set of boundary
operators on the initial time hypersurface [18]. These operators are implicitly defined
with respect to the free theory vacuum. However, what we really want is to calculate
correlation functions of an interacting theory in the corresponding interacting theory
state, e.g. the interacting vacuum, an interacting thermal state, etc. Therefore we
need to renormalize the structures of the initial state perturbatively, order by order in
the parameters of the interacting theory, in such a way that this initial state satisfies
certain conditions. This is somewhat similar to how operators are renormalized in
the dynamical part of a Lagrangian in ordinary quantum field theory. We know how
certain n-point functions behave in the free theory case; for example, we know that
the one-point function is zero and the pole of the propagator has a residue of 1,
and we would like to have the same behavior for these functions in the full theory.
As a consequence of imposing this behavior we have to rescale fields and introduce
counterterms.

This renormalization is required even in the simplest case—an interacting theory
in its vacuum state at a particular time t0 6= −∞. We find that the corrections to
the n-point functions have an explicit dependence on the initial time. When taking
t0 → −∞ we see that these functions do not match to the ones that we get when
we start evolving from the asymptotic vacuum: they contain additional divergent
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and oscillatory terms. This means that at t0 we were in the wrong state, not in the
state we intended to be, i.e. not in the interacting vacuum state. To fix this we add
operators and structures to the initial state action—these are the “counterterms” of
this picture, and they are defined order by order.

In the next section we will show how to specify order by order in perturbation
theory the initial state using the eigenstates of the free part of the theory. Section 3
mentions a few details of simple single-field, slow-roll inflationary models that will be
used in our calculations. Sections 4 and 5 are the sample calculations of the vacuum
state three- and two-point functions of inflation using this method and the fact that
we know what we should get for t0 → −∞ from the conventional calculations.

3.1 Changing bases

Let the operator O be a product of fields. In the Schrödinger picture its expectation
value at a time t is given by

〈O〉(t) ≡ 〈Ω(t0)|U †(t, t0)OU(t, t0)|Ω(t0)〉 , (3.1)

where |Ω(t0)〉 is the state of the system at the initial time t0. The time-evolution
operator U(t, t0) satisfies the Schrödinger equation

i
d

dt
U(t, t0) = H(t)U(t, t0) (3.2)

with U(t0, t0) = I as the initial condition. Here H(t) is the full Hamiltonian of the
system.

Suppose that at t0 the system was in its vacuum state, i.e. |Ω(t0)〉 is such that
E0 ≡ 〈Ω(t0)|H(t0)|Ω(t0)〉 is the lowest energy assumed by any state at t0. In most
cases we are not able to find the explicit form of the full vacuum |Ω(t0)〉, but usually
we can solve for the eigenstates of a part of the Hamiltonian, which we call H0 and
which corresponds to the free part of the theory,

H(t) = H0(t) +H ′(t). (3.3)

Let us suppose that we have solved the eigenvalue problem for H0(t0) at the initial
time. The set of eigenstates of H0(t0) can be used as a basis of our Hilbert space.
We label them as {

|0(t0)〉, |n(t0)〉
}
.

The state |0(t0)〉 denotes the vacuum state of the free theory at t0, and |n(t0)〉
collectively represents all of the other eigenstates of H0. We assume that this is a
complete set in the sense that we can expand the identity operator in terms of it

I = |0(t0)〉〈0(t0)|+
∑
n

|n(t0)〉〈n(t0)|.
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We can use this completeness relation to convert a state in the eigenbasis of the full
theory into its expression in the free theory’s eigenbasis. The density matrix of the
initial state ρ0 = ρ(t0) = |Ω(t0)〉〈Ω(t0)| can be written as

ρ0 = I |Ω(t0)〉〈Ω(t0)| I = |0(t0)〉 〈0(t0)|Ω(t0)〉〈Ω(t0)|0(t0)〉 〈0(t0)|
+
∑
n

|n(t0)〉 〈n(t0)|Ω(t0)〉〈Ω(t0)|0(t0)〉 〈0(t0)|

+
∑
n

|0(t0)〉 〈0(t0)|Ω(t0)〉〈Ω(t0)|n(t0)〉 〈n(t0)|

+
∑
n,n′

|n(t0)〉 〈n(t0)|Ω(t0)〉〈Ω(t0)|n′(t0)〉 〈n′(t0)|.

In general, 〈n(t0)|Ω(t0)〉 6= 0, which means that from the perspective of the free
theory, the true vacuum state looks as though it contains multiparticle excitations.
But that is only because we are using the “wrong” basis; in the basis of the eigenstates
of the full theory, |Ω(t0)〉 does not contain any excitations. It is the lowest energy
state.

We have been speaking as though we knew |Ω(t0)〉, U(t, t0), etc. But if we did,
there would be no need ever to resort to the eigenstates of the free theory. So how
do we proceed, not knowing ρ0? Let us make a few observations:

(1) If we really knew ρ0 in the free eigenbasis, then we could calculate the expectation
values of any operator (in principle) in the full vacuum state. Therefore, we
should try to determine ρ0 in this basis somehow.

(2) ρ0—even though it is a pure state in the full eigenbasis—is a mixed state in the
free theory’s eigenbasis; that is,

ρnn′ = 〈n(t0)|Ω(t0)〉〈Ω(t0)|n′(t0)〉

does not need to be diagonal.

So the problem that we wish to solve is to evaluate an operator in a basis that
we do understand with an initial state that we do not know. When H ′(t) is “small”
in some sense, we can evaluate the expectation value perturbatively. In fact our
approach will be perturbative in a double sense. First, by dividing H = H0 +H ′, we
can similarly divide the time-evolution operator, U(t, t0) = U0(t, t0)UI(t, t0). Thus,
we can write the expectation value of O in the interaction picture as

〈O(t)〉 = tr
[
U †I (t, t0)U †0(t, t0)OU0(t, t0)UI(t, t0)ρ0

]
= tr

[
U †I (t, t0)OI(t)UI(t, t0)ρ0

]
where OI(t) = U †0(t, t0)OU0(t, t0) is the operator O in the interaction picture and

U0(t, t0) = Te
−i

∫ t
t0
dt′H0(t′)

. The idea is that if H ′—or the corresponding interaction
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Hamiltonian in the interaction picture HI = U †0(t, t0)H ′U0(t, t0)—is small, we can
treat the interactions pertubatively by expanding

UI(t, t0) = Te
−i

∫ t
t0
dt′HI(t′)

in powers of HI .
The second perturbative expansion is based on the idea that if H is close to

H0, |0(t0)〉 ought also to be “close to” |Ω(t0)〉 in the sense that the overlap with
the multi-particle states is small. If we can establish a few suitable criteria, we can
determine ρ0 in the free theory eigenbasis perturbatively . For example,

(1) ρ0 should have the same symemtries as the full vacuum.

(2) If we believe that the state should match with what we should have obtained by
extending back to the t0 → −∞, then that requires certain structures in ρ0.

The only variables around are the fields ζ(t, ~x); therefore, we should have that
ρ0 = ρ(ζ(t0, ~x); t0). It is convenient to write the initial density matrix in the following
general form

ρ0 =
1

Z
eiS0 , (3.4)

where Z is such that tr(ρ0) = 1. This idea was introduced in [18]. Since a particular
configuration of the fields at the initial time t0 is then weighted by a eiS0 factor, we
can think of S0 as a boundary action on the initial time hypersurface [19]. Hence,
the problem of determining the initial density matrix is reduced to the problem of
constructing an appropriate initial action.

3.2 Single field inflation

Let us use the method we described in the previous section to calculate several
cosmological correlation functions. We will work with a simple single-field, slow-roll
inflationary model whose action is given by

S =

∫
d4x
√
−g
{

1

2
M2

plR +
1

2
gµν∂µφ∂νφ− V (φ)

}
. (3.5)

The metric for the spatially invariant background can be written as

ds2 = dt2 − e2ρ(t)δijdx
idxj . (3.6)

To analyze the fluctuations about this background it is convenient to write the metric
in the following form

ds2 =
[
N2 − hijN iN j

]
dt2 − 2hijN

idtdxj − hijdxidxj . (3.7)
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Choosing the coordinates in which there are no fluctuations in the inflaton field
φ(t, ~x) = φ(t) and where the spatial part of the metric is proportional to δij and
neglecting the tensor fluctuations we can write that

hij = e2ρ(t)+2ζ(t,~x)δij . (3.8)

In these coordinates the only scalar fluctuation left is ζ(t, ~x). The quadratic part of
its action is

S(2) =
1

2

∫
dt
φ̇2

ρ̇2

∫
d3~x e3ρ(t)

{
ζ̇2 − e−2ρ(t)∂kζ∂

kζ
}
. (3.9)

The fields N and N i are both nondynamical Lagrange multipliers, satisfying con-
straint equations

N = 1 +
ζ̇

ρ̇
, (3.10)

N i = δij∂
j

{
−e
−2ρ

ρ̇
ζ +

1

2

φ̇2

ρ̇2
∂−2ζ̇

}
. (3.11)

Expanding the inflationary action to third order in ζ(t, ~x) and going through lots
of lengthy manipulations, in particular, doing many integrations by parts, the cubic
action can be put into the following form [4, 3]

S(3) = M2
pl

∫
d4x

{
ε(3ε+ 2δ)eρζ∂kζ∂

kζ − ε(ε+ 2δ)e3ρζ̇2ζ − 2ε2e3ρζ̇∂kζ∂
kζ∂−2ζ̇

−1

2
e3ρε3[ζ̇2ζ − ζ∂k∂l(∂−2ζ̇)∂k∂l(∂−2ζ̇)]

+
{ d
dt

[εe3ρζ̇]− εeρ∂k∂kζ
}{2

ρ̇
ζ̇ζ − 1

2

e−2ρ

ρ̇2
[∂kζ∂

kζ − ∂−2∂k∂l(∂
kζ∂lζ)]

+
1

ρ̇
ε[∂k∂

k(∂−2ζ̇)− ∂−2∂k∂l(∂
kζ∂l(∂−2ζ̇))]

}}
,

(3.12)

where ε and δ are small in the slow-roll limit

ε =
1

2

1

M2
pl

φ̇2

ρ̇2
� 1 , (3.13)

δ =
1

H

φ̈

φ̇
� 1 . (3.14)

Only the first three operators in (3.12) have contributions that don’t vanish in the
late-time limit.
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3.3 The three-point function

For simplicity, we will analyze the correlation functions using an abbreviated version
of the standard single-field inflationary theory. We use the quadratic action given in
(3.9), but from among the operators in the cubic action we will be only looking at
one,

S(3) =

∫
d4x M2

pl

{
ε(3ε+ 2δ)eρ(t)ζ∂kζ∂

kζ
}
. (3.15)

There are two reasons for doing so. First of all, for what we are trying to illustrate
here, adding more cubic terms will not be any more illuminating and will only
lengthen and complicate the calculation. Secondly, the standard “late-time”, leading
slow-roll set of operators is not even sufficient if we really wish to renormalize the
single-field inflationary model. The renormalization must be done at an arbitrary
time and not just in the late-time limit. All of the operators in (3.12) must be
included then.

To calculate the three-point function here, and the two-point function in the next
section, we work in the interaction picture and use the “in-in” formalism [24, 25, 26,
27]. In this formalism the three-point function can be written as

〈Ω(t)|ζ(t, ~x)ζ(t, ~y)ζ(t, ~z)|Ω(t)〉 (3.16)

= 〈Ω(t0)|U †I (t, t0)ζ(t, ~x)ζ(t, ~y)ζ(t, ~z)UI(t, t0)|Ω(t0)〉

= 〈Ω(t0)|T (ζ+(t, ~x)ζ+(t, ~y)ζ+(t, ~z)e
−i

∫ t
t0
dt′ [H+

I (t′)−H−I (t′)]
)|Ω(t0)〉

= −i
∫ t

t0

dt′ 〈Ω(t0)|T (ζ+(t, ~x)ζ+(t, ~y)ζ+(t, ~z)[H+
I (t′)−H−I (t′)])|Ω(t0)〉+ · · · ,

where

HI(t) = −M2
plε(3ε+ 2δ)eρ(t)

∫
d3~x ζ∂kζ∂

kζ (3.17)

and H±I (t) ≡ H+
I [ζ±(t, ~x)]. The fields ζ+(t, ~x) and ζ−(t, ~x) are associated with

UI(t, t0) and U †I (t, t0) respectively. The time-ordering operation is extended in the
following sense: two “+” fields are ordered in the usual way,

T (ζ+(t, ~x)ζ+(t′, ~y)) = Θ(t− t′)ζ+(t, ~x)ζ+(t′, ~y) + Θ(t′ − t)ζ+(t′, ~y)ζ+(t, ~x) , (3.18)

“–” fields always occur after “+” fields,

T (ζ+(t, ~x)ζ−(t′, ~y)) = ζ−(t′, ~y)ζ+(t, ~x) ,

T (ζ−(t, ~x)ζ+(t′, ~y)) = ζ−(t, ~x)ζ+(t′, ~y) ,

and two “–” fields are ordered in the opposite of the usual sense,

T (ζ−(t, ~x)ζ−(t′, ~y)) = Θ(t′ − t)ζ−(t, ~x)ζ−(t′, ~y) + Θ(t− t′)ζ−(t′, ~y)ζ−(t, ~x) . (3.19)
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Correspondingly, there are four types of propagators

〈Ω(t0)|T (ζ+(t, ~x)ζ+(t′, ~y))|Ω(t0)〉 = G++(t, ~x; t′, ~y)

= Θ(t− t′)G>(t, ~x; t′, ~y) + Θ(t′ − t)G<(t, ~x; t′, ~y) ,

〈Ω(t0)|T (ζ+(t, ~x)ζ−(t′, ~y))|Ω(t0)〉 = G+−(t, ~x; t′, ~y) = G<(t, ~x; t′, ~y) ,

〈Ω(t0)|T (ζ−(t, ~x)ζ+(t′, ~y))|Ω(t0)〉 = G−+(t, ~x; t′, ~y) = G>(t, ~x; t′, ~y) ,

〈Ω(t0)|T (ζ−(t, ~x)ζ−(t′, ~y))|Ω(t0)〉 = G−−(t, ~x; t′, ~y)

= Θ(t′ − t)G>(t, ~x; t′, ~y) + Θ(t− t′)G<(t, ~x; t′, ~y) .

Here G>(t, ~x; t′, ~y) and G<(t, ~x; t′, ~y) are Wightman functions

G>(t, ~x; t′, ~y) = 〈Ω(t0)|ζ(t, ~x)ζ(t′, ~y))|Ω(t0)〉 =

∫
d3~k

(2π)3
ei
~k(~x−~y)G>

k (t, t′) ,

G<(t, ~x; t′, ~y) = 〈Ω(t0)|ζ(t′, ~y)ζ(t, ~x))|Ω(t0)〉 =

∫
d3~k

(2π)3
ei
~k(~x−~y)G<

k (t, t′) .

Using these rules to perform the contractions in (3.16), we find that the leading
contribution to the three-point function is

〈ζ~k1
(t)ζ~k2

(t)ζ~k3
(t)〉 (3.20)

= −2iM2ε(3ε+ 2δ)[~k1 · ~k2 + ~k1 · ~k3 + ~k2 · ~k3]

×
∫ t

t0

dt eρ(t′)
{
G>
k1

(t, t′)G>
k2

(t, t′)G>
k3

(t, t′)−G<
k1

(t, t′)G<
k2

(t, t′)G<
k3

(t, t′)
}
.

Since ~k1 + ~k2 + ~k3 = 0, we can rewrite the coefficients in a form that only depends
on the magnitudes of the momenta,

~k1 · ~k2 + ~k1 · ~k3 + ~k2 · ~k3 = −1

2
[k2

1 + k2
2 + k2

3] . (3.21)

To evaluate the time integral, let us switch from t to the conformal time η. Since
we are working at leading order in the slow-roll parameters, we can write the scale
factor and the integration measure in the de Sitter limit,∫ t

t0

dt′ eρ(t′) · · · =
∫ η

η0

dη′
dt′

dη′
eρ(t′) · · · =

∫ η

η0

dη′ e2ρ(t′) · · · =
∫ η

η0

dη′
1

H2η′2
· · · .

(3.22)
In the standard case, where t0 → −∞, on the right-hand side of (3.16) one replaces
|Ω(t0)〉 with the vacuum state of the free theory |0〉 ≡ |0(t0)〉, which in practice
means using the Wightman functions of the free theory to evaluate (3.20). Then t0
is set to −∞(1± iε) to project out the vacuum state of the interacting theory |Ω(t0)
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from the vacuum state of the free theory |0〉. The Wightman functions of the free
theory associated with the Bunch-Davies vacuum are

G>
k (t, t′) =

1

4ε

H2

M2
pl

1

k3
(1 + ikη)(1− ikη′)e−ik(η−η′)

G<
k (t, t′) =

1

4ε

H2

M2
pl

1

k3
(1− ikη)(1 + ikη′)e−ik(η−η′) . (3.23)

Substituting (3.23) into (3.20) and using the iε prescription, which gets rid of the
terms coming from the lower limit of the integral, we find that the three-point func-
tion is equal to

〈ζ ~k1
(t)ζ ~k2

(t)ζ ~k3
(t)〉 (3.24)

=
(3ε+ 2δ)

32ε2
H4

M4

(k2
1 + k2

2 + k2
3)

k3
1k

3
2k

3
3

×
{
K − k1k2 + k1k3 + k2k3

K
− k1k2k3

K2

+

(
(k1k2 + k1k3 + k2k3)2

K
+

(k1k2 + k1k3 + k2k3)k1k2k3

K2

)
η2 +

k2
1k

2
2k

2
3

K
η4

}
,

where
K = k1 + k2 + k3 . (3.25)

But what should we do when t0 is finite? Let us once again try to use (3.23) as
our Wightman functions. In this instance, one part of the three-point function is
the same as in (3.24), but there is also a piece from the lower limit of the integral in
(3.20), which is equal to

(3ε+ 2δ)

32ε2
H4

M4

(k2
1 + k2

2 + k2
3)

k3
1k

3
2k

3
3

{k1k2k3

K2
[A cosK(η0 − η) +B sinK(η0 − η)]

+
k1k2 + k1k3 + k2k3

K
[A cosK(η0 − η) +B sinK(η0 − η)]

+
k1k2k3

K
η0[B cosK(η0 − η) + A sinK(η0 − η)]

+
1

η0

[B cosK(η0 − η) + A sinK(η0 − η)]
}
, (3.26)

where

A = 1− (k1k2 + k1k3 + k2k3)η2

B = Kη − k1k2k3η
3 .

There are terms in (3.26) that either diverge or remain finite as η0 → −∞. The
reason for the appearance of these terms is the fact that the free Bunch-Davies state
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is not the vacuum of the interacting theory. Since we are starting our evolution
from a finite t0, we can’t simply use the iε prescription to project out the vacuum
state of the full theory. However, if we want to match smoothly with the interacting
vacuum in the η0 → −∞ limit, another recourse is open to us: to put a cubic term
in the initial action. From what we have said earlier, this is equivalent to modifying
the initial state, described in terms of the basis of the free theory at t0, so that it
corresponds more closely to the state that we really intended it to be. To do so we
use a boundary operator whose structure mirrors the structure of S(3),

S
(3)
0 = M2ε(3ε+ 2δ)e2ρ(t0)

∫
d3~x d3~y d3~z

{
C(~x, ~y, ~z)ζ+(t0, ~x)∂kζ

+(t0, ~y)∂kζ+(t0, ~z)

− C∗(~x, ~y, ~z)[ζ+ → ζ−]
}
.

(3.27)

For this surface action to cancel the unwanted terms, we need

C(~k1, ~k2, ~k3) =
1

K

( 1

Kη0

− i
)
. (3.28)

By using S(3) + S
(3)
0 as our cubic action to calculate the three-point function for a

general t0 we will recover (3.24) when taking t0 → −∞. Notice, that for t0 6= −∞,
the three-point function will not be equal to (3.24). It will have some additional
pieces that depend on t0, but they all vanish when t0 → −∞.

3.4 A one-loop correction to the two-point func-

tion

If we try to evaluate the two-point function beyond leading order with a finite time,
we encounter the same problem as occurred with the three-point function: the lower
ends of the integrals associated with the time-evolution of the states will produce
pieces that are finite but oscillatory or that are divergent as we take t0 → −∞.
But here we should be more careful when removing these terms. The reason is that
in this case there are other divergences coming from the dynamical part itself: the
divergences of the three-momentum integrals in the loop. To take care of them we
must supply the usual counterterms in the Lagrangian. These in turn will affect the
initial time dependence of the two-point function. Only once we have summed both
loop and the counterterm graphs, and isolated the finite oscillatory and divergent
parts as t0 → −∞ will we be able to determine the appropriate way to modify the
state to cancel these effects.
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3.4.1 Renormalizing the standard vacuum state

Using the “in-in” formalism we can write the two-point function as

〈Ω(t)|ζ(t, ~x)ζ(t, ~y)|Ω(t)〉 = 〈Ω(t0)|T (ζ+(t, ~x)ζ+(t, ~y)e
−i

∫ t
t0
dt′ [H+

I (t′)−H−I (t′)]
)|Ω(t0)〉 .

(3.29)
For the one-loop contribution we have

−1

2

∫ t

t0

dt′
∫ t

t0

dt′′ 〈Ω(t0)|T (ζ+(t, ~x)ζ+(t, ~y)[H+
I (t′)−H−I (t′)])[H+

I (t′′)−H−I (t′′)])|Ω(t0)〉

= −M4
plε

2(3ε+ 2δ)2

∫
d3~p

(2π)3
ei~p(~x−~y)

∫ t

t0

dt′ eρ(t′)

∫ t′

t0

dt′′ eρ(t′′){G>
p (t, t′)−G<

p (t, t′)}

×
∫

d3~q

(2π)3
(p2 + q2 + k2)2

{
G>
p (t, t′′)G>

q (t′, t′′)G>
k (t′, t′′)

−G<
p (t, t′′)G<

q (t′, t′′)G<
k (t′, t′′)

}
,

where

k = |~p− ~q| .

Again, for the case where t0 = −∞ we use the free Bunch-Davies Wightman functions
and the iε prescription for the lower ends of both integrals. Then the zeroth order
contribution is just the usual Bunch-Davies propagator and the one-loop contribution
is equal to

〈ζ~p(t)ζ−~p(t)〉loop =
(3ε+ 2δ)2

256ε2
H4

M4

1

p3
{I0 + p2η2I2 + p4η4I4} , (3.30)

where

I0 =
1

2p4

∫
d3~q

(2π)3

(p2 + q2 + k2)2

q3k3(p+ q + k)2

×{4kp2(2p2 + 2pq + 3q2) + 2p2(p+ q)(2p2 + 2pq + 3q2)

+k3(6p2 + 5q2) + k2(10p3 + 12p2q + 8pq2 + 5q3)} ,

I2 =
1

2p4

∫
d3~q

(2π)3

(p2 + q2 + k2)2

q3k3(p+ q + k)2

×{4kp2q2 + 2p2q2(p+ q) + k3(2p2 + 5q2) + k2(2p3 + 4p2q + 8pq2 + 5q3)} ,

I4 =
1

p4

∫
d3~q

(2π)3

(p2 + q2 + k2)2

q3k3(p+ q + k)2
{k2q2(k + 2p+ q)} .

By doing power counting we can see that these integrals have divergences. In order
to remove them, we introduce the necessary counterterms,

Lct = c1M
2
ple

3ρ(t)ζ̇2 − c2M
2
ple

ρ(t)∂kζ∂
kζ − c3e

−ρ(t)∂l∂kζ∂
l∂kζ . (3.31)
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The first two counterterms, which renormalize the operators in the quadratic action
(3.9), are not enough to remove all divergences. We need the last four-derivative
operator to cancel divergences proportional to p4η4. The e−ρ(t) prefactor is the one
appropriate for the geometry: each pair of spatial indices is contracted with an
hij, each of which brings an e−2ρ(t), and there is an overall factor of

√
−g from the

coordinate-invariant measure, which brings e3ρ(t). The corresponding contributions
from these counterterms to the two-point function are

− 1

8ε2
H2

M2

c1

p3
(p2η2 − 1) , (3.32)

− 1

8ε2
H2

M2

c2

p3
(p2η2 + 3) , (3.33)

− 1

8ε2
H4

M4

c3

2p3
(2p4η4 + 5p2η2 + 5) . (3.34)

To cancel the divergences due to the loop we should choose the coefficients of the
counterterms to be

c3 =
(3ε+ 2δ)2

32

[
infinite part of I4

]
,

c2 =
H2

M2

(3ε+ 2δ)2

128

[
infinite part of (I0 + I2 − 5I4)

]
,

c3 =
H2

M2

(3ε+ 2δ)2

128

[
infinite part of (3I2 − 5I4 − I0)

]
.

Hence, for the renormalized loop we have

〈ζ~p(t)ζ−~p(t)〉ren
loop =

(3ε+ 2δ)2

256ε2
H4

M4

1

p3
{If0 + p2η2If2 + p4η4If4 } , (3.35)

where the If -s are the finite parts of the corresponding integrals.

3.4.2 Renormalizing the vacuum state with an initial time

To evaluate the correction to the two-point function in the case of a finite t0 we first
replace (3.29) with its renormalized form,

〈Ω(t)|ζ(t, ~x)ζ(t, ~y)|Ω(t)〉 = 〈Ω(t0)|T (ζ+(t, ~x)ζ+(t, ~y)e
−i

∫ t
t0
dt′ [H̄+

I (t′)−H̄−I (t′)]
)|Ω(t0)〉 ,

(3.36)
where

H̄I(t) = HI(t) +Hct(t) (3.37)

and
Hct = −Lct . (3.38)
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To be able to use the free theory Wightman functions we must switch from |Ω(t0)〉
to |0〉. When making this transition we need to take into account that from the
perspective of the free theory the evolution is governed not just by the Hamiltonian
H̄I , but also by the initial state cubic action (3.27) that we already included to
correct the three-point function. This means that we can replace the right-hand side
of (3.36) with

〈0|T (ζ+(t, ~x)ζ+(t, ~y)e
−i

∫ t
t0
dt′ [H̄+

I (t′)−H̄−I (t′)]+iS
(3)
0 )|0〉 . (3.39)

Since S
(3)
0 is of the same order in the slow-role parameters as HI we need to take its

contribution into account. Thus, the one-loop correction to the two-point function
will be

−1

2

∫ t

t0

dt′
∫ t

t0

dt′′ 〈0|T (ζ+(t, ~x)ζ+(t, ~y)[H̄+
I (t′)− H̄−I (t′) +H

(3)
0 (t′)])

×[H+
I (t′′)−H−I (t′′) +H

(3)
0 (t′′)])|0〉 , (3.40)

where

H
(3)
0 (t) = −1

2
δ(t− t0)S

(3)
0 . (3.41)

The part of (3.40) that is independent of the initial time η0 will be the same as (3.35).
The part that depends on η0 will have terms that vanish, stay finite (and oscillate)
or diverge (linearly and quadratically in η0) as η0 → −∞. But when η0 → −∞ we
want (3.40) to match with (3.35); hence, we need to eliminate the last two types of
terms. It can be done order by order in η0. Here we will present the elimination of
the quadratically divergent terms. The term from the loop quadratic in η0 is equal
to

(3ε+ 2δ)2

256ε2
H4

M4

1

p3
p2η2

0

×
{[

(1− p2η2) cos 2p(η − η0) + 2pη sin 2p(η − η0)
][
J1 − 2J0 − 4J2 −

32

(3ε+ 2δ)2
c3

]
−(1 + p2η2)J0

}
, (3.42)

where

J0 =
1

p3

∫
d3~q

(2π)3

(p2 + q2 + k2)2

qk(p+ q + k)2
,

J1 =
1

p4

∫
d3~q

(2π)3

(p2 + q2 + k2)2

qk(q + k − p)
,

J2 =
1

p3

∫
d3~q

(2π)3

(p2 + q2 + k2)2

qk(p+ q + k)(q + k − p)
.
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To remove it we add a quadratic term to the initial action

S
(2)
0 =

1

2

∫
d3~x d3~y

{
ζ+(t0, ~x)A(~x− ~y)ζ+(t0, ~y)− ζ−(t0, ~x)A∗(~x− ~y)ζ−(t0, ~y)

+2iζ+(t0, ~x)B(~x− ~y)ζ−(t0, ~y)
}

=
1

2

∫
d3~x d3~y

{
ReA(~x− ~y)

[
ζ+(t0, ~x)ζ+(t0, ~y)− ζ−(t0, ~x)ζ−(t0, ~y)

]
+ImA(~x− ~y)

[
ζ+(t0, ~x)ζ+(t0, ~y) + ζ−(t0, ~x)ζ−(t0, ~y)

]
+2iζ+(t0, ~x)B(~x− ~y)ζ−(t0, ~y)

}
.

To first order the contribution to the two-point function coming from this term is

i〈0|T (ζ+(t, ~x)ζ+(t, ~y)S
(2)
0 )|0〉 . (3.43)

The part of (3.43) leading in η0 is equal to

〈S(2)
0 〉 = − 1

8ε2
H4

M4

1

p6
p2η2

0

{[
(1− p2η2) sin 2p(η − η0)− 2pη cos 2p(η − η0)

]
ReAp

−
[
(1− p2η2) cos 2p(η − η0) + 2pη sin 2p(η − η0)

]
ImAp

+(1 + p2η2)Bp

}
. (3.44)

Comparing (3.44) to (3.42) we can conclude that for S
(2)
0 to cancel the quadratically

divergent terms we need

ReAp = 0 ,

ImAp = p3
[
c3 −

(3ε+ 2δ)2

32

[
infinite part of (J1 − 2J0 − 4J2)

]]
=

(3ε+ 2δ)2

32
p3
[
infinite part of (I4 − J1 + 2J0 + 4J2)

]
,

Bp = −(3ε+ 2δ)2

16

[
infinite part of J0

]
.

To fully renormalize the one-loop correction to the two-point function we also
need to extract and eliminate from (3.40) the terms that are zeroth and first order
in η0. Since there is no principal difference between treating these terms and treat-
ing the quadratically divergent term, these further calculations are not essential for
demonstrating the technique that we are introducing in this paper.

3.5 Conclusions

For the reasons that we talked about in the introduction, it is important to be
able to start the evolution of the system from a finite initial time. In this paper we
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presented a formalism that allows us to calculate correlation functions for states that
are defined at some initial time. Using this formalism we can choose a particular
state of the interacting theory at an arbitrary time, and not only in the infinite past.

We demonstrated this technique of renormalizing the initial state for the case of
the vacuum state of a toy model derived from the standard inflationary theory with
a single scalar field. Using the eigenbasis of the free theory and applying matching
conditions for the two- and three-point functions we were able to start constructing
the initial density matrix order by order in perturbation theory: inclusion of this
density matrix eliminated the unwanted finite oscillatory and divergent terms from
the two- and three-point functions.

In principle, this method can be used to renormalize other, more complicated,
states, although that task might be more challenging. The main difficulty is to
determine the conditions that the state should satisfy. We need to be able to translate
our ideas about the physical properties of a certain state into conditions on some of
its n-point functions. For any non-vacuum state we must start with an initial density
matrix that already has some nontrivial structures. If the state we want to consider
is such that it has a corresponding state in the free theory, we can start with an
initial action that is only quadratic in the fields; otherwise the initial action needs
to have structures of higher orders. Since we work in the free theory eigenbasis, the
operators in the initial action will be defined with respect to the free theory vacuum.
After applying the appropriate conditions these operators will need to be modified.
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Chapter 4

The quantum Fokker-Planck
equation of stochastic inflation

4.1 Introduction

Certain quantum field theories in an expanding background that involve massless
minimally coupled scalar fields, e.g. a simple scalar theory with a quartic interac-
tion φ4 or scalar electrodynamics, have logarithmic infrared divergences in the loop-
corrections to their Green’s functions [28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. These
divergences are associated with the late-time behavior of the theory and come from
the modes, whose physical wavelengths have been stretched to scales much larger
than the Hubble scale. These logarithmic divergences come from two sources: first,
they appear even at the level of the two-point functions of free fields, second, they
get enhanced by vertex integration [35].

Infrared divergences that we encounter in theories that are set in the expanding
background signal the breakdown of the perturbation theory past a certain point
in time. Since the late-time behavior of correlation functions is very important in
cosmology, it is crucial to have a non-perturbative technique in order to be able
to calculate them. Starobinsky [38, 39] had argued that the dynamics of the long-
wavelength modes can be described by the classical stochastic field, whose probability
distribution satisfies a Fokker-Planck type equation. He showed that this equation
has a late-time static solution, that can be used to calculate correlation functions
in the late-time limit. In essence, Starobinsky’s Fokker-Planck equations manage to
resum the leading log behavior of the perturbative expansion.

Despite the compelling simplicity of the stochastic picture, it would appear to be
very difficult to see how it could emerge by following the full quantum evolution of the
theory. A recent approach [40, 41] to this problem has been to consider the quantum
evolution of the theory from a different perspective by working in the Schrödinger
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picture.1 In this picture, the connection between the classical probability function
of the stochastic description and the quantum density matrix of the scalar theory
becomes much clearer. The essential element that was missing from these works
was the fully quantum treatment of the interactions. In [40, 41], the role of the
interactions was only introduced as a background effect on an otherwise quadratic
— purely Gaussian — theory.

In this article we add this important missing ingredient to show how to derive the
stochastic picture for a genuinely interacting field theory. In particular, we consider
here a massless scalar field with a quartic interaction in de Sitter space, and solve
for the full time dependence of its density matrix perturbatively in the self-coupling
of the field. Once this evolution has been found to a given order, we can then
project onto the theory of the long wavelength fluctuations by integrating out the
short wavelength parts of the field. The resulting density matrix for this effective
theory of the long wavelength fluctuations satisfies a fully quantum version of the
Fokker-Planck equation. Essentially, the coarsely grained Liouville equation for the
density matrix of the effective theory is the quantum version of the Fokker-Planck
equation. The parallel between the quantum theory and its stochastic description
emerges very naturally in this picture. It becomes a simple matter to read off the
stochastic noise and drift from the corresponding quantum version of the equation,
as we shall show.

Additionally, by computing the wave-functional for a quartic theory explicitly, we
gain a far deeper understanding of the time-evolution of the fluctuations and are able
to follow how the structures that depend on the interactions behave both inside and
far outside the horizon. Here we construct the wave-functional for the interacting
Bunch-Davies state perturbatively. When a fluctuation is well inside the horizon,
its part of the wave-functional is close to Gaussian; but — significantly — it always
contains higher-order structures as well. The role of these higher-order parts grows
once the momentum associated with a particular fluctuation crosses the horizon. We
can then see very clearly how their leading behaviour in the long-wavelength limit
leads directly to the drift term of the Fokker-Planck equation.

The purpose of this work is not just to verify the validity of the stochastic picture,
but to go further and to lay the groundwork for a more powerful formalism. Having
at our disposal a complete derivation that connects the quantum and the classical
stochastic theories as we have done here, we can address questions that would be
difficult, or otherwise impossible, to approach from the stochastic side. For example,
what are the higher order corrections to the standard stochastic picture? How does
the stochastic limit arise in the theories of other massless fields and what is the
influence of their interactions with other fields? We can even explore, in principle,
the degree to which the standard static-limit solution of the stochastic picture is an
attractor solution. Such applications of our approach, together with a few others,
are mentioned at the end of this article.

1A much earlier treatment of a free scalar field in the Schrödinger picture is found in [42].
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4.2 The stochastic description of a quantum the-

ory

In a theory of a massless, interacting scalar field, Φ(t, ~x), the simplest quantities
that we could calculate are the n-point functions where all the fields are evaluated
at exactly the same space-time point and at some suitably late time,

〈Φn(t, ~x)〉 ≡ lim
t→∞
〈Ω(t)|Φn(t, ~x)|Ω(t)〉. (4.1)

|Ω(t)〉 denotes the state that we have chosen for our quantum field, which we shall
take to be the Bunch-Davies state — the de Sitter invariant state matching the
standard Minkowski space vacuum at very short distances. Because we have chosen
a de Sitter invariant state and because we are assuming too that we are working
in spatial coordinates where the background is invariant under spatial translations,
〈Φn(t, ~x)〉 cannot depend on the position ~x.

Here we are not really interested in the n-point functions of the full theory, which
contain information about all scales, but only in the n-point functions of the effective
theory of the long wavelength fluctuations of the field, 〈Φn

L(t, ~x)〉. What we mean
by a long or a short wavelength is one whose physical momentum is small or large
compared with the Hubble scale, H, associated with the curvature of the de Sitter
background. Or, more precisely, we shall use a slightly stricter definition, setting
the threshold between ‘long’ and ‘short’ to be well outside the horizon, which can be
done by introducing a small parameter ε� 1.

long wavelength (L): k < εaH

short wavelength (S): k > εaH,

a(t) is the scale factor associated with the expanding space-time. This definition is
more appropriate because, with the extremely rapid expansion during inflation, the
physical fluctuations corresponding to the scalar fluctuations of inflation which are
needed to explain the primordial fluctuations in the early universe would have been
stretched far outside the horizon by the end of the inflationary era. Moreover, if H
is meant to be the true cutoff of our effective theory, we should not be including
momenta all the way up to this scale.2 Of course, in an expanding background the
threshold for our effective theory also becomes time-dependent. If we divide our
scalar field Φ(t, ~x) into two parts,

Φ(t, ~x) = ΦL(t, ~x) + ΦS(t, ~x) =

∫
k<εaH

d3~k

(2π)3
ei
~k·~xΦ~k(t) +

∫
k>εaH

d3~k

(2π)3
ei
~k·~xΦ~k(t),

whether a particular Φ~k(t) appears in the first or the second integral depends on
the value of εa(t)H at that moment. So ‘long’ and ‘short’ do not have an absolute

2In a similar sense one would not use Fermi’s theory of β decay all the way up to the electroweak
scale.
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physical meaning in de Sitter space, but change over time. A practical consequence
— and one that will later prove to be important in our calculation — is that this
additional time dependence will mean that derivatives can also act on the limits of
integrals once we have restricted to just the long-wavelength momenta.

Now suppose that we have determined all of the values of the n-point functions
of this effective theory. We could then introduce a classical variable3 ϕ, together
with a probability distribution function p(t, ϕ), such that together they reproduce
all the information contained in the functions 〈Φn

L(t, ~x)〉. The weighted average of a
power of this variable is defined by the following integral,

〈ϕn〉(t) ≡
∫ ∞
−∞

dϕϕnp(t, ϕ). (4.2)

Notice that while ϕ itself is just a variable without any time dependence, the av-
erage 〈ϕn〉(t) inherits its time dependence from p(t, ϕ). We can then choose the
weighting function p(t, ϕ) so that the expectation values of this classical variable ϕ
exactly match with the corresponding n-point functions of our effective theory of
long wavelength fluctuations,

〈ϕn〉(t) = 〈Φn
L(t, ~x)〉, (4.3)

once, of course, we have formulated a suitable meaning for 〈Φn
L(t, ~x)〉 derived from

our original theory.
The stochastic theory of inflation [38, 39] argues that the probability function for

this classical variable should satisfy a Fokker-Planck equation of the form

∂p

∂t
= N

∂2p

∂ϕ2
+D

∂

∂ϕ

(
∂V

∂ϕ
p(t, ϕ)

)
. (4.4)

The coefficients N and D are called the ‘noise’ and the ‘drift’ of this stochastic
theory. V (ϕ) is a function of the stochastic variable, which is assumed to have the
same functional form as the corresponding potential of the quantum theory; that is,
one obtains V (φ) by simply replacing the quantum field Φ(t, ~x) with the stochastic
variable ϕ in the original quantum potential,

V (Φ(t, ~x))
Φ(t,~x)→ϕ−−−−−→ V (ϕ).

The fact that p(t, ϕ) is a solution to the Fokker-Planck equation can then be used
to generate a recursion relation4 amongst the various averages 〈ϕn〉. One starts by
taking its time derivative,

∂

∂t
〈ϕn〉 =

∫ ∞
−∞

dϕϕn
∂p

∂t
=

∫ ∞
−∞

dϕϕn
{
N
∂2p

∂ϕ2
+D

∂

∂ϕ

(
∂V

∂ϕ
p(t, ϕ)

)}
, (4.5)

3Since we are only analysing n-point functions whose fields are all evaluated at the same space-
time point, a variable ϕ suffices. If we had wished to consider the expectation values of fields at
different points, we should have needed to generalise to a classical stochastic field , ϕ(~x), instead.

4This recursion relation was found already in [37].
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and integrates by parts as needed — twice for the first term and once for the second
term — to produce

∂

∂t
〈ϕn〉 = n(n− 1)N〈ϕn−2〉 − nD

〈
ϕn−1∂V

∂ϕ

〉
. (4.6)

For a quartic potential, V (ϕ) = 1
4!
λϕ4, this recursion relation has the form

∂

∂t
〈ϕn〉 = n(n− 1)N〈ϕn−2〉 − nDλ

6
〈ϕn+2〉. (4.7)

So knowing N and D, together with the time-dependence of 〈ϕ2〉, is sufficient for
calculating all the non-vanishing averages, 〈ϕn〉.

What is the origin of this stochastic description of the theory from the perspective
of the quantum theory? The parallels between the stochastic and the quantum
versions of the theory emerge most directly when we treat the quantum theory in
the Schrödinger picture. In this picture, the evolution of the expectation value of
an operator occurs entirely in the state; operators,5 such as the products of n fields,
φ(~x), have no explicit time dependence. The closest analogue of the probability
function in the stochastic description is the density matrix — or rather, its diagonal
components — associated with the state that we have chosen. In fact we need to
treat two versions of the density matrix: that of the full theory, which we denote by

P [φ] = P [φL, φS] = Ψ[φ]Ψ∗[φ], (4.8)

as well as the density matrix for the effective theory that just includes the long
wavelength fluctuations, which will be denoted by PΩ[φL]. The evolution of P [φ]
for the full theory is determined entirely by its Liouville equation. The evolution of
PΩ[φL] is then derived through its relation to P [φ] together with our knowledge of
how P [φ] itself evolves.

A general, equal-time, expectation value for the product of n fields is given by

〈ΦL(t, ~x1) · · ·ΦL(t, ~xn)〉

=

∫
L

d3~k1

(2π)3
· · · d

3~kn
(2π)3

ei
~k1·~x1 · · · ei~kn·~xn (2π)3δ3(~k1 + · · ·+ ~kn) 〈Φ~k1

(t) · · ·Φ~kn
(t)〉.

The notation that we shall adopt here is that an ‘L’ subscript in an integral indicates
that all of the momenta accompanying the integral sign are only those corresponding
to physical wavelengths that have been stretched well outside the horizon, k < εaH.
The momentum conserving δ-function follows from the invariance of the background

5We shall denote the fields in the Schrödinger picture with a lower case notation, φ(~x), while
the upper case Φ(t, ~x) represents the field more generally, independent of a particular picture.
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under spatial translations. When all of the fields are evaluated at the same spatial
position, this δ-function causes the exponential factors to vanish,

〈Φn
L(t, ~x)〉 =

∫
L

d3~k1

(2π)3
· · · d

3~kn
(2π)3

(2π)3δ3(~k1 + · · ·+ ~kn) 〈Φ~k1
(t) · · ·Φ~kn

(t)〉. (4.9)

In the Schrödinger picture, the matrix elements are found by functionally integrating
over the relevant degrees of freedom, which in this case are the φ~k’s whose momentum

label ~k corresponds to a long wavelength, weighted by the density matrix PΩ[φL] for
the effective theory,

〈Φ~k1
(t) · · ·Φ~kn

(t)〉 =

∫
L

Dφ~k φ~k1
· · ·φ~knPΩ[φL]. (4.10)

The φ~k’s appearing in this expression are the fields written in the Schrödinger pic-
ture.6 Since the time-dependence is entirely in the density matrix, φ~k does not
depend on the time.

Now let us imagine for the moment that the density matrix PΩ[φL] itself satisfies
a functional Fokker-Planck equation of the form

∂PΩ

∂t
=

∫
L

d3~k

(2π)3

{
Nk

δ2PΩ

δφ~kδφ−~k
+D δ

δφ~k

[
δVΩ

δφ−~k
PΩ

]}
. (4.11)

The VΩ in this expression is the potential for the long wavelength fluctuations of the
fields. For a quartic theory, this potential would be

VΩ[φL] =
1

4!
λ

∫
L

d3~k1

(2π)3

d3~k2

(2π)3

d3~k3

(2π)3

d3~k4

(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1

φ~k2
φ~k3

φ~k4
.

(4.12)
We can follow the same procedure that we used in the stochastic description of the
theory to generate an analogous recursion relation for the quantum effective theory.
When we differentiate 〈Φn

L(t, ~x)〉 with respect to the time and use the appropriate
quantum form of the Fokker-Planck equation, we are led to the recursion relation7

∂

∂t
〈Φn

L(t, ~x)〉 = n(n− 1)

(∫
L

d3~k

(2π)3
Nk
)
〈Φn−2

L (t, ~x)〉 − nDλ
6
〈Φn+2

L (t, ~x)〉. (4.13)

6Because of the limits on the integral, the label ~k is always in the region k < εaH in this
expression. It would be redundant — at least to the order to which we shall be working — and a
little cumbersome to write φL,~k. Therefore we shall not do so.

7Had we allowed the drift term in the quantum version of the Fokker-Planck equation to depend
on the momentum as well, Dk, we should have arrived at the following quantum recursion relation
instead,

∂

∂t
〈Φn

L(t, ~x)〉 = n(n− 1)

(∫
L

d3~k

(2π)3
Nk

)
〈Φn−2

L (t, ~x)〉 − nλ
6
〈Φn+2

L (t, ~x)〉D,

where the final n+ 2 point function has been replaced with a ‘drift-weighted’ version of itself,

〈Φn+2
L (t, ~x)〉D ≡

∫
L

d3~k1
(2π)3

· · · d
3~kn+2

(2π)3
(2π)3δ3(~k1 + · · ·+~kn+2)D||~kn+~kn+1+~kn+2||〈Φ~k1

(t) · · ·Φ~kn+2
(t)〉.
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This time we have simply written the result for the particular case of a quartic
interaction, rather than for a general polynomial potential. Comparing the two
recursion relations, we realise that if the stochastic and the quantum descriptions
of the n-point functions are to agree, 〈ϕn〉 = 〈Φn

L(t, ~x)〉, the noise and the drift
coefficients of the stochastic Fokker-Planck equation are derived directly from the
quantum ones by identifying

N =

∫
L

d3~k

(2π)3
Nk and D = D. (4.14)

So the path leading from the quantum theory to its stochastic description now
becomes clear:

i. We must first solve for the wave-functional and the corresponding density matrix
of our full theory, which includes both the long and short wavelength parts of
the field. For this purpose, the Schrödinger picture is the best suited, as we shall
see.

ii. Once we have determined the density matrix for the state that we have chosen,
P [φ] = P [φL, φS], which here will be the Bunch-Davies state, we project onto
the effective theory of the long wavelength part of the field. The most straight-
forward thing to do is simply to integrate out the short wavelength fluctuations
directly and define the density matrix for the effective theory to be

PΩ[φL] =

∫
S

Dφ~p P [φL, φS].

iii. The time dependence of PΩ[φL] — or rather that of the various functions within
it — follows straightforwardly from the time dependence of the functions that
appear in the density matrix of the full theory, P [φ]. Their time dependence, in
turn, follows from the Schrödinger equation for the wave-functional of the state.

iv. Knowing this time dependence of PΩ[φL] then allows us to compute its time
derivative explicitly. The resulting equation is a functional Fokker-Planck equa-
tion with precisely the form that we claimed that it should have. This functional
Fokker-Planck equation for the effective theory could equally be regarded as the
coarse-grained version of the Liouville equation derived from the full density
matrix P [φ].

We illustrate these steps by applying them to a familiar example. So we turn next
to the case of a scalar field theory with a quartic interaction.

Since the subsequent calculation will show that D is momentum independent, we shall simply draw
upon this foreknowledge here and not consider this more general possibility for the quantum drift
for now.
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4.3 A quartic interaction

This method for deriving the stochastic description of a quantum theory is best
shown through a particular example. For this purpose we choose the theory of a
real scalar field in a de Sitter background with a quartic self-interaction, V (Φ) =
1
4!
λΦ4. Provided that the coupling is sufficiently small, this theory can be solved

perturbatively in λ. We shall also include a mass for the field for the time being,
although we shall ultimately set it to zero. The action for the theory is written as

S[Φ] =

∫
dt L[Φ] =

∫
d4x
√
−g
{

1
2
gµν∂µΦ∂νΦ− 1

2
m2Φ2 − 1

24
λΦ4

}
. (4.15)

The metric gµν for the de Sitter background can be expressed in a spatially flat
form, as we had assumed earlier, either in terms of a ‘cosmological’ time coordinate
t ∈ (−∞,∞) or a ‘conformal’ one η ∈ (−∞, 0),

ds2 = dt2 − a2(t) δij dx
idxj = a2(η)

[
dη2 − δij dxidxj

]
. (4.16)

We shall later use whichever of these two times best suits our need at the particular
moment. These time coordinates are related to each other through the condition
dt = a(η) dη, and the scale factor a expressed in these two coordinate systems has
the form

a(t) = eHt or a(η) = − 1

Hη
. (4.17)

Whereas the final result cannot depend on which picture we have chosen, the in-
teraction picture is not the best suited for drawing the parallels between the stochas-
tic and quantum Fokker-Planck equations. Instead we study the evolution of the
theory from a Schrödinger perspective. The time dependence of the state, described
in terms of a wave-functional Ψ[φ], is found by solving the Schrödinger equation,

i
∂Ψ

∂t
= HΨ, (4.18)

where H[π(~x), φ(~x)] is the Hamiltonian written in terms of the time-independent
Schrödinger-picture field φ(~x) and its conjugate momentum π(~x). In the space-time
coordinates that we have chosen, the Lagrangian for our theory is given by

L[Φ] =

∫
d3~x

{
1
2
a3Φ̇2 − 1

2
aδij∂iΦ∂jΦ− 1

2
a3m2Φ2 − 1

24
a3λΦ4

}
, (4.19)

and the corresponding canonical momenta are

Π(t, ~x) =
δL

δΦ̇(t, ~x)
= a3Φ̇(t, ~x).
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If we perform the usual Legendre transformation, we are led to the Hamiltonian,

H =

∫
d3~x

{
ΠΦ̇
}
− L =

∫
d3~x

{
1
2
a−3Π2 + 1

2
aδij∂iΦ∂jΦ + 1

2
a3m2Φ2 + 1

24
a3λΦ4

}
.

(4.20)
It is must easier to describe the truncation of the full theory to its long wavelength
parts in terms of the momenta of the fields rather than in terms of their positions.
So, after performing the Fourier transformation of the Schrödinger picture fields,

φ~k =

∫
d3~x e−i

~k·~xφ(~x),

the Hamiltonian assumes the form

H =

∫
d3k1

(2π)3

d3k2

(2π)3
(2π)3δ3(~k1 + ~k2)

{
−1

2

1

a3

δ

δφ~k1

δ

δφ~k2

+
1

2
a3

(
m2 +

k2
1

a2

)
φ~k1

φ~k2

}
+

∫
d3k1

(2π)3

d3k2

(2π)3

d3k3

(2π)3

d3k4

(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)

{
1

24
a3λφ~k1

φ~k2
φ~k3

φ~k4

}
.

(4.21)

At this stage, it is not possible to find the exact form of the wave-functional in
this interacting theory, so we must be content with constructing Ψ[φ] perturbatively
in powers of the coupling λ. One starts by expressing the wave-functional in the
form

Ψ[φ] = Ne−a
3 Γ[φ], (4.22)

where Γ[φ] is a series expanded in powers of the scalar field, φ~k,

Γ[φ] =
∞∑
n=2

1

n!

∫
d3k1

(2π)3
· · · d

3kn
(2π)3

(2π)3δ3(~k1 + · · ·+ ~kn) Γn(t;~k1, . . . , ~kn)φ~k1
· · ·φ~kn ,

(4.23)
and N is the normalisation, fixed by the condition,∫

Dφ~k Ψ[φ]Ψ∗[φ] = 1. (4.24)

The task of solving the Schrödinger equation now becomes the problem of determin-
ing the detailed form of the functions Γn(t;~k1, . . . , ~kn). The fact that the background
is invariant under spatial translations in these coordinates has again allowed us to
extract a momentum-conserving δ-function. Furthermore, by a simple relabeling of
the momenta over which we are integrating, we can show that these functions are
completely symmetric under any permutation of their arguments,

Γn(t;~k1, . . . , ~ki, . . . , ~kj, . . . , ~kn) = Γn(t;~k1, . . . , ~kj, . . . , ~ki, . . . , ~kn).
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When m2 ≥ 0, the vacuum state of the theory should have the same φ ↔ −φ
symmetry as the potential. This symmetry means that all the odd-order functions
vanish,

Γn(t;~k1, . . . , ~kn) = 0 for n ∈ odd.

To compute the nonvanishing functions, Γn(t;~k1, . . . , ~kn) with n ∈ even, we need
to find the appropriate equations of motion. This is done by expanding each side of
the Schrödinger equation in powers of φ~k and matching the terms that share the same
numbers of fields. This process produces a set of coupled differential equations for
the functions Γn(t;~k1, . . . , ~kn). For example, the left side of the Schrödinger equation
is evaluated straightforwardly enough,

i
∂Ψ

∂t
= i

{
Ṅ

N
−a3

∞∑
n=2

1

n!

∫
d3k1

(2π)3
· · · d

3kn
(2π)3

(2π)3δ3(~k1+· · ·+~kn)

[
∂Γn
∂t

+3
ȧ

a
Γn

]
φ~k1
· · ·φ~kn

}
Ψ,

but the right side contains a more complicated tower of terms. These are generated
when the functional derivatives in the Hamiltonian act on the wave-functional,

HΨ =

{∫
d3k1

(2π)3

d3k2

(2π)3
(2π)3δ3(~k1 + ~k2)

{
1

2
a3

(
m2 +

k2
1

a2

)
φ~k1

φ~k2

}
+

∫
d3k1

(2π)3

d3k2

(2π)3

d3k3

(2π)3

d3k4

(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)

{
1

24
a3λφ~k1

φ~k2
φ~k3

φ~k4

}
+
∞∑
n=0

1

n!

∫
d3k1

(2π)3
· · · d

3kn
(2π)3

(2π)3δ3(~k1 + · · ·+ ~kn)

×
[

1

2

∫
d3k

(2π)3
Γn+2(t;~k1, . . . , ~kn, ~k,−~k)

]
φ~k1
· · ·φ~kn

+
∞∑
n=0

∞∑
n′=0

1

n!

1

n′!

∫
d3k1

(2π)3
· · · d

3kn
(2π)3

d3k′1
(2π)3

· · · d
3k′n′

(2π)3

×
[
−a

3

2
Γn+1(t;~k1, . . . , ~kn,−

∑
~ki)Γn′+1(t;~k′1, . . . ,

~k′n′ ,−
∑

~k′i)

]
×(2π)3δ3(~k1 + · · ·+ ~kn + ~k′1 + · · ·+ ~k′n′)φ~k1

· · ·φ~knφ~k′1 · · ·φ~k′n′

}
Ψ.

But by collecting and matching the various functions according to the shared factors
of φ~k1

· · ·φ~kn that accompany them for a given n, we find a differential equation

for each of the Γn’s. The function Γ2(t;~k,−~k) accompanying the quadratic part
of Γ[φ] obviously depends only on a single momentum. Since this function occurs
ubiquitously throughout the following calculations, it is advantageous to change our
notation slightly and write it a little more succinctly as

αk(t) ≡ Γ2(t;~k,−~k). (4.25)
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The Schrödinger equation then implies the following relations derived from the ze-
roth, quadratic, and quartic order terms in the fields,

Ṅ

N
= − i

2
(2π)3δ3(~0)

∫
d3~p

(2π)3
αp(t)

∂αk
∂t

+ 3
ȧ

a
αk = i

{
m2 +

k2

a2
− α2

k +
1

2

1

a3

∫
d3~p

(2π)3
Γ4(t;~k,−~k, ~p,−~p)

}
,

∂Γ4

∂t
+ 3

ȧ

a
Γ4(t;~k1, ~k2, ~k3, ~k4) = iλ− i

[
αk1 + αk2 + αk3 + αk4

]
Γ4(t,~k1, ~k2, ~k3, ~k4)

+
i

2

1

a3

∫
d3~p

(2π)3
Γ6(t;~k1, ~k2, ~k3, ~k4, ~p,−~p), (4.26)

and so on for yet higher orders of n. The infinite factor (2π)3δ3(~0) that appears
in the equation for the time dependence of the normalisation, and in several of the
equations that will occur later, is the volume of a spatial hypersurface in de Sitter
space. These volume factors always accompany contributions to the normalisation.

It is important to remember that the form of these equations is determined en-
tirely by the dynamical theory that we are considering, that is, by the Hamiltonian
of a quartic theory. Because each of these equations is first-order, there is an addi-
tional freedom associated with the choice of the constants of integration8 appearing
in the particular solution for the Γn’s. The collective choice for all of these constants
translates into the choice of a particular state Ψ[φ] in this picture.

4.4 Perturbation theory and the vacuum state

The usual stochastic treatment of inflation always implicitly assumes that the the-
ory is in the Bunch-Davies state. It is therefore important to introduce appropriate
conditions on the functions Γn at very short wavelengths in order to put the field
in the correct state. After we have done so, we can follow the evolution to large
wavelengths and see the simplifications that permit a stochastic description of the
theory. We construct the Bunch-Davies solution of the Schrödinger equation here
by solving the associated functions Γn perturbatively to a given order in λ. Fortu-
nately, all that is needed to derive the part of the quantum Fokker-Planck equation
that produces the standard stochastic Fokker-Planck equation is to compute these
solutions to linear order in λ. In fact, the zeroth order solution — what would exist
in the purely quadratic theory — is already enough to find the stochastic noise. By
evaluating the order λ parts of the solution as well, we shall obtain the correct drift
term. The advantage of this approach is that it is possible to generalise beyond the
standard Fokker-Planck equation by simply working to higher orders in λ.

8These are constants in time. In general they could depend on momenta for particular choices
of the state.

85



Let us begin by expanding each of the functions in the wave-functional as a power
series in λ,

αk(t) =
∞∑
n=0

α
(n)
k (t)

Γ4(t;~k1, ~k2, ~k3, ~k4) =
∞∑
n=1

Γ
(n)
4 (t;~k1, ~k2, ~k3, ~k4)

Γ6(t;~k1, ~k2, ~k3, ~k4, ~k5, ~k6) =
∞∑
n=2

Γ
(n)
6 (t;~k1, ~k2, ~k3, ~k4, ~k5, ~k6), (4.27)

and so on. The order in λ is indicated by the corresponding superscript,

α
(n)
k ,Γ

(n)
4 ,Γ

(n)
6 , . . . ∝ λn. (4.28)

The higher order functions Γn only begin their power series at correspondingly higher
order in λ. Because the trivial, Gaussian version of the theory already exists in the
absence of any interactions, the leading term in the expansion of αk(t) starts at
zeroth order. Exactly the same reasoning, tells us that Γ4 and all of the higher order
functions must vanish as λ → 0. In the quartic theory that we are analysing, Γ4

itself starts with a linear term in the coupling λ, as is seen directly from its equation
of motion. But the equation for Γ6, which we have not written explicitly here, is
quadratic in Γ4, so the series expansion for Γ6 only begins with the λ2 order term.
The problem of solving the Schrödinger equation to linear order in λ then reduces
to the problem of solving just three functions: the zeroth and first order pieces of
αk(t), which we rename as ᾱk(t) ≡ α

(0)
k (t) and βk(t) ≡ α

(1)
k (t) to avoid an excessive

use of superscripts, and the leading part of Γ4,

αk(t) = ᾱk(t) + βk(t) +O(λ2)

Γ4(t;~k1, ~k2, ~k3, ~k4) = Γ
(1)
4 (t;~k1, ~k2, ~k3, ~k4) +O(λ2). (4.29)

The starting point is the purely Gaussian, noninteracting, theory, which is sum-
marised by the function ᾱk(t). Even when αk(t) has been shorn of its order λ and
higher parts, the differential equation for ᾱk(t) is still nonlinear; so it is convenient
to replace it with another function, uk(t) defined through

ᾱk(t) = −i u̇k(t)
uk(t)

. (4.30)

The nonlinear, first-order equation for ᾱk(t) then becomes a linear, second-order
equation for uk(t),

ük + 3
ȧ

a
u̇k +

(
m2 +

k2

a2

)
uk = 0. (4.31)
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The vacuum, or Bunch-Davies, solution to this equation has the standard form,
which is expressed more simply in terms of the conformal time coordinate η,

uk(η) = −H
√
π

2
(−η)3/2H(2)

ν (−kη) where ν2 =
9

4
− m2

H2
, (4.32)

and where H
(2)
ν (−kη) is a Hankel function. We have fixed this solution through two

conditions. One is the requirement that the solution should reproduce the vacuum
solution in Minkowski space at scales k � aH, or in the limit kη → −∞. This
condition fixes the single constant of integration that gives the form of ᾱk(t) that
reproduces the familiar positive energy solution far inside the horizon, ᾱk(t)→ k/a.
The second condition, which was not necessary for ᾱk(t) but which has been used to
normalise the function uk(t), is that we have required it to satisfy the condition,

a3
(
u∗ku̇k − uku̇∗k

)
= i. (4.33)

In the more frequently used Heisenberg picture for a free scalar field theory, this
condition naturally emerges as the consequence of the equal-time commutation rela-
tion between the field and its conjugate momentum. But in the Schrödinger picture,
the overall normalisation always cancels within the ratio ᾱk(t) = −iu̇k(t)/uk(t).
Nonetheless, since the function uk(t) assumes a more recognisable form when we do
impose this condition, we have chosen to use it here. Taking the massless limit, the
function uk(t) reduces to

uk(η) = − iH√
2k3/2

(
1− ikη

)
eikη. (4.34)

If we then proceed to take the kη → −∞ limit too, we verify that the product
a(η)uk(η) assumes the form of a Minkowski space vacuum mode for a massless theory
in the Schödinger picture,

lim
kη→−∞

a(η)uk(η) =
eikη√

2k
.

From the perspective of a free, massless theory in Minkowski space, only the positive
energies appear in the exponent; the negative energy solutions, e−ikη, are absent from
this limiting form for a(η)uk(η).

Once we have found the leading part of the quadratic function αk(t), we next
compute the leading part of the function accompanying the quartic part of Γ[φ]. The
series expansion for Γ6 only begins at quadratic order, so we shall not need to include
this function when solving for just the leading part of Γ

(1)
4 . Without the Γ6 term,

the linear part of the equation for Γ4 in λ reduces to a first-order inhomogeneous
equation,

∂Γ
(1)
4

∂t
+
∂

∂t

[
ln
(
a3uk1uk2uk3uk4

)]
Γ

(1)
4 = iλ. (4.35)

87



Its general solution is

Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4) =

c4 + iλ

∫ η

η0

dη′a4(η′)uk1(η′)uk2(η′)uk3(η′)uk4(η′)

a3(η)uk1(η)uk2(η)uk3(η)uk4(η)
, (4.36)

where the constant of integration, c4, should be fixed by the requirement that the
wave-functional corresponds to the Bunch-Davies state. To find the correct choice
for this constant, we again consider the behaviour of Γ4 when all of the wavelengths
are much smaller that the size of the horizon. In this limit, where kiη → −∞, we
can replace

a(η)uki(η) ≈ eikiη√
2ki

in the solution for Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4). Being able unambiguously to perform the

integral that appears in the solution depends on being able to establish a suitable
iε prescription for the time-integration contour. As one proceeds ever deeper into
the horizon by allowing the initial time to reach further back, we should define this
iε prescription so that the initial contribution to the integral in the solution for Γ

(1)
4

vanishes as η0 → −∞. Once this has been done, if we consider times where the
momenta are still well within the horizon at η — that is, −kiη � 1 — the leading
behaviour that results when performing the integral is

Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4) ≈ c4

a(η)
√

16k1k2k3k4

ei(k1+k2+k3+k4)η
+

a(η)λ

k1 + k2 + k3 + k4

. (4.37)

We now realise that the iε prescription that has successfully suppressed the unwanted
contribution from the positive energy fluctuations as η0 → −∞ would correspond-
ingly lead to an exponential growth of the first term as kiη → −∞. By choosing
c4 = 0, this problem is resolved since the first term has been removed entirely, along
with what would appear to be negative energy oscillations from the perspective of an
observer only able to measure wavelengths much smaller than the size of the horizon.
Thus, the leading part of the quartic function for the Bunch-Davies state is

Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4) =

iλ

∫ η

−∞
dη′a4(η′)uk1(η′)uk2(η′)uk3(η′)uk4(η′)

a3(η)uk1(η)uk2(η)uk3(η)uk4(η)
. (4.38)

Now that we have found the appropriate solution for our state, we can investigate
how it behaves in the opposite limit — it is the set of long wavelength fluctuations
that are relevant for the stochastic description of the theory. For a massless field,
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the integral is once again simple enough to evaluate explicitly,

Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4)

=
iλ

3H

1− iKη − 1

2
K2η2 +

3

2

(
k2

1 + k2
2 + k2

3 + k2
4

)
η2 +

3ik1k2k3k4η
3

K
(1− ik1η)(1− ik2η)(1− ik3η)(1− ik4η)

− λ

3H

(
k3

1 + k3
2 + k3

3 + k3
4

)
η3e−iKη Ei(1,−iKη)

(1− ik1η)(1− ik2η)(1− ik3η)(1− ik4η)
. (4.39)

Here we have abbreviated K ≡ k1+k2+k3+k4 and Ei(1,−iKη) is the standard expo-
nential integral function. The advantage of analysing the theory in the Schrödinger
picture is becoming more apparent — this function, which is the one accompanying
the quartic term in Γ[φ], is completely free from any divergent behaviour in the long
wavelength limit where kiη → 0. The exponential integral diverges logarithmically
when its argument approaches zero,

Ei(1,−iKη) = −γ + ln(−iKη)− iKη +O(K2η2),

but since this only happens when all four of the momenta simultaneously become
small, and since the exponential integral is multiplied by (k3

1 + k3
2 + k3

3 + k3
4)η3, there

are no long wavelength divergences in Γ
(1)
4 .

Later, we shall see that the asymptotic behaviour of this function fixes the drift in
the quantum Fokker-Planck equation and — because they are precisely the same —
the drift in the stochastic Fokker-Planck equation as well. This function is genuinely
produced by the interactions amongst the fields, so it is directly responsible for the
existence of the terms in the Fokker-Planck equation that are associated with the
potential. For this reason, we need to evaluate Γ

(1)
4 in the limit where all of its

momenta have been stretched far outside the horizon, ki < εaH. In this case, the
function approaches a purely imaginary constant,

lim
kiη→0
m=0

Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4) =

i

3

λ

H
+
i

2

λ

H

(
k2

1 + k2
2 + k2

3 + k2
4

)
η2 + · · · . (4.40)

In the opposite limit, where the wavelengths of the fluctuations labelled by ~ki are
all well within the horizon, ki � aH, we see that this function is more and more
suppressed,

lim
kiη→−∞
m=0

Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4) = − λ

H

1

(k1 + k2 + k3 + k4)η
+ · · · . (4.41)

So in a sense, at early times and for short wavelengths the theory assumes a more
and more strongly Gaussian character.

Although the quadratic part of the wave-functional αk(t) also contains parts that
scale as λ, which are the same order in the coupling as the leading behaviour of the
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quartic function Γ4(η;~k1, ~k2, ~k3, ~k4), it turns out that for the purpose of treating the
static solutions of the Fokker-Planck equation it would not be consistent to include
these order λ terms in αk without having also included the order λ2 terms of Γ4 as
well. To understand why this is so, let us consider the static limit of the stochastic
theory where ∂p/∂t = 0. The Fokker-Planck equation then reduces to the equation

N
∂2p

∂ϕ2
+D

∂

∂ϕ

(
∂V

∂ϕ
p(ϕ)

)
= 0, (4.42)

whose general solution is

p(ϕ) = n

[
e−

D
N
V (ϕ) + ce−

D
N
V (ϕ)

∫ ϕ

dϕ′ e
D
N
V (ϕ′)

]
, (4.43)

where n is the normalisation of the probability function. Choosing c = 0, the static
solution for a quartic interaction is

p(ϕ) = ne−
D
N
V (ϕ) =

Γ
(

3
4

)
π

(
λD

6N

)1/4

e−
λD
24N

ϕ4

. (4.44)

The effect of an order λ term in N would only produce an order λ2 effect in the
ratio λD/N . This would be exactly the same order as the next term in the series
expansion of Γ4 contributing to the drift.

It is nonetheless useful at this stage to investigate a little of the asymptotic
behaviour of βk(t) — the order λ part of the quadratic function — at late times,

αk(t) = ᾱk(t) + βk(t) + · · · = −i u̇k(t)
uk(t)

+ βk(t) +O(λ2).

By extracting the order λ terms from the differential equation for α̇k(t), we obtain
a differential equation for βk(t),

∂

∂t

(
u2
ka

3βk
)

= iu2
k

[
a3δm2 + (Z1 − 1)ak2 +

1

2

∫
d3~p

(2π)3
Γ

(1)
4 (t;~k,−~k, ~p,−~p)

]
. (4.45)

Since the integral of the quartic function diverges at short wavelengths, we must
introduce counterterms, δm2 and (Z1 − 1), which were not necessary for computing
the leading behaviour of either αk(t) or Γ4. In a massless theory, we already showed

that Γ
(1)
4 approaches an imaginary constant for long wavelengths, so there are no

divergences in this integral associated with small values of p = ||~p||. The general
solution of this equation is

βk(t) =
1

a3(t)

i

u2
k(t)

{
c2 +

∫ t

dt′ u2
k(t
′)

[
a3(t′)δm2 + (Z1 − 1)a(t′)k2

+
1

2

∫
d3~p

(2π)3
Γ

(1)
4 (t′;~k,−~k, ~p,−~p)

]}
.
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Once again the iε prescription for the Bunch-Davies state, which suppresses the
contribution from the lower end of the time integral associated with fluctuations
that are infinitesimally tiny when compared with the size of the horizon, would
also cause the term proportional to c2 to diverge at early times. The appropriate
choice for this state is c2 = 0. The order λ part of the quadratic function for the
Bunch-Davies state is then

βk(η) =
1

a3(η)

i

u2
k(η)

∫ η

−∞
dη′ u2

k(η
′)

[
a4(η′)δm2 + (Z1 − 1)a2(η′)k2

+
1

2
a(η′)

∫
d3~p

(2π)3
Γ

(1)
4 (η′;~k,−~k, ~p,−~p)

]
, (4.46)

when expressed as a function of the conformal time coordinate.
We now analyse the behaviour of βk(t) at long wavelengths to see that it is well

behaved. Looking at the explicit form for uk(η) for a massless theory, it is clear that
as long as the result of performing the momentum integral in this solution does not
diverge faster than 1/η3, βk(η) will not itself diverge as kη → 0. By rescaling the
momentum ~p by ~pη′, we can express the momentum integral in this solution in terms
of a dimensionless function,∫

d3~p

(2π)3
Γ

(1)
4 (η′;~k,−~k, ~p,−~p) =

1

η′3
λ

3H

∫
d3(~pη′)

(2π)3
Γ̂

(1)
4 (kη′, pη′), (4.47)

where

Γ̂
(1)
4 (kη, pη) =

i+ 2(p+ k)η + i(p2 − 4pk + k2)η2 − 3

2

k2p2η3

(p+ k)

(1− ikη)2(1− ipη)2

−
2
(
p3 + k3

)
η3e−2i(p+k)η Ei(1,−2i(p+ k)η)

(1− ikη)2(1− ipη)2
(4.48)

is the dimensionless quantity. Since Γ
(1)
4 behaves well at long wavelengths, it cannot

diverge as kη′ → 0 which in turn means that its integral cannot diverge faster than
the 1/η′3 factor that we have already extracted. In fact, the leading 1/η′3 scaling has
the same power as a mass term. For a massless theory, this term should be absent, as
can be arranged — depending on the regularization scheme being used — through
a suitable choice for δm2. Therefore, in a massless theory βk(η) should vanish as
kη → 0.

4.5 The quantum Fokker-Planck equation

We are ready to use what we have learned to derive a quantum version of the Fokker-
Planck equation. To do so, we must solve for the evolution of the diagonal part of the
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density matrix for the Bunch-Davies state, P [φ] = Ψ[φ]Ψ∗[φ], and from it derive the
evolution of the density matrix for the coarsely grained version of the theory, PΩ[φL].
The latter is the density matrix obtained by integrating out the short wavelength
fluctuations,

PΩ[φL] ≡
∫
S

Dφ~p P [φ] =

∫
p≥εaH
Dφ~p P [φ]. (4.49)

The time derivative of PΩ[φL] will then produce the quantum version of the Fokker-
Planck equation that we are seeking. One subtlety that occurs in this effective theory,
and which does not usually happen in most standard effective field theories, is that
in taking the time derivative of PΩ[φL] we must also include the time dependence
that occurs in the boundary, εaH, dividing the long wavelength fluctuations that we
must keep from the short wavelength ones that we remove.

The important idea here is to match between the two theories. This step allows
us to express the functions inside the density matrix of the effective theory in terms
of those of the original theory. We can then use the Schrödinger equation of the
full theory to compute the time derivative of PΩ[φL] directly. In terms of the wave-
functional Ψ[φ] for the Bunch-Davies state, the diagonal part of its density matrix
is

P [φ] = Ψ[φ]Ψ∗[φ] = |N |2e−a3[Γ[φ]+Γ∗[φ]]. (4.50)

The first step in the matching process is to define an analogous expansion for the
density matrix of the effective theory,

PΩ[φL] = |NΩ|2e−a
3[ΓΩ[φL]+Γ∗Ω[φL]], (4.51)

where

ΓΩ[φL] =
∞∑
n=2

1

n!

∫
L

d3k1

(2π)3
· · · d

3kn
(2π)3

(2π)3δ3(~k1+· · ·+~kn) ΓΩ,n(t;~k1, . . . , ~kn)φ~k1
· · ·φ~kn ,

(4.52)
together with its own normalisation NΩ which satisfies the condition∫

L

Dφ~k P [φL] = 1. (4.53)

In order to calculate the density matrix of the effective theory, it is helpful to
separate the full density matrix into three factors,

P [φ] = |N |2e−a3[Γ+Γ∗] = |N |2e−a3[ΓL+Γ∗L]e−a
3[Γ0+Γ∗0]e−a

3[δΓS+δΓ∗S ], (4.54)

which we have expressed through an equivalent separation of Γ[φL, φS] into three
terms: one that only includes the long wavelength modes,

ΓL[φL] =
∞∑
n=2

1

n!

∫
L

d3~k1

(2π)3
· · · d

3~kn
(2π)3

(2π)3δ3(~k1 + · · ·+ ~kn)φ~k1
· · ·φ~knΓn(~k1, . . . , ~kn)

(4.55)
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one that is quadratic in the short wavelength modes and zeroth order in λ,

Γ0[φS] =
1

2

∫
S

d3~p

(2π)3
φ~pφ−~pᾱp, (4.56)

and a final term that collects everything else,

δΓS[φL, φS] =
1

2

∫
S

d3~p

(2π)3
φ~pφ−~p

(
αp − ᾱp

)
+
∞∑
n=4

1

n!

∫
6L

d3~p1

(2π)3
· · · d

3~pn
(2π)3

(2π)3δ3(~p1 + · · ·+ ~pn)

×φ~p1 · · ·φ~pnΓn(~p1, . . . , ~pn). (4.57)

Here the notation 6L means that at least one of the momentum integrals is over just
the short wavelength modes; integrals over long wavelengths can appear in this term
too.

Integrating out the short wavelength fluctuations of the fields is done the most
straightforwardly by further separating the purely noninteracting part of the density
matrix for the short-distance degrees of freedom from the rest, defining in the process

P0[φS] ≡ |N0| exp

{
−1

2
a3

∫
S

d3~p

(2π)3
φ~pφ−~p

(
ᾱp + ᾱ∗p

)}
,

∫
S

Dφ~p P0[φS] = 1, (4.58)

and working perturbatively in the coupling. Since we are only evaluating the coarse-
grained density matrix PΩ[φL] to linear order in λ, we can afford to be a little sloppy
and move the effect of integrating the δΓS term directly into the exponent,

PΩ[φL] = |N |2e−a3[ΓL+Γ∗L]

∫
S

Dφ~p e−a
3[Γ0+Γ∗0]e−a

3[δΓS+δΓ∗S ]

=
|N |2

|N0|2
e−a

3[ΓL+Γ∗L]

∫
S

Dφ~p P0[φS]
[
1− a3[δΓS + δΓ∗S] + · · ·

]
=
|N |2

|N0|2
e−a

3[ΓL+Γ∗L]

[
1− a3

∫
S

Dφ~p P0[δΓS + δΓ∗S] + · · ·
]

=
|N |2

|N0|2
e−a

3[ΓL+Γ∗L]−a3
∫
S Dφ~p P0[δΓS+δΓ∗S ] +O(λ2). (4.59)

The exponent is not quite yet meant to be identified with −a3[ΓΩ + Γ∗Ω], as it also
contains contributions to the normalisation of the coarse-grained density matrix.
These contributions are easily recognised since they do not contain any factors of the
field, φ~k, and they are accompanied by the usual infinite factor (2π)3 δ3(~0) associated
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with the infinite spatial volume. When we perform9 the functional integrals that
occur in the exponent, we obtain

ΓΩ[φL]− a−3δN

= ΓL[φL] +

∫
S

Dφ~p P0[φS] δΓS[φL, φS] +O(λ2)

=
1

2

∫
L

d3~k

(2π)3
φ~kφ−~k

[
αk +

1

2

1

a3

∫
S

d3~p

(2π)3

1

ᾱp + ᾱ∗p
Γ

(1)
4 (~k,−~k, ~p,−~p)

]
+

1

4!

∫
L

d3~k1

(2π)3

d3~k2

(2π)3

d3~k3

(2π)3

d3~k4

(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1

φ~k2
φ~k3

φ~k4
Γ

(1)
4 (~k1, ~k2, ~k3, ~k4)

+
1

2

1

a3
(2π)3δ3(~0)

∫
S

d3~p

(2π)3

1

ᾱp + ᾱ∗p

[
βp +

1

4

1

a3

∫
S

d3~p′

(2π)3

1

ᾱp′ + ᾱ∗p′
Γ

(1)
4 (~p,−~p, ~p′,−~p′)

]
+O(λ2). (4.60)

Matching the terms with two, four, or no factors of the field φ~k produces the following
functions that describe the evolution of the coarse-grained density matrix,

αΩ,k ≡ ΓΩ,2(t;~k,−~k) = ᾱk + βk +
1

2

1

a3

∫
S

d3~p

(2π)3

1

ᾱp + ᾱ∗p
Γ

(1)
4 (t;~k,−~k, ~p,−~p) +O(λ2)

ΓΩ,4(t;~k1, ~k2, ~k3, ~k4) = Γ
(1)
4 (t;~k1, ~k2, ~k3, ~k4) +O(λ2), (4.61)

and

δN = −1

2
(2π)3δ3(~0)

∫
S

d3~p

(2π)3

1

ᾱp + ᾱ∗p

[
βp +

1

4

1

a3

∫
S

d3~p′

(2π)3

1

ᾱp′ + ᾱ∗p′
Γ

(1)
4 (~p,−~p, ~p′,−~p′)

]
+O(λ2), (4.62)

where the normalisation of the density matrix of the effective theory is

|NΩ|2 =
|N |2

|N0|2
eδN+δN∗ . (4.63)

The density matrix of the coarsely grained theory now inherits its time depen-
dence directly from the original theory. For example, the time derivative of the

9We only require terms up to the quadratic order for which the following integrals are sufficient,∫
S

Dφ~p φ~p1
φ~p2

P0[φS ] =
1

a3
1

ᾱp1 + ᾱ∗p1

(2π)3δ3(~p1 + ~p2)∫
S

Dφ~p φ~p1
φ~p2

φ~p3
φ~p4

P0[φS ] =
1

a6
(2π)3δ3(~p1 + ~p2)

ᾱp1
+ ᾱ∗p1

(2π)3δ3(~p3 + ~p4)

ᾱp3
+ ᾱ∗p3

+
1

a6
(2π)3δ3(~p1 + ~p3)

ᾱp1
+ ᾱ∗p1

(2π)3δ3(~p2 + ~p4)

ᾱp2
+ ᾱ∗p2

+
1

a6
(2π)3δ3(~p1 + ~p4)

ᾱp1
+ ᾱ∗p1

(2π)3δ3(~p2 + ~p3)

ᾱp2
+ ᾱ∗p2

.
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leading parts of αΩ,k follows from how αk(t) and Γ
(1)
4 evolve,

∂αΩ,k

∂t
+ 3

ȧ

a
αΩ,k = −iα2

Ω,k +
i

2

1

a3

∫
L

d3~k′

(2π)3
Γ

(1)
4 (t;~k,−~k,~k′,−~k′)

+
1

2

1

a3

∫
∂S

d3~p

(2π)3

1

ᾱp + ᾱ∗p
Γ

(1)
4 (t;~k,−~k, ~p,−~p)

+i

{
m2 +

k2

a2
+

1

2

λ

a3

∫
S

d3~p

(2π)3

1

ᾱp + ᾱ∗p

}
+ · · · . (4.64)

The terms on the first line are all expressed in terms of the functions of the effective
theory. Those appearing on the third line are purely imaginary and cancel within
the combinations of αΩ,k(t) + α∗Ω,k(t) that occur in the density matrix. The only
unfamiliar term is the one on the second line. It arises because when we truncate
the momenta, k ≤ εa(t)H, the limit of the truncated integral is also time dependent.
Introducing this boundary as a step function, its time derivative only contributes at
the boundary. This has been denoted about with the following notation,∫

∂L

d3~k

(2π)3
f(~k) ≡

∫
d3~k

(2π)3
f(~k)

∂

∂t
Θ(εaH − k)∫

∂S

d3~k

(2π)3
f(~k) ≡

∫
d3~k

(2π)3
f(~k)

∂

∂t
Θ(k − εaH),

where f(~k) is a general function of the momentum.
Combining the appropriate derivative and its complex conjugate, the evolution

of the quadratic structure in PΩ[φL] is summarised by

∂

∂t

[
a3
(
αΩ,k + α∗Ω,k

)]
= −ia3

(
α2

Ω,k − α∗2Ω,k

)
+
i

2

∫
L

d3~k′

(2π)3

[
Γ

(1)
4 (t;~k,−~k,~k′,−~k′)− Γ

(1)∗
4 (t;−~k,~k,−~k′, ~k′)

]
+

1

2

1

a3

∫
∂S

d3~p

(2π)3

1

ᾱp + ᾱ∗p

[
Γ

(1)
4 (t;~k,−~k, ~p,−~p) + Γ

(1)∗
4 (t;~k,−~k, ~p,−~p)

]
+ · · ·(4.65)

to linear order in the coupling. At this order the evolution of the quartic term in
the fields is precisely the same as in the original theory. Finally, the evolution of the
normalisation of the coarsely grained density matrix follows from

ṄΩ

NΩ

+
Ṅ∗Ω
N∗Ω

= − i
2

(2π)3δ3(~0)

∫
L

d3~k

(2π)3

(
αΩ,k − α∗Ω,k

)
+

1

2
(2π)3δ3(~0)

∫
∂L

d3~k

(2π)3
. (4.66)

We are now able to evaluate the time derivative of PΩ[φL] directly,

i
∂PΩ

∂t
=

{
i
ṄΩ

NΩ

+ i
Ṅ∗Ω
N∗Ω
− i ∂

∂t

[
a3
(
ΓΩ + Γ∗Ω

)]}
, (4.67)
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through our knowledge of how each of the functions associated with the original
theory itself evolves. When we do so, we obtain the following expression,

i
∂PΩ

∂t
=

{
−1

2
a3

∫
L

d3~k

(2π)3
φ~kφ−~k

(
α2

Ω,k − α∗2Ω,k

)
− i

2
a3

∫
∂L

d3~k

(2π)3
φ~kφ−~k

(
αΩ,k + α∗Ω,k

)
+

1

4

∫
L

d3~k

(2π)3
φ~kφ−~k

∫
L

d3~k′

(2π)3

[
Γ

(1)
4 (~k,−~k,~k′,−~k′)− Γ

(1)∗
4 (−~k,~k,−~k′, ~k′)

]
− i

4

∫
L

d3~k

(2π)3
φ~kφ−~k

∫
∂S

d3~p

(2π)3

1

ᾱp + ᾱ∗p

[
Γ

(1)
4 (~k,−~k, ~p,−~p) + Γ

(1)∗
4 (−~k,~k,−~p, ~p)

]
− 1

4!
a3

∫
L

d3~k1

(2π)3

d3~k2

(2π)3

d3~k3

(2π)3

d3~k4

(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1
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×
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]
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−
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ᾱ∗k1

+ ᾱ∗k2
+ ᾱ∗k3

+ ᾱ∗k4

]
Γ

(1)∗
4 (−~k1,−~k2,−~k3,−~k4)

]
− i

4!
a3

∫
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(2π)3

d3~k2

(2π)3

d3~k3

(2π)3

d3~k4

(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1

φ~k2
φ~k3

φ~k4

×
[
Γ

(1)
4 (~k1, ~k2, ~k3, ~k4) + Γ

(1)∗
4 (−~k1,−~k2,−~k3,−~k4)

]
+

1

2
(2π)3δ3(~0)

∫
L

d3~k

(2π)3

(
αΩ,k − α∗Ω,k

)
+
i

2
(2π)3δ3(~0)

∫
∂L

d3~k

(2π)3
+O(λ2)

}
PΩ.

(4.68)

This is essentially the Liouville equation for the effective theory. It is also the quan-
tum Fokker-Planck equation, as we shall now show. The first step is to translate
some of these terms into a second functional derivative of PΩ[φL] with the appro-
priate coefficient. For this purpose, the following formula, written for an arbitrary
momentum-dependent coefficient, Fk, is very useful,

1

a3

∫
L

d3~k

(2π)3
Fk
δ2PΩ[φL]

δφ~kδφ−~k
(4.69)

=

{
−(2π)3 δ3(~0)

∫
L

d3~k

(2π)3
Fk
[
αΩ,k(t) + α∗Ω,k(t)

]
+ a3

∫
L

d3~k

(2π)3
φ~kφ−~k Fk

[
αΩ,k(t) + α∗Ω,k(t)

]2
−1

2

∫
L

d3~k

(2π)3
φ~kφ−~k

∫
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d3~k′

(2π)3
Fk′
[
Γ

(1)
4 (t;~k,−~k,~k′,−~k′) + Γ

(1)∗
4 (t;−~k,~k,−~k′, ~k′)

]
+

2

4!
a3

∫
L

d3~k1

(2π)3

d3~k2

(2π)3

d3~k3

(2π)3

d3~k4

(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1
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φ~k4

×
[
Fk1

(
ᾱk1 + ᾱ∗k1

)
+ Fk2

(
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)
+ Fk3

(
ᾱk3 + ᾱ∗k3

)
+ Fk4

(
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×
[
Γ

(1)
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(1)∗
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]
+O(λ2)

}
PΩ[φL].
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When we choose the coefficient function Fk to reproduce the zeroth order structures
in the coarse-grained Liouville equation, and then gather together what remains, we
find that

i
∂PΩ

∂t
= − i

2

∫
∂L

d3~k

(2π)3

1

a3

1

αΩ,k + α∗Ω,k

δ2PΩ

δφ~kδφ−~k
+
i

2

∫
L

d3~k

(2π)3

i

a3

αΩ,k − α∗Ω,k
αΩ,k + α∗Ω,k
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−1

2
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1
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]
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+
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4!
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(2π)3
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ᾱ∗k1

+ ᾱ∗k2
+ ᾱ∗k3

+ ᾱ∗k4
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Γ

(1)
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]
PΩ[φL]

+O(λ2). (4.70)

So far we have not used our knowledge of the explicit behaviour of the functions
αΩ,k and Γ

(1)
4 . In this coarsely grained version of the Liouville equation, it is only

the long wavelength degrees of freedom that appear — all of the momenta are in the
region well outside the horizon, k ≤ εaH. We are then free to replace Γ

(1)
4 with its

asymptotic value, which for a massless field was shown to be

Γ
(1)
4 (η;~k1, ~k2, ~k3, ~k4) =

i

3

λ

H
+O(ε2),

up to corrections suppressed by k2
i η

2 ≤ ε2, which leaves

∂PΩ

∂t
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2
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1

a3

1

αΩ,k + α∗Ω,k
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+

1

2

∫
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2

∫
L

d3~k

(2π)3
φ~kφ−~k

∫
L

d3~k′

(2π)3

[
λ

3H

]
PΩ[φL]
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×
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+
(
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3H

+
(
ᾱk3 + ᾱ∗k3

) λ
3H

+
(
ᾱk4 + ᾱ∗k4

) λ
3H

]
PΩ[φL]

+O(λ2). (4.71)

The reason that we have written the quartic term in this slightly lengthier form
becomes clear when we express it in terms of the coarsely grained potential of the
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effective theory,

VΩ[φL] =
1

4!
λ

∫
L

d3~k1

(2π)3

d3~k2

(2π)3

d3~k3

(2π)3

d3~k4

(2π)3
(2π)3δ3(~k1 + ~k3 + ~k3 + ~k4)φ~k1

φ~k2
φ~k3

φ~k4
.

(4.72)
A general Fokker-Planck drift term would have the form∫
L

d3~k

(2π)3
Dk

δ

δφ~k

[
δVΩ

δφ−~k
PΩ

]
=

1

2
λ

∫
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(2π)3
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− 1
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φ~k4

×
[
(ᾱk1 + ᾱ∗k1
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)Dk2 + (ᾱk3 + ᾱ∗k3

)Dk3 + (ᾱk4 + ᾱ∗k4
)Dk4

]
PΩ

+ · · · . (4.73)

Matching between this general expression and what appears in the Liouville equation
of the effective theory, we conclude that Dk = 1/3H in our theory — the familiar
result.

We have now arrived at the quantum version of the Fokker-Planck equation,
evaluated to linear order in the coupling,

∂PΩ

∂t
=

∫
L

d3~k

(2π)3

{
Nk

δ2PΩ

δφ~kδφ−~k
+

1

3H

δ

δφ~k

[
δVΩ

δφ−~k
PΩ

]}
+ · · · , (4.74)

where the quantum — momentum dependent — noise term is

Nk = −1

2

1

a3

1

αΩ,k + α∗Ω,k

[
∂

∂t
Θ(εaH−k)

]
+

1

2

i

a3

αΩ,k − α∗Ω,k
αΩ,k + α∗Ω,k

Θ(εaH−k)+· · · . (4.75)

In the limit where the wavelengths have all been stretched to be much larger than
the horizon, it is actually only the first of these terms that determines the leading
form of the noise. Recall that the quantum noise Nk and the stochastic noise N are
related by

N =

∫
L

d3~k

(2π)3
Nk

Let us evaluate the stochastic noise at leading order in the coupling by replacing
αΩ,k = ᾱk + · · · and using the explicit form for ᾱk in a massless theory,

ᾱk(η) = iH
k2η2

1− ikη
. (4.76)
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The stochastic noise coefficient is then found to be

N =

∫
d3~k

(2π)3

{
−1

2

1

a3

1

ᾱk + ᾱ∗k

[
∂

∂t
Θ(εaH − k)

]
+

1

2

i

a3

ᾱk − ᾱ∗k
ᾱk + ᾱ∗k

Θ(εaH − k)

}
= εa

H4

8π2

∫ ∞
0

dk

{
1 + k2η2

k
δ(k − εaH)

}
− H3η2

4π2

∫ εaH

0

dk k

=
H3

8π2

(
1 + ε2

)
− H3

8π2
ε2

=
H3

8π2
. (4.77)

In the long wavelength limit, we recover the precisely standard noise term for the
stochastic Fokker-Planck equation,

∂p

∂t
=
H3

8π2

∂2p

∂ϕ2
+

1

3H

∂

∂ϕ

(
∂V

∂ϕ
p(ϕ)

)
, (4.78)

at leading nontrivial order.

4.6 Applications and further refinements of the

stochastic picture

We see that the leading form of the quantum version of the Fokker-Planck equation
for the effective theory of the long wavelength fluctuations exactly generates the
standard Fokker-Planck equation for the stochastic theory. However, now that we
can completely follow the derivation between these two pictures, we can — as in
any effective theory —refine the basic picture further by evaluating the higher order
‘corrections’ that should appear on the stochastic side by deriving their analogues
directly on the quantum side. For example, we can see that the standard noise and
drift,

N(λ) =
H3

8π2
+O(λ) and D(λ) =

1

3H
+O(λ),

are in fact only the first contributions in a perturbative expansion. What are the
forms of the higher order contributions? Are they also free of late-time divergences?
Do other terms appear in the Fokker-Planck equation? These last would be the
analogues of the higher order operators that appear in the effective Lagrangians in
the more familiar applications of effective field theories.

With a means of directly connecting the quantum and stochastic descriptions of
the theory, we can — at least in principle — explore the behaviour in the late-time
limit more fully. In the static limit of the stochastic theory, the probability function
assumes a simple form at leading order in the coupling, e.g. p(ϕ) ∝ e−

λD
24N

ϕ4
for the
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quartic theory. However, as we mentioned in the introduction, the usual interaction-
picture treatments, while consistent with the expectations of the stochastic picture,
have late-time divergences that make the approach to this simple, constant, limit
difficult to see. In the Schrödinger picture, we have an alternative framework for
investigating the behaviour of the quantum theory in this limit. In particular it
would be interesting to learn the explicit time-dependence as the probability function
approaches its static limit [43].

The technique that we have developed here can also be applied to study the
leading behaviour of the stochastic theories associated with other light or massless
fields: multiple interacting scalar fields, gauge fields, or the actual scalar and tensor
fluctuations of inflationary theories. It should be equally instructive to investigate
the probability distribution function, p(t, ϕ(~x)), that is associated with a classical
stochastic field. Such fields are used to describe the long wavelength parts of the
n-point functions of quantum fields that are evaluated at different spatial positions;
these are needed to treat the power spectrum and the non-Gaussianities predicted
by inflation.
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