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Abstract

The advent of new two-dimensional materials, and the ability to create van der
Waals heterostructures has further intensified research interest in graphene. At the
heart of these heterostructures is the proximity effect, where one material syner-
gistically inherits the properties of the material adjacent to it. The capabilities of
graphene can thus be greatly enhanced by tailoring in new properties whilst preserv-
ing its excellent implicit properties. Of considerable interest is the creation of a long
range magnetic order in graphene by means of a magnetic proximity effect from an
adjacent two-dimensional magnet. Such a system has industrial applications in the
field of low power logic and memory devices. It is also of curiosity to scientists as
it harbours novel topological states, and could help understand the manifestation of
phenomena such as magnetism in two dimensions. Here we fabricate devices made
out of heterostructures of graphene and two-dimensional magnets. We characterize
the electronic and magnetic properties of such devices using electronic transport, ca-
pacitance and optics. The majority of efforts have been directed towards creating
clean interfaces, and preserving the magnetic materials, which are extremely chem-
ically sensitive to ambient conditions. We demonstrate the presence of interfacial
physics in these devices that lead to the enhancement in the magnetic order of the
two-dimensional magnet.
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Chapter 1

Van der Waals materials and
heterostructures

One of the greatest hallmarks of physics has been our ability to create desired phys-
ical properties in systems. The world continues to operate precisely because of our
ability to tune material characteristics, elicit the desired response, and harness those
properties to our advantage. The entire semiconductor industry, and the revolution
of computers was made possible due to scientists being able to precisely control the
transport of electrons. Very often, completely distinct regimes of physical properties
are completely inter-dependent, and combine together for important applications. For
example, magnetic resonance imaging scanners in hospitals utilize magnetic fields as
large as 7 Tesla. This large amount of magnetism is achieved via coils made out
of superconducting wires through which a large current is flown. These advances in
superconductivity themselves have been dependent on progress made in the field of
low temperature physics.

A relatively convenient technique to drastically modify the physical properties is
to alter the dimensionality of the system. “Van der Waals” (vdW) materials are one
such system. A vdW material possesses a layered structure, with each layer weakly
bonded to the adjacent one with a vdW attractive force. Thus, vdW materials can
be cleaved down in thickness, until we are left with a sheet that is literally one atom
thin. The confinement of electrons to a two dimensional (2D) plane leads to novel,
emergent physical phenomena.

The first, and the most famed of vdW materials is graphene, a single atom thin
sheet of carbon atoms in a hexagonal arrangement. Graphene is derived by cleaving
down graphite (pencil lead), and has an astonishing range of superlative electrical,
chemical, and mechanical properties. For example, electrons in graphene behave
as massless particles, free to conduct electricity due to the absence of a bandgap.
The natural confinement of electrons to a 2D plane gives rise to the quantum Hall
effect (QHE) under the application of an out of plane magnetic field, which prior to
graphene’s discovery required engineering of quantum wells to create a 2D electron
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gas.

Today, vdW materials harboring all breadths of physics exist. This makes it possi-
ble to study most physical phenomena in the 2D limit. Additionally, we can fabricate
vertical vdW heterostructures of different 2D materials. These vdW heterostructures
allow us to not only study interfacial physics between two materials, but also combine
materials in a synergistic fashion.

In this thesis, chapter 1 is used to motivate the field of vdW materials, and their
heterostructures. Chapter 2 pertains to a project where we grew large area vdW
heterostructures [1]. In chapter 3 we leverage multi-dimensionality and study the
electronic properties of a three dimensional (3D) superstructure grown out of 2D
“fuzzy” graphene along a one dimensional (1D) Si nanowire template[2]. In chapter
4 we motivate the need for creating a vdW heterostructure made out of graphene
and 2D magnets. This project is the bulk of the thesis, and experimental results
are discussed in chapter 5 before concluding the thesis in chapter 6. The author of
this thesis was also involved in the studies of 2D superconductivity. While we do not
discuss that project in great detail here, we refer the interested reader to ref. [3].

We begin here by briefly reviewing the history of graphene and other 2D materials.
We discuss some of the major results from 2D materials that are semiconductors,
superconductors, and magnets. At the end of the chapter, we will motivate the
creation of vdW heterostructures.

1.1 The history of graphene

The history of graphene dates back as far as 1859 when a British chemist, Sir Benjamin
Brodie heated graphite in mixtures of concentrated nitric and sulphuric acids[4]. He
termed the resultant product “graphic acid”, which upon the addition of water in
some cases would create a colloidal solution. He identified the obtained compounds
as having chemical formulae of C11H4O5, C22H2O4, C66H4O11, and he termed the
building block of these compounds the name “graphon”, a new form of carbon, along
with hydrogen and oxygen atoms. It is now believed that what Brodie had managed to
synthesize were crystals of graphite oxide[5]. That is, a structure similar to graphite
but with the layered planes containing hydroxyl and epoxide functional groups in
addition to carbon atoms. (Fig. 1.1b)

It would be over a century before further light on Brodie’s work would be shed.
In 1962, Ulrich Hofmann and Hans-Peter Boehm looked at droplets of graphite-oxide
under a transmission electron microscope (TEM) and identified some of the flakes as
being monolayers of graphene-oxide (Fig. 1.1b). The word “graphene” would not be
coined until 1986 by a team led by Boehm [7]

On the theoretical side, P. R. Wallace calculated in 1947 the band structure of
“a monolayer of graphite”, simply to build towards calculating the band structure of
bulk graphite. Beyond that, graphene was simply a toy model that theorists were
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Figure 1.1: The first study of graphite oxide
(a) Solution of graphite oxide similar to one that Brodie may have observed. (b)

TEM image of ultra-thin graphite oxide flakes as observed by Hofmann and Boehm
in 1962[6]. From [5]

interested in due to parallels between graphene and (2+1)- dimensional quantum elec-
trodynamics. It was widely believed that graphene as a material couldn’t possibly
exist in a stable form, due to the Mermin-Wagner theorem[8, 9]. The theorem argued
that in a perfectly ordered crystal in two dimensions, thermal fluctuations would be
infinitely large and destroy any form of long range order. The conditions required
by the Mermin-Wagner theorem however, are rather strict and quite easy to circum-
vent. For example, in graphene, the slightest of ripples in the structure of suspended
graphene are sufficient to suppress the thermal fluctuations, and make graphene a
stable “nearly perfect” 2D crystal[10].

The major experimental breakthrough in graphene research came in 2004, when
using the scotch tape exfoliation technique, Andre Geim and Konstantin Novoselov
succeeded in isolating and characterizing atomically thin films of carbon atoms[11].
Furthermore, they were able to fabricate electronic devices out of these isolated few
layer graphene flakes and characterize their electrical properties. The technique would
next be extended to single layer graphene[? 12]. The graphene age had begun.

1.2 Two dimensional materials

1.2.1 Graphene

Graphene is a single atom thin sheet of carbon atoms arranged in a honeycomb lattice.
The electrons in graphene as a result, are confined purely to a two dimensional plane
unlike in bulk 3D materials. The band structure of graphene reveals a linear dispersion
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relation with the conduction and valence bands touching at the high symmetry K
and K’ points in the Brillouin zone. In contrast, a traditional bulk semiconductor
has a quadratic dispersion relation, with a non-zero band gap between the conduction
and valence bands.

Ambipolar transport in graphene

Geim and Novoselov’s original paper demonstrated ambipolar transport characteris-
tics in graphene[11]. Their graphene device (like many others that would follow) was
fabricated on a 300 nm thick SiO2 on doped Si substrate (SiO2/Si). The combination
of an insulating oxide along with a doped, conducting Si substrate allows one to use
a capacitive electric field effect to tune graphene’s carrier density. By the application
of a large positive (negative) gate voltage to the Si, the Fermi level can be tuned
such that it lies firmly inside the conduction (valence) band, corresponding to a large
number of electrons (holes) in the graphene. Roughly, the corresponding 3D values of
electron and hole densities that can be achieved this way are ∼ ±1021cm−3. This is
quite incredible. A single graphene device can be tuned to behave similar to highly n
and p doped Silicon, and anything in between. Indeed, by adjusting the gate voltage
such that the Fermi level lies at the charge neutrality point (CNP), i.e. the point at
which the conduction and valance bands touch, Geim and Novoselov demonstrated a
nearly 100 fold increase the device’s resistance[11].

To summarize, the carrier density is a parameter that can:
(1) Be easily tuned in vdW materials by electrostatic gating
(2) Greatly affect the underlying properties of the 2D material

Both of these points were demonstrated in graphene right at the onset.

1.2.2 Hexagonal boron nitride

Hexagonal boron nitride (h-BN) possesses a structure similar to graphene with weakly
vdW bonded atomic sheets with atoms arranged in a honeycomb lattice within a sheet.
Unlike graphene which has identical C atoms, h-BN has distinct B and N atoms in
the A and B (or vice versa) sublattices respectively. An immediate result of this
distinction is that h-BN is a wide band gap insulator with a band gap of ∼ 6 eV.

Due to its atomic flatness, inertness and insulating behavior, h-BN is an ideal
substrate material for graphene [13]. A comparison of the surface of a graphene
device on h-BN (g-BN) vs SiO2/Si (g-Si) was carried out by J. Xue et al.[14]. They
demonstrate (Fig. 1.2 a) through atomic force microscopy (AFM) that the surface
of the g-BN device (rms roughness ∼ 30 pm) was over 7 times smoother than the
g-Si device (∼ 225 pm). Additionally, they map the surface potential by tracking the
spatial variation of the Dirac point energy in the two devices. Due to the roughness of
the SiO2/Si, there exist charge traps in the g-Si device, which lead to surface potential
fluctuations of the order of ±100meV (Fig. 1.2 b). By comparison, the atomically
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flat h-BN surface gives rise to a much smoother surface potential profile on the g-BN
device (Fig. 1.2 c).

Due to the roughness, charge traps and surface potential fluctuations, the mobil-
ities in graphene on SiO2/Si devices are usually limited to ∼ 10,000 cm2/V.s at 2 K.
Mobilities of graphene on h-BN devices on the other hand, are usually greater than
100,000 cm2/V.s.

Boron nitride is also an effective encapsulating material (sandwiching an air sensi-
tive material between 2 flakes of h-BN), a uniform tunnelling barrier due to its atomic
flatness and an excellent gate dielectric material with its dielectric constant of κ ≈ 4.

Figure 1.2: Surface potential mapping of graphene devices on Si and h-BN
(a) Surface roughness from AFM of a graphene device on SiO2/Si (blue) vs h-BN
(orange). Surface potential of graphene device on (b) SiO2/Si and (c) h-BN. Scale

bars are 10 nm. From [14].

1.2.3 2D superconductors

Transition metal dichalcogenides (TMDs) are materials with the crystal formula MX2,
where M is a transition metal atom, and X is a halogen atom[15]. Similar to graphene
and h-BN, TMDs possess a layered vdW structure. Each “monolayer” is actually three
atomic layers thick corresponding to X-M-X planes respectively. Metallic TMDs,
such as 2H-NbSe2 and 2H-TaS2 are known instrinsic superconductors in their bulk
3D form[16, 17]. Here the prefix 2H refers to the stacking arrangement in which the
transition metal atoms in successive monolayers lie on top of one another.

Upon exfoliation, the critical temperature (Tc) of NbSe2 reduces from 7 K in bulk,
to 3 K in the monolayer limit [16, 17, 3]. In TaS2, the opposite trend in observed.
While bulk TaS2 has a Tc of 0.5 K, monolayer TaS2 has an elevated Tc of 3 K[3, 18].
The layer dependence of Tc and the reversal of the trend in the two materials are
intriguing. The trend in NbSe2 could be explained by suppressing Cooper pair forma-
tion due to the reduction of interlayer interactions, and the increased significance of
substrate interactions as the material is thinned down. In TaS2, the repulsive Coulomb
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interaction associated with the Anderson-Morel pseudo-potential is enhanced due to
the 5d orbitals associated with Ta[18]. This particular interaction is quite insignifi-
cant in NbSe2 which could explain the opposite trends in Tc. Another explanation
for the deviation in TaS2 could be qualitatively explained by the competing charge
density wave state that exists in bulk form, and weakens as TaS2 is thinned down[18].

Figure 1.3: Layer dependent superconductivity in TaS2

R-T profiles for three different thicknesses of 2H-TaS2. Inset is an optical image of a
representative device. Scale bar is 4µm From [3]

Another interesting phenomenon common to these 2D superconductors is the ro-
bustness of superconductivity under magnetic fields oriented parallel to the plane of
the material (H||)[16, 17, 3]. Due to the 2D nature of these layers, the electron mo-
menta k are in the in-plane direction. Additionally, crystal symmetries (out-of-plane
mirror symmetry and in-plane inversion symmetry) give rise to an in-plane crystal
field E. Lastly, these materials possess a significant spin orbit interaction due to
the presence of the heavy transition metal atoms. The combination of these factors
results in a large spin orbit field in the out-of-plane direction Hso = λso · (E × k).
The spins of the two electrons that form a Cooper pair are strongly pinned to the up
and down directions due to this large spin orbit field.

Under H||, the mechanism for destruction of superconductivity is Pauli param-
agnetism at a critical field HP . Briefly, H|| increases the energy of the system by a
Zeeman effect ∝ 2µBH

|| where µB is the Bohr magneton. At H|| = HP , this Zeeman
energy exceeds the superconducting gap and destroys superconductivity. In “Ising”
superconductors such as NbSe2 and TaS2 however, the critical field H

||
c2 can be sig-
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nificantly larger than HP because of the large spin orbit field pinning the spins in
the out-of-plane direction. Indeed, we found that H

||
c2 for monolayer TaS2 and NbSe2

were 65.6 T and 43.6 T respectively, in contrast with HP = 5.5 T for both[3].
While the author of this thesis was a part of the team that studied these 2D

superconductors, we will not discuss this subject any further in this thesis. We refer
the reader to ref. [3] for further details on this study. It is quite clear though that
vdW materials make it possible to study conventional 3D physical phenomena in the
2D limit. Additionally, the thickness of the material is a parameter that we can easily
control to tune the properties of the system, such as TC or H

||
c2 as demonstrated here.

1.2.4 2D magnets

Whilst a relatively new field, materials with ferromagnetic order down to the mono-
layer limit have now been demonstrated. Theoretically, the Mermin-Wagner theorem
dictates that diverging thermal fluctuations should destroy any long range order in
isotropic, two-dimensional ferromagnets[9]. Similar to the existence of graphene, an
easy work around exists. If there exists a magnetic anisotropy, these thermal fluctu-
ations can be suppressed[19].

Two 2D magnetic systems were simultaneously reported in 2017: Cr2Ge2Te6 and
CrI3 [19, 20].Cr2Ge2Te6 is a transition metal trichalcogenide (TMTC) where each
“monolayer” is 5 atomic layers thick (Te-Ge-Cr-Ge-Te). Cr atoms are arranged in-
plane in a honeycomb lattice, with the Ge2Te6 ligands oriented perpendicular to the
Cr plane at the centres of the hexagons (Fig. 1.4).CrI3 is a trihalide, with Cr atoms
arranged in a honeycomb lattice in-plane, and octahedrally coordinated to I atoms
(Fig. 1.5a). A monolayer of CrI3 comprises three atomic planes (I-Cr-I) as seen in
Fig. 1.5b.

Figure 1.4: Crystal structure of a monolayer of Cr2Ge2Te6
(a) Side view (b) Top view of a monolayer of Cr2Ge2Te6. Adapted from [21].

Both the studies on Cr2Ge2Te6 and CrI3were conducted using an optical charac-
terization technique called Kerr microscopy, which utilizes the magneto-optic Kerr
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Figure 1.5: Crystal structure of a monolayer of CrI3
(a) Top view and (b) Side view of a CrI3 monolayer. From [20]

effect (MOKE). Briefly, linearly polarized light was shone on the sample’s surface
at a small angle of incidence. The polarization of light reflected from the magnetic
surface is different, and was measured. The difference in the polarization between
the reflected and incident light termed Kerr rotation (θK) is proportional to the sam-
ple’s magnetization to first order. With a sensitivity of 100 , both groups were able to
measure the magnetization of Cr2Ge2Te6 and CrI3 down to the bilayer and monolayer
limit respectively. Those results are discussed briefly here.

Bulk Cr2Ge2Te6 has a Curie temperature (the critical temperature at which a
material spontaneously magnetizes) Tc= 68 K. In bilayer Cr2Ge2Te6 Tcwas lowered
to ∼ 30 K. Similarly, bulk CrI3 has a Tc= 61 K, which reduces to 45 K in the
monolayer limit[20, 22]. The observations reported by B. Huang et al., are illustrated
in Fig. 1.6.

Fig. 1.6a shows that the Kerr rotation for monolayer CrI3 has a hysteretic behavior
as the external magnetic field is varied. This is a tell-tale signature of ferromagnetism
in the 2D monolayer limit. Interestingly, the Kerr signal vanishes to zero over a broad
range of magnetic field values for bilayer CrI3, a signature that bilayer CrI3 is an anti-
ferromagnet(Fig. 1.6b). Trilayer CrI3 reverts back to a ferromagnet (Fig. 1.6c). These
observations of B. Huang et al., indicate that while each layer of CrI3 is ferromagnet-
ically polarized, the adjacent layers themselves have an anti-ferromagnetic coupling
between them. That is, in bilayer CrI3, the top layer is in the (↑↑↑) whilst the bottom
CrI3 layer is in the (↓↓↓) configuration or vice versa[20, 23].

In conclusion, magnetism is yet another example of a physical phenomenon which
exists in 2D. By controlling the layer number of the material, we can control the
critical temperature, as well as the magnetic ground state of the system. Beyond
Cr2Ge2Te6 and CrI3, there is now a broad family of 2D magnets with different mag-
netic ground states (ferromagnets, anti-ferromagnets, helical spin texture, spin glass)
and electrical properties (metallic and insulating)[24]. In this thesis, we will primar-
ily be concerned with three 2D magnets: CrI3, CrSiTe3, and α-RuCl3. CrI3, whose
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Figure 1.6: Ferromagnetism in one, two, three layers of CrI3
Kerr rotation angle versus external magnetic field for (a) Monolayer (b) Bilayer (c)

Trilayer CrI3. Temperature is 5 K. Figure from [20]

magnetic properties were just discussed, is electrically insulating. CrSiTe3 is closely
related to Cr2Ge2Te6 (or CrGeTe3) and is another ferromagnetic insulator with a bulk
Tcof 33 K and an out-of-plane easy axis[25, 26]. α-RuCl3(henceforth referred to as
RuCl3) is electrically insulating, but exhibits multiple phases magnetically. Depend-
ing on the stacking order, RuCl3 undergoes an anti-ferromagnetic transition at a Neel
temperature TN = 14 K (ABC stacking) or 7 K (AB stacking). Above TN , RuCl3 is
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a Kitaev spin liquid, i.e. the spins have an Ising interaction that depends on the
direction of the chemical bond connecting them[27].

1.3 Van der Waals heterostructures

In his visionary 1959 lecture “There’s plenty of room at the bottom”, Richard Feyn-
man poses the question,

“What could we do with layered structures with just the right layers?”

Van der Waals heterostructures are the system that come the closest to achieving
this possibility. We have already seen the broad range of physical properties that
vdW materials harbor. By mixing and matching distinct materials in a chosen de-
sired sequence, we can create superstructures which have synergistic properties. For
example, two monolayers of graphene separated by a 3-4 layer thick h-BN flake give
rise to a novel “beyond CMOS” transistor device with highly non-linear I-V charac-
teristics. This device is discussed in section 1.3.3[28]. Similarly, a solar cell can be
created by combining semiconducting WSe2 and MoS2[29].

Figure 1.7: Van der Waals heterostructures
Stacking vdW heterostructures is similar to stacking different lego blocks layer by

layer. However, vdW stacking allows for lattice mismatches and non zero twist
angles between successive material layers. Figure from [30]
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The “stacking” technique to fabricate vdW heterostructures has several advan-
tages. First, the cleanliness and quality of the vdW heterostructures fabricated this
way is exceptionally high, and on par with molecular beam epitaxy (MBE). However,
unlike MBE, vdW stacking succeeds even when there is a large lattice mismatch in
the constituent vdW materials.

1.3.1 Proximity effects in van der Waals heterostructures

A proximity effect occurs when one vdW material inherits the properties of the ma-
terial next to it, simply by being in close proximity of it. An example of a proximity
effect is when graphene is placed on top of hBN with small to zero misrotation between
the layers. Putting graphene on hBN leads to an electrostatic sublattice potential on
the graphene lattice. This sublattice potential changes the energy of the A and B
sublattices differently, which leads to the opening of a band gap in graphene. This
effect was demonstrated experimentally by three research groups in 2013 [31, 32? ].

There are other proximity effects that have been demonstrated in heterostructures
of graphene. Proximity induced spin orbit coupling (SOC) is achieved by using TMDs
MoS2, WS2, and WSe2[33, 34, 35]. Magnetic proximity effects have been attained
in graphene with the use of non-vdW magnets EuS and YIG[36, 37]. The latter
additionally also induces a proximity SOC, which leads an anomalous Hall resistance
in the graphene devices[37]. These results pertaining to proximity SOC and proximity
magnetism are discussed in more detail later in section 4.2.

1.3.2 Twist angle in van der Waals heterostructures

An extra degree of freedom in such vdW heterostructures is the misrotation “twist
angle” between successive vdW materials. This can drastically alter the properties
of the vdW heterostructure. In a graphene on hBN heterostructure, the twist angle
between graphene and h-BN impacts the long range moiré lattice periodicity and
the resultant superlattice potential (graphene and h-BN have a 2% lattice mismatch
at zero degree twist angle). By controlling the twist angle, this band gap can be
engineered roughly between 8 meV and 25 meV [31].

When two monolayers of graphene are stacked such that the twist angle is pre-
cisely 1.1◦, strong electron-electron correlations drive the system into a phase space
of states that include Mott insulator behavior, unconventional superconductivity, and
unconventional magnetism[38, 39, 40, 41]. Neither of the two constituents that go into
making this superstructure (i.e. graphene) are Mott insulators, or superconductors
or magnets. This very clearly demonstrates how van der Waals heterostructures can
be made such that the end product is greater than the sum of its constituents.
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1.3.3 Graphene-Insulator-Graphene junction

As another example of a vdW heterostructure, the graphene-insulator-graphene (GIG)
junction is discussed. The GIG junction motivated a chemical vapor deposition
(CVD) project which is covered in Chapter 2. The GIG junction comprises of two
monolayers of graphene that are separated by a thin h-BN flake that acts as a tun-
neling barrier[28]. For most optimal tunneling characteristics through the tunnel
barrier, 3 or 4 layers thick h-BN flakes work the best. The graphene-hBN-graphene
GIG junction is connected to a global Si++ back gate, on which a gate voltage Vg

is applied. Additionally, a bias voltage Vb is applied between the bottom and top
graphene electrodes. Thus, by changing both Vb and Vg simultaneously, the chemical
potential (and hence, carrier density) of both graphene electrodes can be tuned.

The device working principle is based on tunneling current between the two
graphene electrodes through the h-BN. In order for tunneling to take place, there
must exist filled states in the top (bottom) graphene and empty states in the bottom
(top) graphene. Additionally, the tunneling process must conserve momentum.

For now, let us focus on tunneling where the two states have matching momentum,
and ignore indirect processes such as phonon assisted tunneling. When the device is
under biased or over biased (Fig. 1.8a and b respectively), only a small number of
states satisfy the momentum conserving tunneling criterion (circled). This results in
a small tunneling current. At a particular bias voltage equal to the chemical potential
difference, a large number of states are available to participate in tunneling (Fig. 1.8c).
At this resonant condition, a large tunneling current results. The calculated I-V
characteristics are shown in Fig. 1.8d. At the resonant condition there is a sharp
maximum in current, leading to non-linear I-V characteristics and negative differential
resistance.

Experimentally, the functionality of this device has been demonstrated by Britnell
et al., using exfoliated vdW crystals[42, 43]. As can be seen in Fig. 1.9, there is
good agreement between theoretical predictions and experimental observations of the
device’s I-V characteristics, at different Vg values. A note with regards to phonon
assisted indirect tunneling: This is a relatively weaker effect, and does not significantly
alter the device characteristics. The effect of this effect is a linear background that is
visible in the experimental data of Fig. 1.9c but is missing in the earlier theoretical
calculation shown in Fig. 1.9a and has since been explicitly confirmed with further
calculations [44].

1.4 Concluding remarks

VdW heterostructures are a powerful system to study novel physical phenomena in
two dimensions. VdW materials exhibiting a broad range of physics exist now, giving
rise to an even larger number of possible heterostructures that can be assembled.
Beyond the sequence of layer by layer materials, the physical properties can be further
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Figure 1.8: Working principle of a GIG junction
Energy bands of the two graphene sheets when the device is (a)Under-biased (b)

Over-biased (c) In resonant condition. (d) Calculated I-V characteristics of device.
At the resonant condition, the current is maximized, leading to a non-linear I-V

profile. Adapted from [28]

Figure 1.9: I-V characteristics of a GIG junction
(a) Theoretical I-V calculations at various back gate voltages (b) Schematic

illustrating structure of device (c) Experimental data observed by Britnell et al.,
[43] Adapted from [43, 44]

engineered by varying the material thickness, proximity effects, tuning carrier density
by means of electrostatic gating, and changing the twist angle between layers. The

23



end result is a large, highly controllable playground of physics at our disposal.
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Chapter 2

Large scale chemical vapor
deposition of van der Waals
heterostructures

The vdW heterostructures discussed in chapter 1 have all been fabricated utilizing
exfoliated flakes that are of length scales ∼10µm. While this creates the highest qual-
ity devices, the technique is not scaleable for technological applications which require
much larger length scales ∼1cm. In this chapter we discuss a project pertaining to
the CVD growth of h-BN on graphene on copper covered surfaces, which would be a
step towards realizing novel devices such as the GIG junction on an industrial length
scale.

2.1 Introduction

A large number of growth studies have been conducted over the past decade for var-
ious 2D materials including graphene and h-BN, with metal substrates being often
employed[45, 46, 47]. The presence of the metal is generally acknowledged to provide
some catalytic activity for the decomposition of the precursor molecules and the sub-
sequent formation of the graphene or h-BN films[48, 49]. Indeed, for single monolayer
of h-BN, this growth mode was elucidated in the early works of Nagashima et al. and
Auwärter et al[50, 51, 52].

For application in electronic devices, thin films of 2D materials must be removed
from those substrates and then transferred onto an insulating material[53, 54]. For
heterostructures, containing thin layers of different materials, the number of steps
needed to build up the structure can be relatively large. Possible contamination
induced by the transfer process, for each transfer step, might then be deleterious
to the electrical properties of the final device[55, 56]. For this reason, a number of
authors have investigated the growth of different 2D layers, one on top of the other,
with the goal of epitaxially forming a heterostructure[57, 58].
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For the case of graphene and h-BN, prior studies have been performed for both
graphene on h-BN and h-BN on graphene[59, 57]. The former is somewhat more
common, since h-BN itself has been demonstrated to be a relatively ideal, insulating
substrate for growth (or transfer) of 2D layers[13]. Nevertheless, some work involving
h-BN on graphene has been reported[60]. In principle, the ability to deposit h-BN
layers on graphene, and then follow that by a subsequent graphene deposition, could
lead to the formation of large-area GIG tunneling junctions that were discussed in
sec. 1.3.3.

2.2 Growth procedure

2.2.1 Graphene growth on Cu

Graphene growth was achieved using atmospheric pressure chemical vapor deposition
(APCVD) on ultra-flat copper substrates. To prepare these substrates, bulk oxygen-
free electronic grade ultra-pure (99.99%) copper rods were used as starting material.
These 30 cm copper rods, 25.4 mm in diameter, were then machined down to 1.2
mm thick slices, using conventional machining tools and single point diamond turning.
Before graphene growth, these substrates were annealed for 8 hours at 1000◦C, in 70
sccm of 2.5 vol % H2/Ar mixture. During the growth process, the substrates were
subsequently annealed at 1050◦C for 1 hour under 186 sccm flow of 2.5 vol % H2/Ar
mixture. 14 sccm of 0.1 vol % CH4/Ar mixture was then introduced for 1.5 hours as
the precursor gas. This procedure has shown to produce large continuous 1 ML thick
graphene domains[61, 62]. The ultra-flat copper substrates used for this process were
shown to have a root mean square surface roughness of 2 nm, resulting in graphene
that is 50 times smoother than graphene obtained on standard 25 µm thick copper
foils[61]. The samples were then characterized using low energy electron diffraction
(LEED) and microscopy tools prior to h-BN growth.

2.2.2 h-BN growth on graphene on Cu

h-BN growth was carried out in a high-vacuum deposition system, with base pressure
of 10−9 Torr. After degassing, the samples were exposed to 10−4 Torr of borazine,
(BH)3(NH)3, for 30 minutes. During borazine exposure, the sample was heated to
temperatures of 900◦C or 1000◦C. As will be discussed later, the surface morphology is
governed by the growth temperature. In brief, the samples prepared at 900◦C mainly
retain the 1-ML-graphene coverage of the starting substrate, as well as forming some
h-BN islands, whereas for the samples prepared at 1000◦C the original graphene is
nearly all converted to a mixed h-BN/graphene (h-BNC) alloy.
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2.3 Characterization techniques

Immediately following borazine exposure, the samples were transferred in situ to
a large area LEED system (Omicron SPECTALEED), which also allowed in-situ
measurement of Auger electron spectroscopy (AES). Further characterization was
performed by removing the samples from the growth system and transferring them
through air to an Elmitech III low-energy electron microscope. This system also
contains a VG Scientific Clam 100 hemispherical analyzer which was employed for
ex-situ AES measurements (5 keV electrons). Additional characterization was per-
formed with a JEOL 2100F transmission electron microscope (TEM) with electron
beam energy of 200 keV, utilizing a GIF Tridiem 863 system for electron energy loss
spectroscopy (EELS) and mapping. Prior to this measurement, the BN/graphene
films were separated from the Cu substrate and transferred onto a TEM grid.

2.3.1 Fingerprinting vdW heterostructures with low energy
electron reflectivity

The main tool we employ to characterize our grown films is a low energy electron
microscope (LEEM)[63]. In LEEM, electrons with energies of 20 keV are excited
from an electron gun. Using electromagnetic fields, these electrons are decelerated to
energies of 0-20 eV, and focused on the sample surface. The reflected “backscattered”
electrons (and not the secondary electrons unlike in scanning electron microscopy)
travel back through the electromagnetic lenses and are picked up by the detector.
Because of the low energies of the electrons involved, LEEM is a powerful surface
sensitive technique. Additionally, by continuously acquiring a series of images as
the electron energy is changed from 0 to 20 eV, we can extract a low energy electron
reflectivity (LEER) spectrum. LEER spectra provide a unique fingerprint of the local
electronic structure of the surface being probed, thereby yielding chemical information
about the surface composition[64].

As an illustration, LEER spectra obtained from different surfaces that have been
recently studied are shown in Fig. 2.1. All of these surfaces are described in detail in
separate publications[65, 66]. Figs. 2.1(a) - 2.1(c), are from an earlier study of h-BN
on epitaxial graphene on SiC[66]. For the first two spectra, acquired from 1 and 2
monolayers of graphene, they reveal one or two distinct minima, respectively, in the
low energy range of 0 – 5 eV. Such spectra for epitaxial graphene are well understood
based on recent studies[67, 68, 69]. The reflectivity minima arise from interlayer
states, which are plane-wave type states that form in the spaces between graphene
layers. In general n layers of a 2D material will have n− 1 spaces between the layers.
Hence, combinations of interlayer states are formed and these lead to n − 1 minima
in a LEER spectrum. For the specific case of epitaxial graphene on SiC, there is an
additional underlying graphene-like layer on the surface, the so-called buffer layer[70].
An interlayer state is also formed between that layer and the graphene ones above.
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Hence each minimum in the LEER spectra corresponds to one graphene layer, as first
deduced by Hibino et al.[69].

Figure 2.1: LEER spectra for graphene and h-BN films
LEER spectra for combinations of 1 ML graphene, 2 ML graphene, and 1 ML h-BN
on different substrates, as labeled. Panels (a)-(d) are on SiC. Panels (e)-(i) are on

metallic substrates.

When h-BN is present on the surface, then the situation changes. The inter-
layer states and associated reflectivity minima still exist in the 0 – 5 eV range from
graphene. Additionally, the h-BN produces an additional minimum located at 8 –
9 eV. This additional minimum is formed from a specific band structure feature of
the h-BN that, again, is well understood based on recent work[65, 66]. This feature
can be seen in Fig. 2.1(c), as well as Figs. 2.1(g) and 2.1(h) for h-BN on Ni and
Cu, respectively, and it permits identification of h-BN on the surface (In Figs 2.1(g)
and 2.1(h), a very small oscillation in the reflectivity is also apparent at about 4 eV,
and, like the minimum at 8 – 9 eV, this small feature is also characteristic of the
h-BN)[65].

Now considering the situation when graphene or h-BN resides directly on a metal
surface, then as previously discussed, an interlayer state can form between the 2D
layer and the surface so long as the separation between the two is sufficiently large,
>∼ 3Å[68]. The energy of this interlayer state varies inversely with the separation.
For single-layer graphene on Cu(111) and Cu(100) surfaces, as seen in Figs. 2.1(e)
and 2.1(f), the broad minima centered at about 6 eV arise from this interlayer state.
For Fig. 2.1(d), with 2 ML of graphene, the dominant feature is simply the distinct
interlayer state arising from the space between the two graphene layers, and the
underlying interlayer state (from the graphene-Cu space) is scarcely visible. Finally,
for Fig 2.1(f) an additional feature is visible, a plateau extending from about 0 – 4
eV. This feature arises from the band structure of the underlying Cu(100) substrate,
which has a bandgap in its energy spectrum for electrons propagating in the (100)
direction.
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2.4 Results

2.4.1 Graphene on Cu samples

Typical LEEM and LEER results obtained from the surface after APCVD of graphene
are shown in Fig. 2.2. The LEEM image of Fig. 2.2(a) reveals predominantly bright
contrast, with a fine array of stripes extending over the entire surface. Such stripes
are known to arise from faceting of the metal surface underlying the graphene, having
been reported previously for Cu(100) surfaces[68, 71]. The facets arise because the
surface normal vector happens to be slightly different than some particular low-index
face, which is not surprising in our case since a low-index crystal face in the starting
rod of material is not expected to be precisely aligned along the rod direction. Hence,
during the APCVD growth of graphene, the underlying Cu surface adopts a faceted
orientation, e.g. for a face that is vicinal to (100) it forms (100) and (410) facets[71].

Figure 2.2: Low energy electron characterization of APCVD-grown graphene on Cu
(a) LEEM image of APCVD-grown graphene on Cu, acquired with sample voltage
of 3.5 V. (b) Reflectivity spectra, extracted from the points indicated in the image.
The ∆W values list the work function difference between the corresponding surface

location and the LEEM electron emitter.

The LEER spectra of Fig. 2.2(b) allow us to draw some qualitative conclusions
about the Cu orientation. Most of the surface is seen to be covered with a single
monolayer of graphene, as is apparent from the single broad minimum (centered
near 7 eV) seen in spectra A and B. (The data of Fig. 2.1(e) is from a separate
location on the same sample, and shows the same broad minimum). A similar broad
minimum has been seen in prior studies for graphene on a Cu surface with known
(111) orientation[68]. In contrast, as shown in Fig. 2.1(f), a Cu(100) surface has a
plateau in the reflectivity over 0 – 4 eV, a feature that is clearly not evident in the
spectra of Fig. 2.2(b)[68]. On this basis, we can be confident that the surface does
not contain (100)-oriented facets, and its behavior is similar to that seen previously
for (111) facets, but no further conclusions can be drawn concerning the precise
orientation of the Cu.
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A notable feature in the LEEM image of Fig. 2.2(a) is the wide, dark strip ex-
tending nearly horizontally across the surface area. LEER spectra of this area, shown
by C and D of Fig. 2.2(b), reveal the characteristic minimum near 2 eV associated
with a single interlayer state between two graphene layers. Hence, this area of the
surface is covered with two ML of graphene. We also commonly observe 2-ML areas
on the surface in the form of hexagonal areas, as revealed in the additional LEEM
images presented below. Another feature that is apparent in the LEEM images are
the somewhat irregular dark lines (appearing as “cracks”) extending over the surface.
Detailed reflectivity measurements on those regions, E and F of Fig. 2.2(b), reveal 1
ML graphene with spectra very similar to those of A and B. The similarity of their
spectra indicates that these “crack” areas consist, predominantly, of 1 ML graphene.
Two possible origins for these irregular “crack” areas can be envisioned: they might
be a grain boundary of the Cu substrate beneath them, or that they might arise from
grain boundaries of the graphene itself. The former possibility can be excluded by
further consideration of the images. A change in grain orientation of the metal sub-
strate is invariably accompanied by the change in contrast in the LEEM image over
the entire grain (not just at the boundary)[68]. Hence, it appears that these “crack”
features arise from grain boundaries of the 1-ML graphene film.

Figure 2.3: AFM image of as grown graphene on Cu
10x10 µm2 AFM image of as-grown graphene on Cu. Surface height is shown by a
color scale (dark to bright) with a range of 50 nm. Faceting of the surface is clearly

seen, with the facets extending along an in-plane direction of about 20◦

counter-clockwise from vertical. Narrow, bright lines that cross the facets are also
apparent, and are attributed to grain boundaries in the graphene.
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The occurrence of grain boundaries in the graphene, as well as faceting of the
underlying copper are further confirmed by examining the sample with AFM. The
AFM image in Fig. 2.3 clearly shows the facets of the Cu surface underlying the
graphene, and it also shows a network of narrow lines, ∼50 nm in width, most of
which are nearly horizontal in this particular image. We associate these lines with
the same grain boundaries seen in the LEEM images. The AFM image clearly reveals
that the Cu facets are continuous in terms of both in-plane direction and out-of-plane
surface orientation when one of the grain boundaries is crossed. Such continuity is
not expected if the boundaries arise from grain boundaries in the underlying copper,
which would in general lead to different in-plane and out-of-plane facet orientations
on either side of the boundary. Hence, we confidently assign the boundaries to grain
boundaries in the graphene layer itself.

Returning to spectra E and F of Fig. 2.2(b), we note that their transition to unity
reflectivity, for energies below 0 eV, is much more gradual than for spectra A and
B. This type of gradual transition is a signature of a surface area having larger work
function than the surrounding areas[72]. Based on the method described in [1], we
calculate ∆W , the work function difference between the electron emitter and the
specific point on the surface. We see that on average, the work function of the 2-ML
graphene areas are very slightly higher than those of the 1-ML areas, and the work
function of the graphene domain boundaries are higher still.

The precision in the relative work function determination is ±0.01 eV for sharp
transitions to unity reflectivity, and ±0.05 eV for gradual transitions. Inhomogeneity
in the energies of incident electrons, arising from either detailed lens alignments or
stray electric fields within the LEEM can give rise to an error as large as ±0.10 eV ,
which is visible in Fig. 2.2b between points A and B. We eliminate effects of such
inhomogeneity by considering values acquired from closely spaced points on the sur-
face. We determine that the work function of the 2-ML graphene is 0.06 ± 0.03 eV
greater than that of the 1-ML graphene, and the work function of the domain bound-
aries in the 1-ML graphene is 0.15± 0.05 eV greater than that for the pristine 1-ML
material. As we shall see, these changes are all relatively small compared to when
h-BN is incorporated into the graphene.

2.4.2 Borazine exposure to graphene surface at 900◦C

Figure 2.4 shows in-situ LEED patterns obtained from an APCVD-grown graphene
sample before and after exposure to borazine, with the sample held at 900◦C during
the 30 minute exposure. Prior to borazine exposure, Fig. 2.4(a), we observe six
symmetric spots shown around a central (0,0) spot. These six spots correspond to
the primary graphene (1,0) reciprocal lattice points. We do not observe any clear
diffraction spots associated with the Cu surface, due to its vicinal nature as discussed
in section 2.4.1.

After borazine exposure, Fig. 2.4(b), we observe the emergence of a circular ring
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Figure 2.4: Electron diffraction patterns before and after borazine exposure
(a) LEED pattern acquired from APCVD-grown graphene sample on Cu. (b) LEED
pattern acquired from the same sample after exposure to borazine at 900◦C. Both
patterns are acquired with electron energy of 100 eV. Small red circles indicate the

(1,0) primary graphene diffraction spots, and the large green circles indicate the
(0,0) origins of the patterns. Solid blue arrows in (b) indicate the streak arising

from the primary h-BN diffraction, and the dashed arrow indicates the streak from
higher order diffraction.

of intensity (labelled by two solid blue arrows) at nearly the same wavevector as the
graphene (1,0) spots. (This diffraction pattern is shifted as a whole slightly upwards
due to an intentional non- zero angle of incidence of the incoming electrons). Such
a ring of intensity is indicative of h-BN, based on previous work conducted on an
SiC substrate[66]. The radius of the ring is nearly the same as the graphene (1,0)
wavevector magnitude because the lattice constants of h-BN and graphene are nearly
identical (1.6% lattice mismatch[57]). The fact that we observe a ring of intensity
instead of a hexagonal pattern with threefold symmetry (that is, six spots alternating
between high and low intensities) implies that the h-BN domains are oriented in a
random rotational distribution.

We also observe another larger circular ring of intensity around the (0,0) spot
arising from rotationally disordered (1,1) diffraction of the h-BN (wavevector radius
of
√

3 times that of the primary diffraction). Similarly, the two distinct diffraction
spots seen along this ring arise from graphene (1,1) diffraction. Several additional
diffraction spots (with wavevectors not equal to those of h-BN or graphene diffraction)
appear in this pattern, presumably from the underlying Cu, but again, such spots
vary from place to place on the sample surface and are difficult to use for determining
surface orientation since they do not, in general, arise from a single low-index crystal
face.

LEEM and LEER results from the 900◦C exposed samples are displayed in Fig. 2.5.
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The LEEM image in Fig. 2.5(a) reveals the underlying copper surface to be nearly
identical to that of the as-grown graphene sample in Fig. 2.2. That is, the majority
of the surface shows a bright contrast with an array of stripes arising from faceting of
the copper surface. The LEER spectra for points A and B in Fig. 2.5(b) reveal 1 ML
of graphene on top of Cu surface, very similar to those of Figs. 2.1(e) and 2.2(b). We
find that the majority of the sample is still covered with 1 ML graphene. In addition,
three 2-ML graphene domains are observed in the image, as revealed by spectra C
and D, with the domains being ∼ 5 µm in extent.

Figure 2.5: LEEM and LEER characterization of a 900◦C borazine exposed sample
(a) LEEM image of graphene sample exposed to borazine at 900◦C, acquired with

sample voltage of 9.0 V. (b) Reflectivity spectra extracted from the points indicated
in the image.

One contrasting feature, unseen in the samples prior to borazine exposure, is the
appearance of a dark contrast “island”, 10 µm in size. Reflectivity spectra from this
island, E and F, reveal a clear minimum near 8 eV, indicative of the band structure
of h-BN as discussed above in connection with Fig. 2.1(g) and 2.1(h). However, we
do not observe any minimum arising from an interlayer state in the 0 – 5 eV range,
demonstrating that we have just a single layer of 2D material on the surface. Hence,
the 1-ML h-BN is grown on top of bare Cu, rather than on top of 1 ML of graphene.
We note that, unlike the areas covered with graphene, we do not observe any faceting
of the copper surface underneath the h-BN. The h-BN coverage seems to inhibit the
faceting of the surface, and suggests that the occurrence of the faceting is dependent
on the coverage of the surface. We also note that the work function of the h-BN area
is found to be ∼ 0.6 eV larger than that of the surrounding graphene.

Another subtle difference from the as-grown graphene samples has to do with the
set of dark “cracks” in the LEEM image. For the as-grown graphene samples in
Fig. 2.2, we found that these areas consisted of domain boundaries in the graphene
film, but with LEER spectra still characteristic of single ML graphene. In these 900◦C
exposed samples, however, the LEER spectra G and H are significantly different. Most
notably, there is not a broad minimum near 6 eV as was seen in the 1 ML graphene
areas. There is a minimum found at 8 eV, but this minimum is shallower than what
was obtained from h-BN covered regions. In fact, the LEER spectrum appears to be
a superposition of the reflectivity spectrum from that of graphene and h-BN, which
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could suggest an h-BNC alloy mixture on the surface. Additionally, the observed
work functions of these apparent h-BNC areas are intermediate between the h-BN
and the graphene. The absence of an interlayer state in the 0-5 eV range implies
that this layer is 1 ML thick. Further results from characterization of surfaces held
at 1000◦C during borazine exposure as well as from AES and EELS measurements
discussed later, support this identification of h-BNC alloy formation on the surface.

2.4.3 Borazine exposure to graphene surface at 1000◦C

In-situ LEED patterns obtained from the samples after exposure to borazine at
1000◦C do not show any noticeable difference from the patterns acquired from the
as-grown graphene. Most importantly, unlike the samples exposed to borazine at
900◦C, we do not observe any circular streaks passing near the graphene (1,0) spots.
Neither do we observe any additional hexagonal spots at nearly the same distance
from the (0,0) spot that could have arisen from h-BN. This implies that there are not
any h-BN islands on the surface of these 1000◦C exposed samples, in contrast to the
results for the 900◦C exposed surfaces.

LEEM and LEER data from the 1000◦C exposed samples is shown in Fig. 2.6.
In the LEEM image of Fig. 2.6(a), the majority of the surface exhibits a relatively
dark contrast. LEER spectra obtained from this region, A and B of Fig. 2.6(b),
are consistent with those seen earlier in the 900◦C exposed samples in Fig. 2.5 that
were identified as 1 ML h-BNC alloy. However, in contrast to the 900◦C exposed
samples where this alloy mix was observed only in the narrow crack areas, for the
1000◦C exposed samples such spectra are found over nearly the entire surface. Also,
the copper surface underneath the h-BNC does not show any faceting, which once
again suggests that the faceting is coverage dependent, and is being inhibited by the
presence of BN on the surface.

Figure 2.6: LEEM and LEER characterization of a 1000◦C borazine exposed sample
(a) LEEM image of graphene sample exposed to borazine at 1000◦C, acquired with
sample voltage of 8.0 V. (b) Reflectivity spectra extracted from the points indicated

in the image.

As usual, we observe hexagonal 2-ML graphene domains on the surface (reflectivity
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spectra C, D). In general, these regions covered with 2 ML graphene do not appear to
get modified upon exposure to borazine. Lastly, over a small minority of the surface,
we observe irregular dark voids (points E, F of Fig. 2.6(a)). Reflectivity spectra from
these areas reveal that these regions are relatively featureless, indicative of bare (or
possibly oxidized) Cu. That is, it appears that in these regions the original graphene
has been etched away, possibly due to the presence of hydrogen in the chamber from
the borazine.

2.4.4 Electron energy loss spectroscopy results

We utilize electron energy loss spectroscopy (EELS) and Auger electron spectroscopy
(AES) to quantify the BN coverage of our samples. EELS results from a sample
prepared at 1000◦C are displayed in Figs. 2.7 and 2.8. Figure 2.7(a) shows an image
of the film, lying across a circular aperture of the TEM grid. Selected-area electron
diffraction of this area of the film is shown in Fig. 2.7(b), revealing the hexagonal
pattern of the BN/graphene. Figure 2.8(a) shows an image of another area of the
film. In this case the film is seen to be folded over onto itself. EELS mapping of the B,
C, and N K-edges are displayed in Figs. 2.8(b) – 2.8(d), respectively. All elements are
seen to be present in the film. Quantification of the B and N concentration indicates
a 1:1 stoichiometric mixture, within about ∼10%. Careful examination of the B and
N EELS maps reveals that the elements are inhomogeneously arranged, with domains
of size 0.1 – 0.3 µm that contain little or no BN (these dark-contrast domains are
most clearly seen in the maps of the B, since it has a much larger EELS cross-section
than N does), with the remainder of the film containing more BN. The C content is
seen to be relatively uniform over the film, so that the domains with little or no BN
are essentially pure graphene whereas the areas with significant BN consist of h-BNC
alloy.

2.4.5 Auger electron spectroscopy

Typical AES curves from samples exposed to borazine at 900◦C and 1000◦C are
displayed in Figs 2.9(a) and 2.9(b), respectively. These samples reveal KLL peaks
arising from B, C and N atoms, as well as LMM Cu peaks. The amount of B, C and
N in these samples is estimated from respective peak-peak intensities, comparing to a
reference sample consisting of 0.3 ML of h-BN grown on epitaxial graphene on SiC, as
displayed in Fig. 2.9(c)[65]. It can be seen quite clearly that the B and N intensities in
the latter spectrum are much stronger than those observed in Figs. 2.9(a) and 2.9(b).
By comparing peak ratios in the respective spectra, we find that the ratio of B to N
concentrations in our borazine-exposed samples is 1:1, within our experimental errors
of about ∼10%. Considering the ratio of the BN to the graphene, a concentration
ratio cannot be directly deduced based on comparison to the reference, since that
sample also contains C in the underlying SiC. However, as an estimate, we can use
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Figure 2.7: TEM characterization of h-BN-graphene film
(a) TEM image of h-BN-graphene film, and (b) selected-area electron diffraction

pattern.

just the B:C and N:C intensity ratios from Figs. 2.9(a) and 2.9(b), converting those
to concentration ratios employing tabulated values for the energy dependent relative
elemental sensitivity[73]. In this way, we obtain a BN coverage on both the 900◦C
and 1000◦C exposed samples of ∼ 0.1.

We have also performed in-situ AES measurements on our samples immediately
after borazine exposure. Those spectra reveal an additional prominent feature not
found in the ex-situ spectra, namely, a much stronger B:N concentration ratio (about
6:1) for both the 900◦C and 1000◦C samples. This boron peak intensity was, however,
found to be reduced to 1:1 after the samples were air transferred and then heated in
vacuum to 300◦C for 20 minutes prior to ex-situ AES. We believe the excess boron
seen in the in-situ AES is atomic boron that had dissolved into the bulk of Cu at
the growth temperatures and then precipitated out when the sample was cooled, as
reported in prior work[74]. Since the samples are transferred (and/or stored) in air,
the atomic boron readily oxidizes to volatile boron oxides and then desorbs during
the heating prior to the ex-situ AES measurements.

2.5 Discussion

After atmospheric pressure graphene growth on Cu substrate, we have investigated
the exposure of graphene-on-Cu samples to borazine, in a high vacuum environment.
Depending upon the growth temperature, the BN has been observed to occur either
as isolated h-BN islands (900◦C growth), or in a mixed phase of 1 ML h-BNC alloy
(both 900◦C and 1000◦C growths). The observation of isolated h-BN islands is a
feature that is common for growth on epitaxial graphene on SiC. It has been recently
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Figure 2.8: EELS mapping on h-BN-graphene film
(a) TEM image of graphene/BN film, along with (b) – (d) EELS mapping of B, C,

and N, respectively, of the region indicated by a circle in (a).

determined that for the case of epitaxial graphene on SiC, borazine exposure results
in ∼ 2 µm sized grains of h-BN islands that grow by substituting for the graphene
surface. The carbon atoms in this case are pushed underneath the h-BN, above the
SiC[66]. The growth temperature in this work, 1100◦C, is somewhat higher, which
may play a role in the differing results (especially if the relevant activation energy
barriers are relatively high). In any case, the present results for graphene on copper
are interpreted based on the sequence of reactions depicted in Fig. 2.10.

It has been shown that the catalytic activity of metals such as Cu and Ni plays an
important role in the decomposition of borazine[50, 51, 74]. As a result, we believe
that the decomposition of borazine initiates at graphene domain boundaries, where
it has direct access to the underlying Cu (Fig. 2.10(a)). Once the borazine molecules
decompose on the surface, B and N atoms are available to be substituted for graphene
at these domain boundaries, where substitution is energetically favorable. The onset
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Figure 2.9: Auger characterization of h-BN-graphene films
Ex-situ AES obtained from (a) 900◦C exposed samples, (b) 1000◦C exposed samples

and (c) h-BN film grown on epitaxial graphene on SiC.

of this substitution is shown in Fig. 2.10(b). Hydrogen atoms can desorb and leave
as H2. Fig. 2.10(c) illustrates multiple processes. Firstly, the presence of H atoms on
the surface can facilitate further BN incorporation into the surface layer by etching
away some of the graphene and forming methane[75]. In addition, it has been shown
by Kidambi et al. that in our temperature range, boron also tends to dissolve into
bulk Cu, precipitating out only when cooled down[74]. If needed, the B atoms can
also intercalate into the graphene/Cu interface before dissolving in the bulk Cu[76].
N atoms on the other hand have a low solubility in Cu, which leads to the excess
N atoms on the surface desorbing and leaving the system as N2. We believe that
these processes account for the high 6:1 B:N ratio that is observed in our in-situ AES
measurements, since the nitrogen arises only from the surface whereas there are two
boron sources: directly from the surface and that originating from the bulk Cu. This
scenario is illustrated in Fig. 2.10(d). Once the samples are taken out of high vacuum
and stored in air, the atomic boron, which has precipitated out from the Cu bulk,
readily reacts with oxygen forming highly volatile boron oxides. Hence, we observe a
B:N ratio of nearly 1 in the ex-situ AES measurements.
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Figure 2.10: Schematic view of surface at different stages in the h-BNC growth process
(a) Borazine molecule near a graphene domain boundary. (b) Borazine

decomposition introduces BN at this domain boundary. (c) Additional BN is added
where graphene is etched by H atoms, and B atoms dissolve into bulk of Cu. (d)
Multiple cycles lead to BNC alloy on surface and atomic boron in the bulk of Cu,

which precipitates out after sample is cooled.

While we observe a uniform 1 ML h-BNC coverage for the 1000◦C exposed samples,
the h-BNC alloy is found to be carbon dominated, implying that substitution of C
atoms by BN is very limited. We speculate that this limitation is imposed by the
availability of H atoms on the surface, i.e. those that do not desorb as H2, and can
thus etch the graphene. On the 900◦C exposed samples, the fact that we observe
primarily 1 ML graphene once again suggests that temperature is a crucial factor in
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the growth dynamics. We find isolated µm-size h-BN domains on bare copper, but
not on top of graphene. This observation reiterates the catalytic role of the underlying
copper, and suggests that for h-BN growth, the graphene needs to be etched off by
H atoms first to expose the underlying copper.

2.6 Concluding remarks

A large area growth of a vdW heterostructure of h-BN on graphene was attempted.
The first step was APCVD of graphene on Cu substrates using methane as precursor.
The second step was low pressure CVD of h-BN on graphene on Cu using borazine
as the precursor gas. The APCVD-grown graphene samples on Cu were exposed
to borazine at two different temperatures of 900◦C and 1000◦C. The samples were
characterized using LEED, LEEM, EELS and AES measurements. At 1000◦C, the
surface was modified to yield a ML of h-BNC alloy. At a relatively low temperature
of 900◦C, however, the as-grown graphene retained its 1-ML characteristics over the
majority of the surface. Isolated µm-size h-BN islands formed over a small portion
of the sample surface, and h-BNC alloy was observed near grain boundaries of the
original graphene layer. At neither temperature was h-BN growth observed on top
of graphene (i.e. it only occurred directly on copper), indicating the importance of
copper’s catalytic activity in the growth process.
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Chapter 3

Electron transport in
multi-dimensional fuzzy graphene
nanostructures

3.1 Introduction

As we have shown so far, atomically thin 2D materials posses a range of superla-
tive electronic properties. In addition to electronics, they also posses electrochemi-
cal properties that facilitate applications in sensing, energy conversion, and storage.
For example, graphene’s exceptional surface-area-to-volume ratio (theoretically up to
2630 m2g−1)[77] and catalytically active edges[78, 79] have spurred immense inter-
est in creating three-dimensional (3D) nanostructures for applications in sensing,[80]
energy conversion, and storage.

Efforts to synthesize graphene-based 3D nanostructures have resulted in polycrys-
talline graphene flakes arranged in complex networks[81, 82, 83]. Electron transport
mechanisms in 2D single-crystal graphene films have been extensively studied with
regard to the material’s structure (e.g. edge termination,[84, 85] defect type and
density,[86] crystallinity,[87, 88, 89] flake orientation and layer stacking[39]).

However, the underlying mechanisms cannot be directly extrapolated to polycrys-
talline 3D nanostructures due to the added dimensionality and intricate morphol-
ogy. Thus, integrating a 3D arrangement of graphene flakes into functional electronic
devices and developing a fundamental understanding of electron transport in such
structures at a microscopic level remains an open challenge.

In this chapter, we report on electron transport mechanisms in a new multi-
dimensional graphene-based nanostructure: nanowire templated-3D fuzzy graphene
(NT-3DFG). The synthesis of this novel 3D geometry of free-standing graphene was
recently reported [83]. We will begin by briefly explaining the growth techniques to
synthesize NT-3DFG but refer readers to ref.[83, 2] for detailed step by step descrip-
tions. We will then discuss the structure and composition of NT-3DFG as derived
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from various characterization techniques. Finally, we will report results electrical
transport measurements on isolated NT-3DFG nanowires and discuss the origin of
the observed phenomena.

3.2 Synthesis of NT-3DFG

As a first step, Si nanowires (SiNWs) were synthesized. This was achieved through a
vapour-liquid-solid (VLS) growth process, using Au nanoparticles as catalyst. Briefly,
2 cm x 2 cm square Si wafers with 600 nm thick SiO2 were cleaned and functionalized
with Au nanoparticles by dispersing a colloidal solution on top and letting the solvent
evaporate away. These functionalized substrates were then introduced into a custom
built low pressure CVD system. At a pressure below 1× 10−5 Torr, the sample was
heated to 450◦C and a gaseous mixture of H2 (80 sccm) and SiH4 (20 sccm) was
introduced with P = 40 Torr for 100 min which led to the nucleation and growth of
the SiNWs.

The next step was to synthesize 3D fuzzy graphene on the templated SiNWs.
This was achieved through a plasma enhanced CVD process (PECVD). Two separate
synthesis conditions were investigated with the synthesis temperature either 700◦C
(Condition A) or 1100◦C (Condition B). The templated SiNW substrates were heated
to the synthesis temperature at 0.5 Torr. Once at the synthesis temperature, 50 sccm
of CH4 precursor gas (5% CH4 in Ar) was flown for 10 min. The sample was cooled
down under 100 sccm Ar flow.

3.3 Structure and composition of NT-3DFG

A schematic illustrating what NT-3DFG looks like is shown in fig. 3.1a. The tem-
plated fuzzy graphene is composed of single or few layer free standing graphene flakes.
These flakes form a dense structure surrounding the intrinsic SiNW (i-SiNW) core.

Fig. 3.1(b)-(c) show high resolution transmission electron microscopy (HRTEM)
images of NT-3DFG synthesized under conditions A and B respectively. The i-SiNWs
are conformally coated by carbon. Increasing the synthesis temperature from 700◦C
(Condition A) to 1100◦C (Condition B) increases the graphene flake size and density,
observed through the increase in NT-3DFG diameter from (120 ± 20) nm to (250 ±
20) nm, respectively. We attribute the increase in graphene flake size to the enhanced
nucleation and growth rates as synthesis temperature is increased[90, 91].

Using EELS curves at different points, we conclude that surrounding the i-SiNW
core, there is first a thicker “graphite like” shell. Outside of this graphitic shell, EELS
curves are consistent with graphene, pointing to free standing graphene flakes. In the
case of Condition A, the majority of the radial structure is composed of free-standing
single-layer graphene, with a narrow, sparse graphitic shell proximal to i-SiNW core.
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Figure 3.1: Morphology of NT-3DFG
(a) Schematic representing NT-3DFG composed of free-standing 3DFG flakes on a

SiNW core. Representative HRTEM image of NT-3DFG synthesized under (b)
Condition A and (c) Condition B. Scale bars are 100 nm. Black and white arrows

denote single and multi-layer graphene flakes respectively.

In the case of Condition B, a thicker graphitic shell underneath single-to-few layer
free-standing graphene flakes is observed. Synthesis under Condition B leads to a
higher density of free-standing graphene flakes as well as a thicker graphitic shell
compared to Condition A. Detailed EELS characteristics used to derive these results
are available in fig. 2 of ref. [2].

3.4 Electron transport in NT-3DFG

To probe the electronic transport of NT-3DFG, we performed low-temperature four-
terminal magneto-transport measurements on single NT-3DFG devices. We measured
3 devices each for Conditions A (devices A1, A2 and A3) and B (devices B1, B2, B3).
All devices within a synthesis condition exhibited qualitatively identical behavior;
here we focus our attention on devices A1 and B1 as representative devices for Con-
ditions A and B, respectively (additional devices are presented in the Supplementary
Information of ref. [2]).

We observe that the resistance of single NT-3DFG devices increases monotonically
with decreasing device temperature (fig. 3.2b and fig. 3.2c). The resistance increases
by a factor of 4.7 (0.25 MΩ at 300 K to 1.17 MΩ at 2 K) and 1.4 (18.14 kΩ at 300
K to 26.13 kΩ at 2 K) for devices A1 and B1 respectively. We note that electron
transport in NT-3DFG occurs only through templated fuzzy graphene; no conduction
was observed in i-SiNW devices. We explicitly confirm this by fabricating electronic
devices out of only i-SiNW devices without any NT-3DFG synthesized on them.

We find that the net resistance of NT-3DFG, R(T), can be deconvolved into
individual resistance components: R0, a temperature-independent resistance, and
RV RH , a temperature-dependent resistance. Due to the presence of both free-standing
graphene flakes and a graphitic shell in templated fuzzy graphene, we employ a par-
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Figure 3.2: Electron transport in single NT-3DFG
(a) Optical image of a representative single NT-3DFG device. Scale bar is 5 µm.

Resistance as a function of temperature acquired from single NT-3DFG devices (b)
A1 and (c) B1. Empty red circles and solid black lines denote experimental data
and parallel resistance electron transport model fit, respectively. Insets present

VRH component of the measured four-terminal resistance (empty red circles) and
theoretical VRH resistance determined from the parallel resistance model (black
solid line) as a function of T−0.25 (grey regions denote deviation from proposed

model at low temperatures) (d) Schematic representing the cross section of
NT-3DFG highlighting the origin of R0 and RV RH .

allel resistor model to describe the temperature-dependent transport. A schematic
illustrating this electron conduction mechanism is presented in fig. 3.2d.

Electron transport in graphite exhibits metallic behavior due to the overlap be-
tween the valence and conduction bands[92]. Graphite’s electrical resistivity is weakly
dependent on temperature, whereas our devices show a much stronger temperature
dependence. Therefore, we approximate the resistance contribution from the graphitic
shell R0 as being temperature independent.

The free-standing flakes in templated fuzzy graphene are in contact with each other
along defect-rich edges. Transport in similar disordered graphene structures has been
described by variable-range hopping (VRH) through localized states[93, 94, 95]. The
temperature dependence of VRH leads to a resistance given by:

R
V RH

= R1 e
(T0/T )1/d+1

(3.1)

where, R1, T0 and d are a constant of proportionality, the Mott characteristic
temperature, and the dimensionality of hopping, respectively[96]. We apply the VRH
model along with a parallel resistance to describe the measured four-terminal resis-
tance in NT-3DFG, leading to

R(T ) =
R0 RV RH

R0 + R
V RH

(3.2)
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where R0 is a temperature-independent resistance from the graphitic shell and
RV RH is described by equation 3.1.

Based on a standard regression analysis, we find that 3D VRH (d = 3) best
describes the temperature dependent transport in all NT-3DFG devices measured,
although the quality of fit does not strongly depend on dimensionality (fig. 3.2b,c).
The trend of increasing resistance with decreasing temperatures and successful fits
using equation (3.1) suggests the presence of 3D hopping in the network of free-
standing graphene flakes.

The extracted values for R0 for devices A1 and B1 were 1.71 MΩ and 26.13 kΩ
respectively. These values agree with previously reported resistivity magnitudes for
graphitic structures. The difference in the magnitude of R0 between Conditions A
and B corroborates our conclusions of a sparser graphitic shell around the i-SiNW in
Condition A as compared to Condition B. Additionally, the VRH component of the
measured resistance fits well with the theoretical model down to ∼7 K, below which
other effects such as Coulomb interactions[97] cause deviation from the model defined
by equation (3.2) (inset of fig. 3.2b and fig. 3.2c).

Figure 3.3: Magnetoresistance of single NT-3DFG
Magnetoresistance as a function of applied perpendicular magnetic field acquired

from devices (a) A1 and (b) B1. (c) Magnetoresistance at 9 T as a function of
device temperature. Data is presented as mean ± standard deviation (n = 3).

In the presence of magnetic fields up to ±9 Tesla perpendicular to the length of the
nanowire, NT-3DFG exhibits negative magnetoresistance (MR) at all temperatures
between 2 and 300 K (fig. 3.3a,b). We attribute the observed negative MR to a
VRH-based mechanism in the free-standing graphene flakes.

VRH-based electron transport in the presence of a magnetic field can result in an
anomalously large negative MR due to an orbital quantum interference effect, as first
described by Ioffe and Spivak[98]. Physically, a long-distance hop comprises multiple
parallel paths, each with intermediate scattering sites. In the absence of a magnetic
field, these multiple paths interfere destructively, providing an extra contribution to
the resistance. Introducing a perpendicular magnetic field suppresses this destructive
interference, resulting in a negative MR[98, 99].
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We note that this effect is physically distinct from often cited mechanism of weak
localization[100] which is typically only relevant at low temperatures and low magnetic
fields compared to what we observe in NT-3DFG devices[101, 102].

Although the predicted magnitude of negative MR associated with VRH can be
quite large (up to ∼ 70%)[98], the observed MR is relatively weaker in our devices due
to parallel conduction through the graphitic shell. Furthermore, we find that there
is a distinction in the temperature dependence of the MR between the two synthesis
conditions (fig. 3.3c). While Condition B devices show a progressively stronger nega-
tive MR at lower temperatures, Condition A devices show a maximum magnitude of
negative MR at ≈20 K, below which the MR was observed to become weaker.

To understand this behavior, we consider the monotonic case first. As Condition B
devices are cooled down, the VRH resistance component becomes extremely insulating
relative to the resistance of the graphitic shell (RV RH(2 K) = 1.66 MΩ, RV RH(300
K) = 61.59 kΩ, and R0 = 26.13 kΩ for device B1). The more insulating the VRH
component, the stronger is the negative MR[98]. Hence, the observed negative MR
becomes stronger upon cooling (fig. 3.3c).

In Condition A devices, the resistance is dominated by the VRH mechanism since
R0 is much greater than RV RH over the majority of the measured temperature range
(RV RH(2 K) = 5.05 MΩ, RV RH(300 K) = 30.16 kΩ and R0 = 1.71 MΩ for device
A1). The combined negative MR at 9 T and 300 K from the VRH component is
≈ 1%.

As the temperature is lowered, RV RH (T) increases, increasing the magnitude of
negative MR up to ≈ 3%. However, at the lowest temperatures, RV RH increases to
≈ 5MΩ, larger than the resistance of the graphitic channel R0. Thus, the MR effect
is obscured by the lower resistance path through the graphitic shell. Therefore, there
is an intermediate temperature, T*, for which the negative MR effect is the strongest
in the Condition A devices, as observed near 20 K in fig. 3.3c.

From the total measured MR at 2 K and 9 T for device A1, the VRH component
of resistance is estimated to be RV RH(9 T) ≈ 3.3 MΩ. Although shunting through
the graphitic shell reduces the magnitude of the measured MR, the MR resulting from
pure VRH is expected to be significantly larger, MR(9 T) ≈ (3.3MΩ−5MΩ)/5MΩ =
−34%.

For optimal synthesis conditions, it may be possible to reduce the formation of
the graphitic shell, enabling magnetic field sensing applications with NT-3DFG dom-
inated by VRH.

3.5 Concluding Remarks

We demonstrate synthesis of NT-3DFG, a polycrystalline 3D arrangement of 2D
graphene flakes along a 1D SiNW. Using templated fuzzy graphene as a model, we
establish the underlying electron transport mechanisms in complex multi-dimensional
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graphene based nanostructures. Electron transport in templated fuzzy graphene oc-
curs through parallel channels formed by the graphitic shell (metallic transport) and
the free-standing graphene (VRH-based transport).

In addition, the material exhibits negative MR at all temperatures, irrespective
of flake size and density, which we attribute to a VRH-based interference mechanism
distinct from weak localization. While the observed MR magnitudes are on the order
of -1% to -4%, parallel transport through the graphitic shell suppresses potentially
large negative MR behavior in the free-standing graphene flakes. Our study opens
new avenues for synthesizing and characterizing 3D arrangement of 2D materials to
understand electron transport in multi-dimensional nanostructures.
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Chapter 4

Magnetic proximity effect in
graphene

Graphene’s excellent electrical properties including a high carrier mobility have al-
ready been alluded to. As far as magnetic properties go, graphene is intrinsically
non-magnetic. There are two primary motivations to create a long range magnetic
order in graphene. Firstly from an applications standpoint, having a magnetic system
that possesses excellent electrical properties has applications in spin based logic and
memory devices[103]. Secondly from a fundamental physics standpoint, graphene has
been predicted to host a higher temperature QAHE upon the addition of magnetism
and spin orbit coupling. This chapter discusses the idea of magnetizing graphene via
a proximity effect from a neighbouring vdW magnetic layer.

An obvious technique to magnetize graphene is to dope it with magnetic atoms
such as iron or cobalt[104]. However when adsorbed, these adatoms tend to cluster on
the graphene surface and act as scattering agents for the charge carriers. As a result,
the electrical properties of graphene are severely degraded. An approach is needed to
create magnetic order in graphene that preserves graphene’s electrical properties.

The discovery of 2D vdW magnets and vdW heterostructures provides an alter-
native route towards magnetizing graphene by means of a magnetic proximity effect.
We will discuss this in greater detail in section 4.1.4. But in brief, creating a vdW
heterostructure of graphene and a vdW magnet would lead to (a direct or indirect)
hybridization between graphene’s π orbitals and the proximal transition metal mag-
netic d-orbitals. Prior results between graphene-hBN heterostructures have shown
that such hybridization of graphene’s π orbitals does not compromise graphene’s
electronic properties[31, 32].
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4.1 The quantum anomalous Hall effect

4.1.1 Introduction to the quantum anomalous Hall effect

The quantum anomalous Hall effect (QAHE) is similar to the QHE in that electrons
in bulk surface are localized while dissipation free current is carried along the sample
edges. It is the final piece in the quantum Hall trio, also comprising the quantum
spin Hall effect (QSHE)[105].

The QHE requires the presence of a large out of plane magnetic field. This mag-
netic field causes electrons in the bulk surface of the 2D layer to undergo closed
cyclotron orbits, localizing the electrons. At the edges however, there exists a large,
steep potential barrier between the 2D material and vacuum. The electrons would
require an extremely high energy to overcome this work function in order to escape
the 2D layer. Thus, the electrons reflect off of this large potential and traverse along
the edges of the sample. These edge modes are chiral, in that the directions in which
the electrons traverse (say clockwise) is same for both spin up and spin down elec-
trons, and determined purely by the direction of the external magnetic field. This is
shown in the left panel of fig. 4.1. Since the bottom edge (left propagating electrons)
and top edge (right propagating) are spatially separated by a large distance ∼ µm,
it is highly unlikely that an electron will backscatter. Thus, these edge modes are
protected against backscattering and carry dissipation free current.

The QSHE does not require an external magnetic field. The mechanism of the
QSHE is discussed in more detail in sec. 4.1.3. Briefly, the QSHE requires the presence
of spin orbit coupling (SOC), which is a coupling between an electron’s spin and its
momentum. The QSHE results in edge modes that are helical, that is electrons with
opposite spins traverse along the edges in opposite directions, due to SOC. The QSHE
is thus more susceptible to backscattering if the scattering event flips the spin of an
electron.

The QAHE is similar to the QSHE in that it does not require an external magnetic
field to create a bulk surface gap plus dissipation free edge modes. In addition to
the SOC however, the sample possesses intrinsic magnetic order which breaks spin
degeneracy. Thus, by positioning the Fermi level between the two Zeeman split
spin bands, we can populate only one of the two spin bands. The result is spin
polarized edge modes, whose direction of propogation is determined by the sample
magnetization. Since there exist edge states with a single spin, they thus traverse
in the same direction and are thus protected against backscattering, similar to the
QHE.

The QAHE has now been experimentally realized in thin films of topological
insulators (Bi,Sb)2Te3 that have been precisely doped with Cr or V atoms[106, 107].
The transport signature of the QAHE is shown in Fig. 4.2. At zero external field, the
longitudnal resistance ρxx = 0 and the transverse resistance is quantized: ρxy = ±h/e2
similar to the ν = 1 state in the QHE. A hysteresis loop is present at a coercive field
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Figure 4.1: The quantum Hall trio
From left to right: The QHE, the QSHE, and the QAHE. From [105]

∼ ±1T at which the sample magnetization flips, giving rise to a peak in ρxx and a step
up/down in ρxy. So far, this effect has only been observed at very low temperatures.
The data shown in fig. 4.2 was procured at 25 mK. At higher temperatures, increased
scattering from the magnetic Cr or V dopants makes the QAHE disappear. The Hall
angle defined as θH = arctan(ρxy/ρxx) is 89.99◦ at 25 mK, and shrinks to 30◦ by 2.5
K.

To realize the QAHE at higher temperatures, an approach different from magnetic
impurities is required to introduce magnetism into the system.

Figure 4.2: Experimental observation of the QAHE in V-doped (Bi,Sb)2Te3
ρxx is zero except for peaks at B = ±1 T where the magntization flips. ρxy is

quantized to ±h/e2. Measurement was carried out at 25 mK. From [107]
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4.1.2 Ingredients of the quantum anomalous Hall effect

Before introducing how the QAHE can be realized in graphene, we first introduce
some of the ingredients that go into realizing the QAHE in graphene.

Magnetic exchange field

Let us consider the following system where we place graphene on top of a ferromag-
netic monolayer. We turn on an external magnetic field B. For simplicity, just to
introduce the magnetic exchange, the only exchange interactions we consider are those
that involve one spin on graphene and the other spin on the ferromagnetic monolayer.
We thus write the Hamiltonian for such a system as

Ĥ = −
∑
ij

Jij Si · Sj + gµB
∑
j

Sj ·B (4.1)

where the exchange constants Jij are positive due to ferromagnetism and Si and
Sj indicate spins at sites i and j that are respectively on the ferromagnetic monolayer
and graphene respectively. The first term is the energy associated with a Heisenberg
exchange interaction, and the second term is the Zeeman energy due to the external
magnetic field. We have ignored additional terms that arise from the ferromagnetic
monolayer itself. We have also ignored exchange interactions that involve both spins
being on graphene sites.

We can rewrite the first term by summing over all the sites i. We define an
effective magnetic exchange field (MEF) that spins Sj on graphene experience.

B
MEF

= − 2

gµB

∑
i

Jij Si (4.2)

which means we can rewrite equation 4.1 as

Ĥ = gµB
∑
j

Sj · (BMEF
+ B) (4.3)

Thus, the MEF is a “pseudo magnetic field” that makes it easier to visualize
the effect of a large number of spins from the ferromagnetic monolayer on a single
graphene spin. It has no orbital effects that arise from an electron’s charge such as
Lorentz force scattering.

Spin orbit coupling

We consider two types of spin orbit effects here, namely the Ising SOC and the Rashba
SOC. A third SOC, the Kane-Mele SOC will be introduced in the following section
for graphene.

Ising SOC manifests in systems that have a broken in-plane inversion symmetry,
resulting in an in-plane electric field E. In 2D materials, the electron momentum
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k is naturally in-plane. We know from classical electrodynamics that an electron
travelling with a velocity v in an electric field E experiences a magnetic field

B = −v× E

c2
(4.4)

Thus, for the above system, there exists an effective Ising spin orbit field Bso ∝
(E×k) that points in the out of plane direction. Ising SOC plays the role of pinning
the electron spins perpendicular to the plane of the vdW material. An example of
a material system where Ising SOC is at play is in intrinsic vdW superconductors
NbSe2 and TaS2[16, 17, 3]. In these superconductors, the pinning of electron spins to
the out of plane direction makes superconductivity very robust to in-plane magnetic
fields.

Rashba SOC results from broken out of plane inversion symmetry, such as when
a vdW material is placed on a substrate. This gives rise to an electric field term
E = E ẑ. As a result, Rashba SOC plays the role of canting the electron spins in
the in-plane direction. Thus, the Ising and Rashba SOC effects are competing effects.

4.1.3 Intrinsic spin orbit coupling in graphene

The simple tight binding Hamiltonian for graphene considering nearest neighbour
hopping is given by

Ĥ = −t
∑
<ij>,α

ĉ†iα ĉjα (4.5)

Here t is the hopping amplitude, ĉ†iα (ĉiα) operator creates (destroys) an electron
at site i with spin α. < > denotes that the sum is performed over sites i, j that are
nearest neighbours. Solving this tight binding model for graphene yields the familiar
dispersion relation at the K, K′ points with linear valence and conduction bands
touching: E(q) = ±~vF |q|. These bands are fourfold degenerate because of the spin
(twofold) and valley (twofold) degeneracies.

A spin orbit term that can be added to the Hamiltonian whilst preserving spatial
inversion and time reversal symmetries is the Kane-Mele SOC Hamiltonian[108]

ĤKM = ∆KM

∑
i,α

ĉ†iα(σ̂z τ̂z ŝz) ĉiα (4.6)

σ̂z, τ̂z, ŝz are the usual Pauli matrices. σ̂z = ±1 describes states on graphene’s
A(B) sublattice, τ̂z = ±1 describes states on graphene’s K(K ′) valleys, and ŝz = ± 1
denotes electron spin pointing in the ±Z direction.

σ̂z is odd under parity, but preserves time reversal symmetry. τ̂z is odd under
both parity and time reversal. ŝz is even under parity but odd under time reversal.
As a result, σ̂z τ̂z ŝz preserves both parity and time reversal symmetry.
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Adding this Kane-Mele SOC term to the Hamiltonian opens up a band gap 2∆KM

in the band structure with E(q) = ±
√

(~vF q)2 + ∆2
KM

This energy gap has opposite sign for an electron at K vs K ′ point. Thus, travers-
ing from K to K ′, there is a non-trivial band crossing which is topological in nature,
giving rise to a quantized Hall conducance |σxy| = e2

h
. Similarly, this energy gap has

the opposite sign for electrons with opposite spins. The group velocity vg = 1
~
dE
dk

implies that under an electric field, electrons with opposite spins will travel in the
opposite directions as is illustrated in the middle panel of fig. 4.1. Thus, graphene
implicitly houses the QSHE. Note that this gap is different from what would arise out
of a term that is proportional to σz or sz. These latter ones would open up a trivial
insulating gap by breaking the sublattice or the spin degeneracy respectively.

However, the magnitude of this intrinsic Kane-Mele SOC is quite small ∼ 100µeV .
Additionally, the QSH gap is usually easily reduced or completely erased when graphene
is placed on a substrate. Doing so adds a Rashba SOC term ∝ (s× p).

ĤR = λR
∑

<ij>,αβ

ĉ†iα (σ̂x τ̂z ŝy − σ̂y ŝx) ĉjβ (4.7)

For ∆KM > λR, the QSH gap reduces in magnitude to 2(∆KM − λR), shrinking
to zero for ∆KM < λR[108]. Since the intrinsic SOC gap in graphene is quite small,
advances have been made to open up a stronger SOC gap through artificial techniques.
For the QSHE, Rashba SOC appears to be detrimental by directly competing with
the intrinsic Kane-Mele SOC. In other situations however, it can be helpful, such as
in realizing the QAHE in graphene. We address these points next.

4.1.4 Designing the quantum anomalous Hall effect in graphene

In 2010, Z. Qiao et al., theoretically demonstrated that in the presence of a magnetic
exchange field and Rashba SOC, graphene could be a platform for realizing the QAHE
at a higher temperature[104].

The new Hamiltonian under the presence of both an exchange field and Rashba
SOC is given by

ĤQAH = −t
∑
<ij>,α

ĉ†iα ĉjα + λex
∑
i,α

ĉ†iαŝz ĉiα (4.8)

+λR
∑

<ij>,αβ

ĉ†iα (σ̂x τ̂z ŝy − σ̂y ŝx) ĉjβ

The second term corresponds to a magnetic exchange with an amplitude λex.
Fig. 4.3 illustrates the changes in graphene’s bulk (surface) band structure as a

magnetic exchange field and Rashba SOC are added to the system. In the absence of
either (λex = λR = 0), eq.(4.8) reduces to eq.(4.5). We end up with degenerate spin
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Figure 4.3: Band structure modification of graphene under magnetic exchange and
Rashba SOC

(a) Graphene’s degenerate spin up and spin down bands are first Zeeman split in
energy under magnetic exchange. Adding Rashba SOC mixes the spin bands, that

leads to the opening of a non trivial band gap (b) Calculation of the band structure
of zigzag edged graphene ribbons showing edge states that reside in the surface gap.

Panel b is from [104]

up/down bands at the K/K ′ points (leftmost panel in fig. 4.3a). Adding a magnetic
exchange term (finite λex, λR = 0), lifts the spin degeneracy by lowering (raising) the
energy of the spin down (up) states (middle panel in fig. 4.3a).

Adding Rashba SOC now mixes the spin up/down states, and opens up a band
gap at the K/K ′ points. The band gap is non trivial, with edge states residing in the
energy gap, as calculated by Qiao et al., and shown in fig. 4.3b [104].

The authors calculate the Berry curvature and the Chern number for the system
described by (4.8)

C =
1

2π

∑
n

∫
BZ

d2k Ωn (4.9)

Here Ωn is the Berry curvature for the nth band and the integral is performed
over the entire 1st Brillouin zone. The authors show that the Berry curvature has
peaks with the same sign at the K/K ′ points which gives rise to C = 2[104]. Thus,
if the Fermi level is tuned such that it lies inside the bulk energy gap, the only
contribution to transport arises from the gapless edge states, giving rise to σxx = 0
and σxy = C e2

h
= 2 e

2

h
.

Note that this effect is purely a band structure effect, caused by the simultaneous
presence of a magnetic exchange coupling and Rashba SOC. Unlike the QHE, no
external magnetic field is required to create Landau level quantization. The quantized
edge conduction stems from the topological nature of the bulk surface energy gap.
Thus, graphene is a platform to realize the QAHE.

The authors further suggest an experiment to realize this effect which would in-
volve adsorbing Fe atoms on the surface of graphene. While this system could in
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principle give rise to the Hamiltonian of eqn. (4.8), metal atoms tend to nucleate
into clusters on graphene’s surface. Moreover, similar to the thin films of V- or Cr-
doped topological insulators, the metal atoms would act as scattering agents even at
moderately low temperatures making it difficult to observe the QAHE at higher tem-
peratures. A more promising route towards realizing ĤQAH is to introduce magnetic
exchange and SOC by means of proximity effects. This can be achieved by using both
ferromagnetic and anti-ferromagnetic materials containing heavy atoms.

Proximity coupling to ferromagnets

J. Zhang et al., theoretically study a vdW heterostructure of graphene on a monolayer
of Cr2Ge2Te6 [109]. Cr2Ge2Te6 is a layered vdW ferromagnet that was discussed in
section 1.2.4. Additionally, the presence of heavy Te atoms is promising for introduc-
ing SOC. Due to the Te-Ge-Cr-Ge-Te vertical layered structure of Cr2Ge2Te6(fig. 1.4),
the Te atoms would be the closest to the graphene layer (d = 3.56 Å). The distance
between the C and the magnetic Cr atoms is greater (d = 5.25 Å). Thus, it is aptly
theorized that the magnetic exchange coupling is not a result of direct hybridization
between graphene’s π orbitals and Cr 3d orbitals. Rather the magnetic coupling is
an indirect two step process that is mediated by the Te 5d atoms, which themselves
are slightly spin polarized by Cr[109].

The authors construct a Hamiltonian similar to ĤQAH in (4.8)

Ĥ(g−CGT ) = −t
∑
<ij>,α

ĉ†iα ĉjα + λex
∑
i,α

ĉ†iαŝz ĉiα (4.10)

+ λR
∑

<ij>,αβ

ĉ†iα (σ̂x τ̂z ŝy − σ̂y ŝx) ĉjβ

+∆KM

∑
i,α

ĉ†iα(σ̂z τ̂z ŝz) ĉiα + U
∑
i,α

ĉ†iασ̂z ĉiα

The first three terms are identical to that of (4.8). The authors also include graphene’s
small intrinsic SOC (4th term). The final term is a staggered sublattice potential that
raises (lowers) in energy the A(B) sublattices when graphene is put on a substrate,
opening up a small trivial gap at the K/K ′ points.

The calculations yield a QAH gap of 0.5 meV (6 K), which is 20 times stronger
than graphene’s intrinsic QSH gap. The larger gap also signifies that the QAHE in
this system would be accessible at a temperature that is 20 times higher than the
present 300 mK for doped thin films of topological insulators. The nature of the gap
is qualitatively identical to that discussed in section 4.1.4. Gapless edge states cross
inside the bulk surface energy gap. The Berry curvature has sharp peaks at the K/K ′

points and results in a Chern number C = 2.
Since there is a small mismatch (3%) between the lattice constants of graphene

and Cr2Ge2Te6, the twist angle between the two layers might be an important factor.
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However, the authors predict that the QAHE is more or less independent of this twist
angle between graphene and Cr2Ge2Te6. While the strength of the non trivial band
gap certainly depends on the twist angle, the effect is robust enough that a sizeable
gap is present at all twist angles[109].

Proximity coupling to antiferromagnets

By definition, antiferromagnets possess zero net magnetic moment. Yet, proximity
coupling graphene to an antiferromagnet can lead to a large magnetic exchange cou-
pling. Consider the example of bilayer CrI3 which is an antiferromagnet with two
oppositely aligned ferromagnetic monolayers[20, 23]. When a graphene on bilayer
CrI3 heterostructure is assembled, the ferromagnetic coupling from the top CrI3 layer
will be significantly stronger than that from the bottom CrI3 layer because of sepa-
ration between the relevant layers.

Two theoretical proposals for realizing the QAHE in graphene by coupling to an
antiferromagnetic vdW material have been reported [110, 111]:

(i) graphene on (111) surface of BiFeO3

(ii) graphene on (001) surface of RbMnCl3.

BiFeO3 is an antiferromagnet with a perovskite structure. Fe atoms reside on (111)
atomic planes with alternating (111) planes having oppositely aligned ferromagnetic
orders. Thus, the (111) plane closest to graphene should introduce a ferromagnetic
exchange coupling in graphene. Indeed, the authors calculate a proximity induced
ferromagnetic exchange coupling λex = 70 meV [110]. Proximity Rashba SOC from
BiFeO3 opens up a topological gap δ ≈ 1.1 meV (∼ 12.5 K), which shares the same
characteristics discussed in sections 4.1.4 and 4.1.4 (gapless edge states crossing inside
the bulk gap; C = 2).

RbMnCl3 is similarly another antiferromagnet with Mn atoms on (001) atomic
planes with alternating ferromagnetic order. The authors theorize that putting
graphene on (001) terminated RbMnCl3 spin splits graphene’s π bands by 280 meV[111].
Proximity Rashba SOC opens up a topologically non-trivial gap δ ≈ 1.1 meV (∼
12.5 K) with C = 2.

Thus, both systems have been predicted to house the QAHE that should be visible
at temperatures lower than 12.5 K, 600 times higher than the present experimental
standards.

In summary, three material systems (1 ferromagnetic, 2 antiferromagnetic) have
been theoretically considered and predicted to host a higher temperature QAH state
by coupling to graphene. It should be pointed out that the route proposed by Z.
Qiao et al. [104] in eqn. 4.10 is quite generic and should be realizable by any material
that possesses magnetic order and can induce spin orbit coupling in graphene. The
discovery of a large number of vdW layered magnets, which contain heavy atoms
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provides us with many possible material systems to couple to graphene towards this
goal[24].

4.2 Prior experimental results of proximity effects

in graphene

Some major experimental results studying proximity effect induced magnetic ex-
change coupling and/or SOC are discussed in this section.

4.2.1 Graphene-ferromagnet proximity effects

Graphene-EuS

EuS is a 3D ferromagnetic insulator with Tc = 16 K that crystallizes in a NaCl
structure. P. Wei et al. studied the magnetic exchange field (MEF) induced in
graphene by EuS [36]. They grew monolayer graphene via CVD on copper, which
was then transferred onto an Si substrate. Subsequently, they fabricated a Hall bar
device. Lastly, 3-7 nm thick film of EuS was deposited on the graphene via electron
beam evaporation at 10−8 Torr. The authors measure non-local transport in the
graphene devices to quantify the induced MEF.

Non-local transport involves sourcing a current in one part of the device, and
measuring its voltage response outside of the current channel in another part of the
device. In fig. 4.4c, current I is sourced in a vertical branch 2−6 of a Hall bar, and the
voltage response is being measured in the vertical branch 3− 5. If the length/width
ratio (aspect ratio) of the device is large enough (L/W > 3), then the usual ohmic
charge contribution to the signal that varies as e(−πL/W ) is negligible. By eliminating
the ohmic contribution, more subtle contributions to transport can be detected in
non-local transport.

In the case of graphene (under zero magnetic field), the non-local resistance
RNL = V/I is negligibly small and relatively featureless as the carrier density is
varied (fig. 4.4d). When an out-of-plane magnetic field B is turned on, the spin-up
and spin-down bands are Zeeman split in energy. When the Fermi level lies at charge
neutrality, there is an equal number of electrons (spin-up say) and holes (spin-down)
with opposite spins in the device (fig. 4.4b).

Fig. 4.4c illustrates the transport mechanism under such a scenario. When a
current is sourced in 2 − 6, the electrons and holes are Lorentz scattered by the
magnetic field. These charge carriers are thus deflected into the horizontal channel.
Since an equal population of electrons and holes is travelling in the same direction,
there is a zero net charge current in the horizontal channel. However, the contribution
to the spin current by the two channels is additive, and there is a finite spin current.
This magnetic field assisted generation of a pure spin current from a charge current
has been named the Zeeman spin Hall effect (ZSHE)[112]. At the vertical branch
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3− 5, these electrons and holes are now deflected in the opposite vertical directions,
giving rise to a finite non-local voltage V3−5, which is illustrated in fig. 4.4d. Thus, the
non-local voltage is a sensitive probe of measuring magnetism in graphene systems,
and can be applied to detect proximity induced MEF.

Figure 4.4: Non local transport in graphene Hall bars
(a) Spin degenerate Dirac cones in graphene. Fermi level (black line) is tuned to
charge neutrality point. (b) Applying a magnetic field splits the spin bands and

creates an equal population of spin down holes, and spin up electrons. (c) Schematic
of ZSHE when the bands are aligned as in panel b. (d) A significant non-local
resistance develops at CNP under a magnetic field. Panel d is from ref. [112]

In their graphene-EuS devices, P. Wei et al. observed an onset in the neutrality
point non-local resistance RNL,D as the device was cooled at 16 K, coinciding with
Tc of EuS[36]. Since EuS is an insulator, all features in transport, including any mag-
netic signatures are characteristics of graphene. The authors also measured similar
graphene-AlOx devices as reference, since AlOx is non magnetic.

The authors measure RNL,D vs B for both graphene-EuS and graphene-AlOx

devices (fig. 4.5a). The graphene-AlOx device is relatively featureless, whereas the
g-EuS device undergoes two orders of magnitude increase in RNL,D. By subtracting
the zero field RNL,D, the authors compare RNL,D vs B in the two devices and use it
to extract a MEF vs B which is plotted in fig. 4.5b. At an external field of 4 T , the
exchange coupling between graphene and EuS is ∼ 17 T (2 meV ). Thus, the authors
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demonstrate a significant MEF induced in graphene by EuS.
There are however a few inconsistencies between the authors’ observations and

what we might expect out of an MEF. These measurements are performed at 4.2 K,
below Tc = 16 K of EuS. Thus, even at zero external field, the magnetic moments of
EuS should be polarized, and lead to a non zero MEF. The authors however, do not
see any increase in their non local signal until Bexternal ≈ 1 T and at Bexternal = 0 T ,
they have BZeeman = 0 T .

On the other end of the spectrum, the authors’ observations suggest that the MEF
continues to increase even at Bexternal ≈ 4 T , when the moments of EuS will have
long saturated. By our definition of the MEF in section 4.1.2, this should lead to a
saturation of the MEF. This is clearly not the case, and this inconsistency is not well
understood.

Figure 4.5: Enhanced non local transport in EuS-graphene devices
(a) Non-local resistance at CNP vs magnetic field for EuS-graphene and

AlOx-graphene. The former shows a change in RNL,D that is two orders of
magnitude greater. (b) Extracted value of magnetic exchange coupling vs external

magnetic field. The MEF exceeds 17 T at B = 4 T . From [36]

Even though Eu is a relatively heavy element, there does not appear to be any
proximity induced SOC in graphene. Local resistance measurements vs B indicate a
weak localization peak at B = 0, which is a clear sign of absence of any SOC effects.
The absence of SOC is not yet understood.

Graphene-YIG

Yttrium iron garnet (YIG), chemical formula Y3Fe2(FeO4)3 or Y3Fe5O12 is a 3D fer-
rimagnetic insulator. A ferrimagnet contains magnetic moments pointing in opposite
directions, but in unequal numbers. Due to a high Curie temperature (Tc= 550K),
YIG has magnetic order and can induce ferromagnetic exchange coupling at room
temperatures.

Z. Wang et al. fabricated graphene Hall bar devices on Si and transfered them
onto ∼ 20 nm thick YIG films[37]. A metal top gate was subsequently evaporated
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to tune graphene’s carrier density. The authors observe the anomalous Hall effect
(AHE) in graphene transport at all measured temperatures (Tmax = 250K) as shown
in fig. 4.6. YIG being an insulator does not shunt current away from graphene, and the
transport characteristics are arising solely from the graphene layer. The anomalous
Hall resistance RAHE, linearly rises with magnetic field and saturates at ∼ 230 mT ,
correlated with the saturation field for YIG. The presence of AHE indicates that YIG
induces both a MEF and SOC in graphene.

On the negative side, their anomalous Hall conductivity σAHE ≈ 7 µS ≈ 0.09 ∗
(2e2/h) is over 10 times smaller than the predicted quantized Hall conductivity for
graphene. This is caused due to broadening from disorder that is greater than the
topological band gap δ. This is not surprising, since the quality of device is on par with
graphene on Si devices with mobility µ ∼ 6000 cm2/V.s due to the rough surface of
the 3D YIG. Thus, utilizing 2D magnets and assembling an all vdW heterostructures
with atomically flat layers is a more promising approach towards realizing the QAHE
in graphene.

Figure 4.6: Anomalous Hall effect in graphene-YIG
The anomalous Hall resistance saturates at the saturation field of YIG around

250 mT at all temperatures. From ref. [37]

4.2.2 Graphene-antiferromagnet proximity effects

Two experimental reports coupling graphene to an antiferromagnet exist in literature:
both using RuCl3. These are discussed in this section.
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Magnetic properties of RuCl3

RuCl3 exhibits a rich, complex phase diagram of magnetic order due to compet-
ing magnetic orders. Its Hamiltonian can be approximated as a Kitaev-Heisenberg
Hamiltonian[113]

HKH =
∑
<ij>

(KSmi S
m
j + J Si.Sj) (4.11)

The first term is a ferromagnetic Kitaev coupling term (K < 0) with the super-
script m denoting the component of spins along the direction of the bond connecting
spins Si and Sj. m = 1, 2, 3 corresponds to three different directions in the ab plane,
rotated 120◦ from one another. Clearly, no stable solution exists that satisfies the pure
Kitaev Hamiltonian (J = 0), and the spins are in a state of frustrated magnetic order.
The second term in (4.11) is a Heisenberg exchange term with an antiferromagnetic
coupling (J > 0)[27].

RuCl3 has a honeycomb structure with Ru atoms octahedrally coordinated to Cl
atoms. Each monolayer comprises 3 atomic planes: Cl-Ru-Cl. The monolayers are
stacked in an ABCABC fashion in bulk. However, defects and structural transforma-
tions can change the stacking order to ABAB, which is also stable.

At the lowest temperatures, RuCl3 is a zigzag antiferromagnet with TN= 7 K
(14 K) for ABCABC (ABAB) stacking[27, 114, 115]. The spins are oriented in-
plane, in two opposite directions for alternating zigzag edges. The in-plane magnetic
anisotropy is quite strong, with the zigzag antiferromagnet order persisting beyond
a 9 T magnetic field along the c axis. By contrast, S. Baek et al. demonstrated
quenching the antiferromagnetic order with an in-plane magnetic field of 7.5 T [116].

Graphene-RuCl3

Mashhadi et al., and Zhou et al. have recently reported results on transport in
graphene-RuCl3 devices[117, 118]. Mashhadi et al., fabricated (from top to bot-
tom) hBN-RuCl3-graphene-hBN devices. The first observation is that the devices
exhibit unnaturally low resistances ∼ 5 Ω, about 3 orders of magnitude smaller than
what is expected from graphene. Measuring magneto-transport, the authors observe
Shubnikov-de Haas (SdH) oscillations with two different frequencies, corresponding
to two different hole densities. Hall resistance Rxy has a non-linear behaviour near
B = 0, indicate the simultaneous presence of both electrons and holes, however.

Based on a theoretical model, the authors suggest spin-split hybridization of
graphene’s originally degenerate spin bands with those of RuCl3. Due to the large
work function difference between graphene and RuCl3, the valence bands at the Fermi
level hybridize with the low energy RuCl3 bands that are spin split due to the an-
tiferromagnetic nature of RuCl3. The hybridization gives rise to two distinct Fermi
pockets of spin-up and spin-down holes in graphene, with slightly different sizes, cor-
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responding to hole densities of ∼ (1.75 − 1.85 × 1013) cm−2. The electrons have an
open Fermi countour, hence do not contribute to SdH oscillations[117].

As a function of temperature, the authors notice an upturn in device resistance
around T ∼ 10 K. They also find a peak in the fast Fourier transform (FFT)
amplitude of the SdH oscillations around 7 K. Both of these observations are likely
signatures of the onset of an antiferromagnetic transition at TN . These observations
do not necessarily imply a magnetic order in graphene, and probably result from the
underlying RuCl3 flake.

Zhou et al., fabricated RuCl3-graphene devices on Si. By varying the back gate
voltage, they also observe qualitative behaviour that is consistent with graphene, but
with device resistances ∼ 10 − 50 times smaller in magnitude than expected. The
low resistance on their device is attributed to parallel conduction through layers of
RuCl3 that are at the graphene-RuCl3 interface. While RuCl3 is a Mott insulator,
the large work function difference between graphene and RuCl3 should lead to a large
charge transfer from graphene into RuCl3 near the interface. These extra electrons in
RuCl3 would cause it to become conducting, giving rise to a second transport channel
which would lower the resistance of the device[118].

Hall measurements show positive Rxy (at B > 0) regardless of the gate voltage,
and a nonlinear behaviour near B = 0. This supports the picture of two carrier model
with the dominant carriers being holes due to the work function difference between
graphene and RuCl3. Unlike Mashhadi et al., the authors observe oscillations with
only one period in SdH oscillations. Most notably, in R vs T measurements, they
observe a peak or a peak-dip features that are gate voltage tunable in the range
of 12 − 35 K. Based on early work characterizing electronic transport in magnetic
metals and semiconductors, they attribute the peak (peak-dip) as being a signature
of a ferromagnetic (anti-ferromagnetic) phase transition. We will revisit this later on
in sec. 5.5.

However, once again, these features are likely an indirect result of the underlying
RuCl3 flake as opposed to the onset of a magnetic order in graphene.

4.2.3 Proximity induced spin orbit coupling in graphene

Magneto-transport in graphene-TMD heterostructures

Successful efforts to induce SOC in graphene by proximity effects have utilized vdW
heterostructures of graphene with TMDs: MoS2,WS2, and WSe2. Z. Wang et al.,
demonstrate the presence of SOC using weak antilocalization (WAL) in magneto-
transport measurements[33, 34]. WAL is observed in magneto-conductivity as a sharp,
narrow peak at zero magnetic field and is a clear signature of the presence of SOC.

Encouragingly, Z. Wang et al. observe signatures of proximity induced SOC in a
broad range of graphene-TMD devices. The WAL signature is present in their devices
irrespective of
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i) Thickness of graphene: monolayer, bilayer, trilayer graphene
ii) TMD material: MoS2,WS2, WSe2
iii) Quality of graphene device: µmin ≈ 3, 000 cm2/V.s and µmax ≈ 160, 000 cm2/V.s
iv) Carrier density in graphene

The quality of the cleanest g-WSe2 devices is on par with the highest quality
g-hBN devices[34]. The presence of proximity SOC in trilayer graphene is interesting,
as it is expected that only the bottom graphene layer in contact with the TMD flake
would be significantly modified by proximity interactions. Nonetheless, the proximity
SOC effect will eventually disappear as graphene thickness is continually increased.

The WAL effect observed here is distinct from occasional signatures of WAL in
as-is graphene at intermediate temperature values T ∼ 10 K. Those arise due to
electrons that undergo intra-valley backscattering, picking up a Berry phase = π. In-
deed, the spin-orbit scattering times observed in the graphene-TMD systems is 10-100
times smaller than those in graphene-SiO2 and graphene-hBN systems. Additionally,
the implicit WAL effect does not occur for bilayer graphene, where the Berry phase
is 2π. Thus, the WAL signatures observed in these graphene-TMD systems clearly
point to a proximity induced SOC origin. The authors calculate from their data an
estimated induced Rashba SOC strength λR ≈ 10 meV [34].

While WAL provides a signature for the presence of SOC, it fails to distinguish
between the different types of SOC: Rashba, Kane-Mele, Ising (= λIτzsz). For exam-
ple both the cases {λR = 10 meV, λI = 5 − 6 meV } as well as {λR = 15 meV, λI =
0 meV } provide accurate fits to the experimental data. The strength of Ising SOC
was recently studied by J. Island et al. in bilayer graphene-WSe2 heterostructures
using magneto-capacitance[35].

Magneto-capacitance in graphene-WSe2

J. Island et al. fabricated symmetric WSe2-bilayer graphene-WSe2 dual gated de-
vices, allowing independent control of carrier density n and displacement field D[35].
Using penetration capacitance, they measure the bulk electronic compressibility ∂n/∂µ
where µ is the chemical potential. The electronic compressibility measurements allow
easy visualization of any electronic gaps present in the system.

SOC from WSe2 opens up a non-trivial gapped phase at charge neutrality (D =
0). This gap is different from a conventional band insulator gap that can be opened
by applying an electric field. As the electric field is turned on, the gap associated with
the non-trivial gapped phase closes adiabatically before reopening. The observations
are explained in terms of an Ising SOC term that is induced by the WSe2

Ĥ = ĤBLG + u
∑
i,α

ĉ†iασ̂z ĉiα ± λI
∑
i,α

ĉ†iα(τ̂z ŝz) ĉiα (4.12)

The first term is the Hamiltonian for an unperturbed bilayer graphene system.
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The second term is the potential difference between the top and bottom graphene
layers with u = − d

εBLG
D . Here d = 0.33 nm is the layer separation, and εBLG is the

dielectric constant of bilayer graphene.

The final term is an Ising SOC term that (consistent with 3D inversion symmetry)
has opposite signs for the bottom and top graphene layers. In Bernal stacked bilayer
graphene the layer number and the sublattice are cross linked. Thus the ± sign in
equation 4.12 can be replaced by σ̂z and the Hamiltonian can be rewritten as

Ĥ = ĤBLG + u
∑
i,α

ĉ†iασ̂z ĉiα + λI
∑
i,α

ĉ†iα(σ̂z τ̂z ŝz) ĉiα (4.13)

Now, the final Ising SOC term is identical to the Kane-Mele term that was dis-
cussed in section 4.1.3, but for monolayer graphene[108].

To estimate the strength of λI , the authors apply a perpendicular magnetic field
B⊥ = 5 T and study penetration capacitance in the regime where Landau level physics
become relevant. The zeroth Landau level of bilayer graphene has eight sublevels, due
to sublattice, valley and spin degrees of freedom. This corresponds to filling factor
values ν ∈ [−4,+4].

In the |sublattice valley spin〉 basis, the relative energy of the eight sublevels can
be shifted by electric and magnetic fields. For example in the presence of a positive
displacement field along +Z, it is energetically favourable for an electron to reside
in the bottom graphene layer. Similarly the total magnetic field BTot (perpendicu-
lar magnetic field B⊥) direction determines the relative energies of the spin (valley)
degrees of freedom.

The moment when two states cross each other in energy, a minimum in the pene-
tration capacitance arises. In pristine bilayer graphene for ν = +3, the levels |+ 1 ↓〉
and |− 1 ↓〉 cross at D = 0. Similarly for ν = −3, it is the levels |− 0 ↓〉 and |+ 0 ↑〉
that cross at D = 0.

In the presence of Ising SOC, the levels are further shifted, and the displacement
field D∗ at which the levels now cross are shifted by a few mV/nm. Using the observed
values of D∗, the authors calculate λI ≈ 2 meV . The Landau level spectrum is
independent of Rashba SOC, so no predictions for strength of λR can be made.

4.3 Concluding remarks

Graphene’s 2D nature, high mobility and easily tunable carrier density make it a
potentially strong attractive system in which to study novel spin transport. This is
an attractive proposal from the point of view of industrial applications, as well as
fundamental physics. Adding magnetism and spin orbit coupling, whilst preserving
graphene’s excellent mobility, make proximity effects a top choice towards realizing
the QAHE in graphene.
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Proximity induced SOC using TMDs, most notably WSe2, has been convincingly
demonstrated in graphene[33, 34, 35]. It has also been demonstrated that the elec-
tronic quality of such devices is on par with the highest quality graphene devices in
literature.

While proximity induced magnetism has also been demonstrated in graphene, the
adjacent magnetic layers so far have been limited to thin films of 3D ferromagnets[36,
37]. The accompanying roughness and disorder dampen graphene’s electrical proper-
ties and preclude the observation of the QAHE even under the simultaneous presence
of SOC (such as in graphene-YIG in section 4.2.1).

Efforts are needed to proximity induce magnetism in a purely 2D vdW heterostruc-
ture. So far the only report in this regard has been limited to graphene-RuCl3, where
no evidence of magnetic order in graphene was visible[117, 118]. In the following
chapter, we report our results from devices comprising graphene and 3 separate vdW
magnets: ferromagnetic CrI3 and CrSiTe3, as well as antiferromagnetic RuCl3.
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Chapter 5

Experiments towards realizing the
magnetic proximity effect in
graphene

Having motivated the need for studying vdW heterostructures of graphene and 2D
magnets, we now report on our experimental observations and results in these devices.
As has already been mentioned, we will focus on three different 2D magnets: CrI3,
CrSiTe3, RuCl3. The primary characterization tool in our measurements will be
variable temperature magneto-transport. We support the transport measurements
with low-temperature capacitance and magneto-optical characterization techniques.
Each of the three vdW magnets that we use require different strategies for device
fabrication due to distinct chemical instabilities towards various precursors.

5.1 Chemical instability of van der Waals magnets

The majority of vdW magnets are chemically unstable under ambient conditions.
There are additional concerns of chemical degradation associated with otherwise rou-
tine fabrication steps that each material possesses. We first introduce some of those
concerns before reporting on experimental procedures designed specifically to circum-
vent the same.

5.1.1 Degradation of CrI3

CrI3 rapidly degrades under ambient conditions. We find exfoliated flakes of CrI3 to
disintegrate under an optical microscope on the time scale of seconds. The pri-
mary mechanism for the degradation of CrI3 is a chemical reaction with moisture in
atmosphere[119]:
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CrI3 + 6 H2O
Light
−−−−−→ Cr(H2O)3+6 + 3 I−

Figure 5.1: Degradation of CrI3
. The CrI3 flake (Red outline in panel a) is underneath a thick h-BN flake. The

h-BN flake is unaffected, but the the CrI3 flake disappears completely over a time
period of ∼15 seconds. Scale bars are 25 µm

The formation of this aqueous chromium solution is aided by light. We confirm
this by observing in real time the degradation of CrI3 under an optical microscope.
The rate of the chemical reaction is greatly accelerated when light is focused on a
CrI3 flake, such as when observing it at high magnification under an optical micro-
scope.

Real time photos of degradation of a CrI3 flake are shown in 5.1. The photos were
taken about 5 seconds apart from one another. Surprisingly, covering a CrI3 flake
with a thick h-BN flake does not prevent degradation of CrI3. This is the case for the
flake presented in fig. 5.1. Since the Si substrate is relatively rough ∼ 1 nm, moisture
can seep in through the edges of the h-BN “blanket” and react with CrI3 due to its
hygroscopic nature.

To prevent CrI3 from degrading, it needs to be encapsulated in h-BN, i.e., sand-
wiched between a top and a bottom h-BN flake. The atomically flat nature of h-BN
closes air gaps at the edges and thus keeps CrI3 inert. Nonetheless, in addition to
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this protection mechanism, we focus on minimizing the amount of time that CrI3 is
under ambient conditions in our experiments.

5.1.2 Sensitivity of CrSiTe3 to heat

We find obvious optical signatures of CrSiTe3 degradation upon heating at moderate
temperatures (T > 150◦C) over short duration of 2 minutes under ambient condi-
tions. Small “bubbles” appear to form on the surface of CrSiTe3 flakes which are
clearly visible under an optical microscope (fig. 5.2). This presents a problem in de-
vice fabrication since our electron beam resist, poly methyl methacrylate (PMMA)
needs to be heated at 180◦C for 2 minutes for “baking”. We bypassed this problem
by devising an alternate fabrication recipe where we bake the resist at 100◦C. This
relatively lower temperature does not appear to degrade CrSiTe3.

Figure 5.2: Degradation of a exfoliated CrSiTe3 flakes
(a) No obvious signs of degradation are visible after heating to 180◦C inside N2

glovebox for an extended period. (b) CrSiTe3 flakes appear clearly degraded after
heating to 180◦C for 2 minutes under ambient conditions. Scale bars are 10 µm

Our vdW stacking technique requires us to heat the sample to 180◦C for a time
> 2 seconds. However, this procedure is performed inside a Nitrogen glovebox (O2,
H2O concentration ∼ 1 ppm), CrSiTe3 does not appear to degrade during this step.
We thus theorize that under ambient conditions, especially at elevated temperatures,
CrSiTe3 oxidizes to Cr2O3 which leads to the formation of bubbles and a change in
colour of the flakes.

5.1.3 Sensitivity of RuCl3 to heat

Vacuum annealing is a technique that is routinely utilized to clean the surface of 2D
materials and vdW heterostructures. This involves heating the sample at 350◦C for
15 minutes under vacuum (P ∼ 1 × 10−6 Torr). We find optically, that all flakes
of RuCl3 appear to have a relatively stronger purple hue after vacuum annealing
(fig. 5.3).
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Figure 5.3: Degradation of an exfoliated RuCl3 flake
a) As-is exfoliated flake of RuCl3 b) Optical image of same flake after vacuum

annealing for 15 minutes at 350◦C shows a clear change in colour. Scale bars are
20 µm. Optical images courtesy of Q. Cao

It is known that RuCl3 can undergo a change in stacking order from ABCABC
to ABAB style stacking. It is possible that the observed change in colour simply
corresponds to the stacking order of RuCl3 being altered, if the refractive indices
of ABCABC vs ABAB stacked RuCl3 are different[120]. We do not investigate this
problem in any more detail, simply choosing to avoid heating RuCl3 based devices
to high temperatures to work around the issue. In any case this is not a degrada-
tion caused due to the presence of O2 or H2O since we heat RuCl3 under vacuum
conditions.

5.2 Novel techniques to work with chemically sen-

sitive 2D magnets

5.2.1 Glovebox assembly of van der Waals heterostructures

Due to the chemically sensitive nature of vdW magnets under ambient conditions,
we work with them inside of an N2 glovebox. The O2 and H2O content are closely
monitored and maintained at ∼ 1 ppm. Bulk vdW magnets are stored inside the
glovebox, and freshly exfoliated each time before assembly of vdW heterostructures.
The exfoliation of vdW magnets, as well as the vdW heterostructure assembly, are
performed inside the glovebox. For most devices, we cover the vdW magnet with
either a top h-BN flake, or completely encapsulate it between two h-BN flakes. The
presence of the h-BN capping layer protects the vdW magnet by minimizing exposure
to atmosphere when the device eventually needs to be taken out of the glovebox for
device nanofabrication.

69



5.2.2 One dimensional edge contacts to completely encapsu-
lated devices

When our vdW heterostructure has a top h-BN flake completely covering the graphene,
we cannot directly access the graphene. The conventional electrical “top” or “areal”
contacts are no longer an option. We utilize an idea that was demonstrated by L.
Wang et al. and is illustrated in fig. 5.31a for a CrSiTe3-graphene device[121]. The
vdW heterostructure is first etched using reactive ion etching. This anisotropic etch
technique ends up creating an angular etch profile (see fig. 5.31a) which exposes the
edges of graphene[121]. Subsequent metal evaporation then makes an electrical con-
tact to this one dimensional edge (the edge is one atom thick for the case of monolayer
graphene). Thus, we can make electrical connections to graphene that are otherwise
completely covered in h-BN flakes to protect the underlying vdW magnet.

5.2.3 Contact AFM cleaning of graphene surfaces

We utilize a contact AFM “nanobrooming” technique to clean the top surface of open
faced graphene devices post fabrication[122]. Due to the relatively weak adhesion to
the graphene sheet, the contact AFM tip is able to move around the particulates
away from the active device channel and close to the edges. We demonstrate the
effectiveness of this technique on a particularly dirty graphene device in fig. 5.4. By
confining the area of our scan to a rectangular region near the device channel, we
show that the region of our scan is completely clean, save for one spot in the right
half of the rectangle. All the particulates have been pushed to the edge of our scan
area, or outside of the graphene Hall bar region.

Figure 5.4: Contact AFM cleaning of a graphene Hall bar
AFM scans of the graphene Hall bar (a) before and (b) after contact AFM cleaning.

In panel (b), the particulates can be seen assembled along the edges of the
rectangular scan area. Colour scale range is 25 nm in both images. Horizontal scale

bars are 3 µm long.

The magnetic proximity effect is extremely sensitive to the quality of the interface
between graphene and the 2D magnet. Thus, we also utilize this technique to clean
graphene’s surface immediately before transferring a flake of 2D magnet on top of it.
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5.3 CrI3 - Graphene results

Due to the extreme chemical sensitivity of CrI3, all our graphene-CrI3 devices are
fabricated in a two step process. This procedure is illustrated in fig. 5.5. Firstly, a
working graphene device on h-BN is fabricated into a Hall bar shape. Subsequently,
a h-BN-CrI3 stack is then transferred on top of the graphene-h-BN device inside the
glovebox. Prior to the h-BN-CrI3 transfer, we clean the surface of the graphene-hBN
device with contact AFM. We refer to these devices as “type A” devices (device A1,
A2 etc.).

Figure 5.5: Schematic of “type A” h-BN-CrI3-graphene-h-BN devices
First a graphene-h-BN device is completed. Next the top surface of graphene is
cleaned with a contact AFM tip. Lastly, h-BN-CrI3 is transfered on top of the

graphene.

This minimizes the amount of time CrI3 is exposed to atmosphere, as once the
device is completed, we immediately load it into a cryostat post wirebonding. By
completing the device nanofabrication prior to CrI3 transfer, we also do not expose
the CrI3 flake to other potential degradation channels that could result from any of the
nanofabrication steps. Lastly, this approach also allows us to measure the graphene-
hBN device as is, prior to transfer of CrI3. We can thus assess the quality of the
graphene device before and after the incorporation of CrI3 and look for any changes
in transport behaviour that might be indicative of a magnetic proximity effect.

5.3.1 Graphene transport characteristics before CrI3 transfer

Optical image and AFM scan (measuring deflection, not topography) of one such
device, device A1 is shown in fig. 5.6. The AFM scan shows that the graphene-h-BN
Hall bar device is free of any macroscopic particulates, which have accumulated at
the edge of the Hall bar after contact AFM cleaning.

We measure device A1 prior to transfer of CrI3 on top of the graphene. Fig. 5.7
shows four terminal device resistance measured at 25 mK. The magnetic field is ap-
plied perpendicular to the plane of graphene. Varying the gate voltage at zero mag-
netic field reveals a sharp charge neutrality associated resistance peak around Vgate

= -2 V indicating that the device is not strongly doped. Mobility calculation reveals
a mobility µ ∼ 110, 000 cm2/V.s consistent with a high quality graphene device.
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Figure 5.6: Device A1 images
(a) Optical image and (b) AFM scan (deflection) of device A1. The colour scale

range is 350 pA

Figure 5.7: Electrical transport in device A1 before CrI3 transfer
Four terminal device (A1) resistance as a function of back gate voltage at a) B⊥ =
0 T and b) B⊥ = 1 T (log scale). The sharp CNP peak, quantum oscillations and

high mobility are indicative of high device quality

We start to see quantum oscillations associated with the QHE by B ∼ 100 mT
corresponding to a quantum mobility µ > 100, 000 cm2/V.s. Resistance as a function
of Vgate at B = 1 T is plotted in fig. 5.7b. The Landau levels appear better developed
on the hole side (Vgate < −2 V) than on the electron side (Vgate > −2 V) in device
A1.

Fig. 5.8 shows colour maps associated with the quantum Hall regime in the 2D
space of gate voltage, and magnetic field. Local resistance Rxx reveals the familiar
Landau fan comprising alternating regions of zero resistance (Fermi level inside a
Landau level) and high resistance (Fermi level in a gap between two Landau levels).
Conductivity in the transverse direction, σxy = Rxy

R2
xx+R

2
xy

is shown in fig. 5.8b along

with filling factors labeled.

Graphene’s Landau levels are fourfold degenerate due to doubly degenerate valleys
and spins. Thus, completely filling a Landau level increases the Hall conductivity by
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Figure 5.8: Quantum Hall effect and symmetry broken states in device A1
(a) Rxx (log scale) as a function of magnetic field and gate voltage (b) σxy (units of

e2/h) reveals symmetry broken Landau level states

4e2/h. The presence of a non zero Berry phase = π gives rise to Hall conductivity
plateau values σxy = νe2/h where ν = ±2, ±6, ±10 ...[12, 123].

Under the application of a perpendicular magnetic field, the valley degeneracy is
first broken for the zeroeth Landau level. Further increasing the magnetic field also
breaks the spin degeneracies. For any other Landau level, it is the spin degeneracy
that is first broken, followed by the valley degeneracy [124]. Nonetheless, in these
completely symmetry broken Landau level regimes, the visible filling factors are now
ν = ±1, ±2, ±3 ± 4 .... In the shown data in fig. 5.8b, we see complete symmetry
breaking on the hole side with filling factors ν = 1, 2, 3, 4, 5, 6 labeled. The
presence of full symmetry breaking in our device further highlights its high quality.

5.3.2 Transport characteristics after CrI3 transfer

After characterizing transport of the graphene implicitly, we unload device A1 from
the cryostat and clean the graphene surface one more time with contact AFM. Then,
we exfoliate fresh CrI3 inside the glovebox and transfer an h-BN-CrI3 heterostructure
on top of the graphene (fig. 5.10b). Care was taken to ensure that the CrI3 flake
aligns precisely with the graphene channel.
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Figure 5.9: Symmetry breaking in the zeroeth Landau level with increasing B⊥

Figure 5.10: Optical micrographs of device A1 before and after CrI3 transfer
a) before and b) after transfer of a top h-BN-CrI3 heterostructure. The CrI3 flake

has been outlined in black, and is precisely on top of the graphene Hall bar channel,
which is not optically visible.

Four terminal resistance of device A1 post CrI3 transfer is shown in fig. 5.11 versus
gate voltage at 0 T and 9 T. There appears to be no signature of the CNP in the
device (We push the gate voltage as high as Vgate = 100 V and do not observe any
signature). Increasing the perpendicular magnetic field to 9 Tesla, we observe a weak
positive MR but the transport characteristics appear almost unchanged beyond that.
Most notably, we do not observe any quantum oscillations associated with the QHE
even at 9 T. This is further highlighted in the colour map of Rxx in the B-Vgate 2D
space in fig. 5.12a. In contrast to the very clear Landau fan in fig. 5.8a before CrI3
transfer, the resistance profile now is completely featureless, save for a linear increase
in Rxx with increasing Vgate at all B values.

All these observations point to an extremely disordered semiconductor system that
is very strongly hole doped (due to the increase in resistance as Vgate is increased).
The lack of observation of charge neutrality up to Vgate = 100 V places a lower
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Figure 5.11: Electronic transport in device A1 after CrI3 transfer
Four terminal resistance vs back gate voltage at B⊥=0 T and B⊥=9 T

estimate on the hole density due to doping as p > 7.20 × 1012 cm−2. This number
is calculated using a simple parallel plate capacitor model with a 285 nm thick SiO2

dielectric (κ = 3.8).

Interestingly, we do observe a clear CNP signature in all of our two-terminal and
three-terminal resistance measurements. Fig. 5.12b shows three-terminal resistance
for the same device. Contrasting to the four-terminal measurements, there is a clear
Landau fan now visible in the three-terminal (as well as two-terminal) measurements.

Explicit traces of three-terminal resistance versus Vgate are shown in fig. 5.13 for
0 T and 4 T fields. At 0 Tesla, we observe the familiar Dirac peak near Vgate = 0
V. At non-zero fields, in addition to the CNP, we observe oscillations associated with
the QHE.

This disparity between the four-terminal and three-terminal (and two-terminal)
measurements can be understood in the following manner. In a four-terminal mea-
surement, only the resistance of the device channel Rchannel is measured. In a three-
terminal measurement, one of the terminals is common to both sourcing a current, as
well as a voltage measurement (Pin 4 in fig. 5.14 for example). Thus, a three-terminal
measurement measures the contact resistance of the common terminal, in series with
a contribution from the device channel (Rcommon−terminal + R

′

channel). Similarly, in a
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Figure 5.12: Four-terminal and three-terminal transport in device A1 after transfer
Colour maps in B⊥ − Vgate 2D space of (a) four-terminal and (b) three-terminal

resistance in device A1. The three-terminal resistance shows a Landau fan
originating near Vgate = 0 V.

two-terminal measurement, the contact resistances of both the participating contacts
are measured (Rcontact1 +R

′′

channel +Rcontact2).

As can be seen from fig. 5.14, the graphene channel is completely covered by
CrI3 (orange shaded region). There are however, other graphene regions outside the
channel that are uncovered (white) that are part of the electrical contacts. It is these
uncovered regions that still exhibit graphene like behaviour, and are responsible for
the Landau fan and quantum oscillations in fig. 5.12b and fig. 5.13.

We believe the degradation of the graphene quality relates to the photocatalytic
dissociation of CrI3 that was discussed in section 5.1.1. Even though we have taken
rigorous precautions to encapsulate the device in h-BN flakes, air pockets exist in
regions where the top h-BN flake drapes over the thick metal leads (see right panel
of figure 5.5). This “tenting” effect leaves open windows for moisture to seep in and
react with CrI3. The degradation forms Cr(H2O)3+6 and I− ions which form an electric
double layer, with the I− ions on top of the graphene layer. This close proximity to
the negative anions drives electrons away from the graphene, in turn strongly hole
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Figure 5.13: Three terminal transport in device A1 after CrI3 transfer
Three-terminal resistance vs back gate voltage at B⊥=0 T and B⊥=4 T

doping it. Our observations and this explanation are consistent with another report
in literature studying CrI3-bilayer graphene interfaces[119].

AFM scans from the device post CrI3 transfer corroborate our explanation of
highly disordered graphene channel. While having a thick h-BN flake (∼ 15 nm)
on top prevents us from clearly observing the interface underneath, it is quite clear
that the graphene channel is quite dirty. Regions that were completely clean prior to
transfer of CrI3 now have particulates that are ∼ 10 nm in height.

5.3.3 Non local transport in CrI3-graphene devices

All of our CrI3-graphene devices show transport characteristics that are nothing like
graphene in four-terminal local transport. Non local transport, which is a far more
sensitive technique, shows no coherent behaviour, with RNL vs Vgate scans simply
appearing to be noise. We briefly illustrate this for device A1, before and after
transfer of CrI3 in fig. 5.16.

These non local measurements were taken in an improvised measurement setup,
with the use of an op-amp feedback and a high input impedance voltage preampli-
fier. This was done so as to remove any spurious signals that can arise in non local
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Figure 5.14: Schematic of a three-terminal measurement in device A1
Graphene Hall bar is outlined in blue, underneath an orange CrI3 flake. Current is
sourced at pin 1, and drained at pin 4. The potential drop is measured between pins

3 and 4. In such a measurement, the net measured resistance is a combination of
contribution from the graphene channel as well as the contact resistance of pin 4.

Figure 5.15: Comparing device A1 under AFM pre and post CrSiTe3 transfer
AFM scans of device A1 (a) before and (b) after CrI3 flake transfer. Colour scale

range in (a) is 350 pA (deflection) and in (b) is 9 nm (topography).

transport[125]. More details on this are available later in sec. 5.4.3.

Fig. 5.16a shows RNL vs Vgate at B⊥ = 5 T for device A1, prior to transfer
of CrI3 flake. We see the expected behaviour, with a giant non locality at CNP
(∼ 50 kΩ) and additional peaks appearing at half filled Landau levels, where there is
an equal population of electrons and holes with opposite flavour (spin or valley)[112].
Peaks corresponding to ν = ±4, +8 are shown here. To our knowledge, this is the
only explicitly reported experimental observation of ν = 8 peak in non local transport
that exists in literature.

The exact same trace acquired at B⊥ = 5 T after CrI3 transfer appears nothing
like graphene’s typical non local behaviour (fig. 5.16b). This is in line with our
observations of the device in local transport.
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Figure 5.16: Non local transport in device A1
Non local resistance of device A1 at B⊥ = 5 T (a) Before CrI3 transfer (T = 52 mK)

and (b) After CrI3 transfer (T = 32 mK)

5.3.4 Other transport characteristics in CrI3-graphene de-
vices

The results just discussed are reproduced in further devices: namely the lack of a CNP
in all four-terminal measurements, but its presence in two-terminal and three-terminal
measurements. We fabricate more “Type A” devices (h-BN-CrI3-graphene-h-BN) as
well as “Type B” devices (h-BN-CrI3-graphene-SiO2). A few more observations from
these devices (Devices A2, A3, A4, B1, B2) are reported in the following sections.

Absence of proximity induced spin orbit coupling

Sweeping the magnetic field slowly through zero, we observe peaks in the resistance
of our devices at B = 0. Data from three such devices are shown in fig. 5.17. These
sharp, narrow peaks at B = 0 correspond to weak localization. As was discussed
earlier in section 4.2.1, the presence of weak localization necessarily implies that
there is no SOC, which otherwise would have manifested as a weak anti -localization
dip in resistance at B = 0. Thus, we can conclusively say that there is no proximity
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induced SOC in graphene in our devices.

Figure 5.17: Weak localization in CrI3-graphene devices
Resistance as a function of magnetic field in three different CrI3-graphene devices.
All devices demonstrate a weak localization peak at B = 0. Data for devices A3,

and A4 recorded at 2 K. Data for device B2 recorded at 10 K.

Divergence upon repeated zero field cooling

Due to its absence in literature, we choose to report an observation here even though it
is not a signature of a magnetic proximity effect in graphene. We notice in our devices
a divergence in resistance upon repeatedly cooling and warming the device at zero
magnetic fields. One such data, from device B1 is shown in fig. 5.18. Here we perform
four cycles of zero field cooling (ZFC) and zero field heating (ZFH) sequentially
between 200 K and 2 K. Each ZFC and ZFH pair has a separate trace that diverges
around T = 70 K.

Since Tc of CrI3 is 61 K, one theory could be that the divergence is a signature of
a ferromagnetic transition at the Curie temperature[22, 20]. Each time the device is
cooled down below Tc the magnetic moments “freeze” in different domain structures.
Each domain structure is unique, and would scatter electronic carriers differently on
a macroscopic scale, thus leading to differing resistance traces. Since the domain
structure stays frozen until the temperature is increased above Tc, the ZFH trace lies
exactly on top of its corresponding ZFC trace which can be seen in fig. 5.18.
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Figure 5.18: Repeated zero field cooldowns in device B1
Rxy traces for device B1 for four sets of ZFC and ZFH. Each ZFC and ZFH pair lie

on top of each other perfectly, but each set is different from the subsequent pair
below ∼ 70 K.

Figure 5.19: Repeated temperature cycles in device A3
Rxy traces for device A3 for three sets of temperature cycles taken at (a) B⊥ = 0 T

and (b) B⊥ = 1 T . Divergence at lower temperatures is visible in both scenarios

However, the presence of a magnetic domain structure necessarily requires a mag-
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netic hysteresis loop to correspond with the switching of the magnetic domains as the
external magnetic field is varied. Slowly ramping the magnetic field in both direc-
tions, we do not observe a magnetic hysteresis loop. Thus, the divergence upon ZFC
is not related to a magnetic transition.

The coercive field of CrI3 is ∼ 50 mT . Thus, if we repeated such a measurement
with an out of plane magnetic field B⊥ > 50 mT , we would expect all the Rxy traces
to lie on top of each other. This is because all the magnetic domains would now
be perfectly aligned with the external magnetic field, and there would not be a new
random configuration of magnetic domains each time upon cooling. But as can be
seen in fig. 5.19, we observe the divergence at lower temperatures even at B⊥ = 1 T .
Thus the origin of the divergence upon cooling is not magnetic.

It is more likely that the effect is a result of (non-magnetic) impurity sites due
to disorder in the device. These sites are mobile at high temperatures but freeze
at different locations at low temperatures. The electrons would then get scattered
differently based on the configuration of these scattering sites, leading to diverging
traces of the resistance upon cooling.

5.4 CrSiTe3 - Graphene results

5.4.1 Non local transport in CrSiTe3 - graphene

We have already mentioned how non local transport can be utilized as a tool for
studying the MEF in section 4.2.1. Motivated by results of P. Wei et al. on EuS-
graphene, we extend the idea to CrSiTe3-graphene devices[36]. The idea is to first
measure non local transport in graphene only, which will be a control experiment.
After, we transfer CrSiTe3 on top, and remeasure non local transport in the CrSiTe3-
graphene heterostructure. As with the case of CrI3, the graphene surface is cleaned
with a contact AFM tip prior to CrSiTe3 transfer. An enhancement in non local
transport signal would be expected in the device if there were an enhanced MEF in
graphene due to a magnetic proximity effect induced by CrSiTe3. The schematic of
such a device is shown in fig. 5.20. We label such devices (CrSiTe3-graphene-SiO2)
with the label “C”.

5.4.2 Characterizing graphene transport prior to CrSiTe3 transfer

Transport characteristics of our graphene on SiO2 “C” type devices are briefly sum-
marized in this section. The quality of these devices are on par with the best
graphene on SiO2 devices in literature. All of our devices exhibit mobilities in the
5, 000− 10, 000 cm2/V.s range.

As a representative device, graphene transport characteristics from device C1 are
shown in fig. 5.21. AFM scan over the Hall bar demonstrates that all particulates have
been pushed away from the graphene channel (fig. 5.21b). Varying the carrier density
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Figure 5.20: Construction of a “Type C” device
A graphene Hall bar is first fabricated on an SiO2/Si substrate and measured.

Thereafter, the graphene surface is cleaned with a contact AFM tip, and a
CrSiTe3 flake is transferred on the graphene channel.

by means of a global back gate simultaneously with the out-of-plane magnetic field
yields the familiar Landau fan associated with the QHE (fig. 5.21c). Zero field carrier
density sweep (not shown here) reveals a mobility of ≈ 10, 000 cm2/V.s. Explicit
traces at 12 Tesla of the device resistance Rxx and transverse conductivity σxy are
shown in fig. 5.21d and fig. 5.21e respectively.

The Hall conductivity plateaus σxy = νe2/h are shown in fig. 5.21e for ν =
−10, −6, −2, +2, +6. Thus, the QHE effect is observed with the fourfold de-
generacies intact in the Landau levels.

Figure 5.21: Transport characteristics of graphene in device C1 prior to
CrSiTe3 transfer
(a) Optical image and (b) AFM image (deflection) of device C1. Colour range is 250
pA (c) Landau fan in Rxx colour map vs density and perpendicular magnetic field.

Line traces at 12 Tesla of (d) Rxx and (e) σxy vs density
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5.4.3 Enhancement of non local transport in CrSiTe3-graphene

Non local transport of graphene is first characterized to perform a control experiment
and reproduce results of Abanin et al.[112]. These are summarized in fig. 5.22 for
device C2. Firstly, we see the strongest signal at charge neutrality near Vgate = 33 V .
Thus, the graphene is implicitly hole doped. The non local signal is relatively small
at B⊥ = 0 and steadily increases with increasing B⊥. A classical explanation for the
giant non local resistance was already discussed in section 4.2.1 in terms of the ZSHE
and inverse ZSHE due to equally populated Dirac cones of electrons and holes with
opposite spins[112].

At low temperatures and large magnetic fields, the Dirac cone picture is replaced
by a Landau level picture. Each Landau level is spin split due to the Zeeman effect
under the application of a magnetic field. At exactly half filling of a Landau level,
there thus exist an equal population of electrons and holes with opposite spins, that
give rise to a giant non local resistance by means of a ZSHE and inverse ZSHE. The key
difference from the classical case however, is that there will now be additional peaks
associated with half filling of every Landau level[112]. Thus, we see an additional
prominent peak associated with ν = 4 (near Vgate = 16 V at 12 T in fig. 5.22b),
corresponding to half filling of the first Landau level.

After CrSiTe3 transfer, we notice that the CNP has shifted to Vgate = 50 V .
Thus, the graphene has been further hole doped by the CrSiTe3 by about p ≈
1.22× 1012 cm−2. The mobility of C2 device reduced slightly from 5, 000 cm2/V.s to
4, 000 cm2/V.s after CrSiTe3 was transferred onto the graphene. Thus, there is not
a significant reduction in the quality of the device. Non local resistance of C2 after
CrSiTe3 transfer is shown in fig. 5.23. Most notably, we see an enhancement in the
absolute value of the non local signal. The peak non local signal at the Dirac point
RNL,D increases from ≈ 13 kΩ to ≈ 25 kΩ. Additionally, the non local peak at ν = 0
appears broader than before, with the ν = 4 branch not visible.

We now directly compare the non local response in graphene before and after the
addition to CrSiTe3 to the device. Overlaying the two curves, we see a nearly two
fold enhancement in the non local signal at 12 Tesla (fig. 5.24) at charge neutrality,
and a suppression of the peak associated with ν = 4.

The non local resistance at the Dirac peak is tracked as a function of the magnetic
field (fig. 5.25a). Based on the approach used by P. Wei et al. [36], we use the
comparison between the before/after CrSiTe3 RNL,D behaviour to extract the MEF
strength.

The non local resistance at the Dirac point is given by

RNL,D ∝
1

ρxx

(
EZ

∂ρxy
∂µ

)2∣∣∣∣
µD

(5.1)

For fitting purposes, equation (5.1) can be rewritten as
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Figure 5.22: Non local resistance of device C2 before CrSiTe3 transfer
(a) 2D colour map of non local resistance in B-Vgate space. (b) Line traces vs Vgate

at three different B⊥ values. Inset shows optical image of graphene Hall bar.

RNL,D = R0 + β(B) · E 2
Z (5.2)

Here EZ is the strength of the MEF that we wish to extract. R0 is the non
local resistance offset at magnetic field B = 0. β(B) is a single quantity (as a
function of the external magnetic field B) incorporating the remainder of the terms
in eq. (5.1). Similar to the analysis in ref. [36], we assume that β(B) does not
change after the CrSiTe3 transfer. This is a reasonable assumption, since the change
in mobility is ≈ 20%, which corresponds to only a ≈ 10% change in RNL,D. For
the “graphene only” case, EZ = µBB since there is zero MEF. Thus, we can fit
the “graphene only” data to eq. (5.2), and calculate β(B). Once β(B) has been
determined, we replug it in eq.5.2 and refit eq. 5.2 to the CrSiTe3-graphene data to
determine EZ = µB(BZeeman) = µB(Bexternal +BMEF ).

Raw RNL,D data before and after CrSiTe3 transfer, along with the extracted MEF
are plotted in fig. 5.25. At 12 Tesla (external field), we find a significant net Zeeman
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Figure 5.23: Non local resistance of device C2 after CrSiTe3 transfer
(a) 2D colour map of non local resistance in B-Vgate space. (b) Line traces vs Vgate

at three different B⊥ values. Inset shows optical image of the device with
CrSiTe3 flake in purple. Graphene Hall bar underneath is outlined in white.

field of 33 Tesla (≈ 3.5 meV ).

We now share some inconsistencies in our observations compared to what might
be expected out of a proximity induced magnetic exchange in graphene. Firstly, the
extracted BZeeman continues to increase up to 12 Tesla (external field). Whereas
it would be expected that the MEF and hence BZeeman would increase sharply near
Bexternal = 0 and quickly saturate at a relatively low field. For example, the saturation
field of CrSiTe3 (the field at which the net magnetization saturates) is ∼ 100 mT .
This discrepancy is also a common theme in the graphene-EuS work in ref. [36] where
the authors observe no sign of saturation in the BZeeman. Secondly, the raw RNL,D

signals for both graphene and CrSiTe3-graphene systems track each other fairly well
until Bexternal = 6 T before the latter increases much more. It would normally be
expected that RNL,D for the CrSiTe3-graphene system would be greater than that of
the graphene only system from the onset.
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Figure 5.24: Enhanced non local transport in device C2
Non local resistance vs density at 12 Tesla before and after CrSiTe3 transfer. The

non local resistance at CNP increases from 13 kΩ to 24 kΩ.

Improving non local transport measurement setup

After our measurements on device C2, we became aware of a separate work which
pointed out that measurement artefacts can appear in non local transport, when
necessary precautions are not taken [125]. This arises due to a common mode voltage
VCM 6= 0 at the centre of the vertical branch of the Hall bar. This is indicated by a
red dot in fig. 5.26a. Since VCM 6= 0, a non zero charge current now flows across the
device channel. Due to different contact resistances of pins 3 and 4, this current splits
in unequal amounts when draining to ground. Thus, there is a non zero contribution
to the potential difference between pins 3 and 4 which gets picked up when measuring
the non local voltage.

On subsequent devices we implemented a technique that is described by ref. [125]
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Figure 5.25: Extracting the strength of the magnetic exchange field from non local
transport
(a) Non local resistance at the Dirac point as a function of the external field (b) Net

BZeeman extracted from data in (a) versus the external magnetic field.

and illustrated in fig. 5.26b. We first use an op-amp feedback mechanism to neutral-
ize VCM whilst flowing the same current through the device. Additionally, on the
measurement side we added a high input impedance preamplifier to eliminate any
effects arising from differences in contact resistance.

We first tested this apparatus on a “dummy Hall bar” that was fabricated by
soldering 7 resistors (6 Hall bar leads, and 1 device channel) to replicate our vdW
device. We found that if uncorrected, VCM ∼ 100µV and was reduced to VCM < 1µV
after.

Fig. 5.26c illustrates the difference that arises as a result of implementing this
new measurement scheme on graphene device C5 before transfer of CrSiTe3. Without
the op-amp feedback and SR560 preamplifier, we see large negative RNL at B⊥ = 0.
After adding the op-amp feedback and SR560 preamplifier, we eliminate this spurious
signal, and measure RNL close to 0 Ω, as would be expected.

One important point to be careful about with these measurements is the following.
It is imperative to ensure that pin 2 is already grounded before the common mode
pin (that is connected to − terminal of op-amp) is grounded. When starting mea-
surements, the common mode pin should be floated before pin 2. When grounding
the device, pin 2 should be grounded before the common mode voltage. Otherwise,
the output of the op-amp that is connected to pin 2 will be very large in magnitude
due to the op-amp’s large gain and destroy the pin. The resulting potential at pin 2
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Figure 5.26: Elimination of spurious non-local signal in device C5
(a) Measurement schematic before any additions (b) An op-amp feedback is added

to the left vertical branch (sourcing side) and a preamplifier with large input
impedance is added to the right vertical branch (measurement side) (c) Non local
signal at zero external field. A spurious signal of 250 Ω is removed by improving

the measurement scheme. Panels (a) and (b) adapted from ref. [125]

is as large as ±15 V in our case since the op-amp is powered by DC voltage inputs
of ±15 V .

We were unable to test the impact of this new measurement scheme on device C2
(that we discussed in the previous section) due to failure of its contacts over the course
of measurement, which made subsequent measurements impossible. Additionally, we
were unable to replicate the results of device C2 in subsequent CrSiTe3-graphene
devices. These factors, along with the absence of saturation of the MEF are why we
cannot confidently contribute the enhancement of non local resistance in device C2
as arising out of a proximity induced MEF.

5.4.4 Divergence upon repeated cooldowns

In section 5.3.4 we discussed the divergence on repeated cooldown at zero magnetic
field for CrI3-graphene devices. This observation was explained as not a signature of
magnetism, but rather the freezing of impurity scattering sites in the device at low
temperatures. We also observe this phenomena in CrSiTe3-graphene devices.

For device D1 (construction of this device is discussed later in sec. 5.4.6) this is
shown in fig. 5.27. Two curves tracing the Hall resistance Rxy are recorded as the
device is cooled down on two separate occasions under identical conditions (B = 0)
shortly one after the other. The two curves appear to diverge starting T ≈ 110 K,
much greater than the Curie temperature of CrSiTe3[25, 26].
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Figure 5.27: Repeated zero field cooldowns in device D1
The two curves start diverging around T∼ 110 K, much greater than Tc = 33 K

forCrSiTe3. Inset contains an optical image of device D1

The absence of any hysteretic behaviour vs external magnetic field at low temper-
atures points to this phenomena arising due to (non magnetic) impurity scattering
based contribution to the resistance.

5.4.5 Absence of spin orbit coupling

We do not observe any signatures of AHE or WAL. Instead we observe weak lo-
calization peaks at B = 0, indicating that the CrSiTe3-graphene devices, similar
to CrI3-graphene devices do not possess any proximity induced spin orbit coupling
effects. This is demonstrated in fig. 5.28 for two CrSiTe3-graphene devices at low
temperatures.

5.4.6 Quality of graphene in CrSiTe3-graphene devices

Unlike the CrI3-graphene devices, the CrSiTe3-graphene devices do not degrade and
retain their electrical properties after the transfer of the 2D magnet on top of the
graphene channel. We show this explicitly in fig. 5.30 for device C3. Optical and AFM
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Figure 5.28: Weak localization in CrSiTe3-graphene devices
Resistance as a function of magnetic field in two different CrSiTe3-graphene devices.

Weak localization peak is visible at B = 0.(a) Two-terminal resistance for device
C5, recorded at 2 K (b) Four-terminal resistance in device C4, recorded at 37 mK

images of this device C3 are shown in fig. 5.29. Four-terminal resistance measurements
reveal a clean quantum Hall effect with fourfold degenerate Landau levels, consistent
with the quality of graphene expected on SiO2 substrates.

Additionally, we confirm that graphene and CrSiTe3 retain their properties even
beyond device nanofabrication steps in other device geometries. In ”type D” devices,
we assemble vdW heterostructures of h-BN-graphene-CrSiTe3-SiO2, and then make
one dimensional edge contacts to the graphene [121]. A schematic of this is shown in
fig. 5.31a. For device D1 (fig. 5.31b and fig. 5.31c), we once again observe the familiar
fourfold degenerate QHE, consistent with a bottom SiO2 substrate.

Even though we do not see conclusive evidence of a magnetic proximity induced
MEF in graphene, the quality of graphene channel in CrSiTe3-graphene devices is
an encouraging result nonetheless, keeping in mind the chemically unstable nature of
vdW magnetic materials.
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Figure 5.29: Completion of device C3
(a) Optical image of graphene Hall bar (outlined in white) (b) AFM deflection scan
of device just prior to CrSiTe3 transfer. Colour scale range is 250 pA (c) Optical

image of device C3 after transfer of CrSiTe3 flake.

5.4.7 Magneto-optical characterization of CrSiTe3-graphene
devices

To test the quality of the chemically sensitive CrSiTe3 we perform reflective magnetic
circular dichroism (RMCD) measurements on device C4. RMCD measurements are
fairly identical to MOKE measurements that were introduced in section 1.2.4. The
key difference is that while MOKE measures the change in the polarization angle of
the reflected light, RMCD measures the difference in the intensity of right circularly
polarized and left circularly polarized light. To first order, RMCD is a quantity
directly proportional to the sample magnetization, and this is how we will treat
it[126].

Optical and AFM images of device C4 that were used for magneto-optical charac-
terization are shown in fig. 5.32. After device fabrication and transport measurement,
the device was stored in our N2 glovebox for 1 month before being loaded into another
cryostat for RMCD measurements.

RMCD traces from a single point on the CrSiTe3-graphene channel are shown
in fig. 5.33. At the lowest temperatures, we observe signatures consistent with soft
ferromagnetism. The RMCD signal saturates at external magnetic field of few tens of
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Figure 5.30: Quantum Hall transport in device C3
(a) Colour map of four terminal Rxx in B − Vgate space (b) Line traces of Rxx vs

Vgate at 0 T and 12 T

mT. Traversing the external field in both directions through zero, we do not observe a
hysteresis loop. Increasing the temperature, the ferromagnetic RMCD characteristic
is replaced by a paramagnetic trace, visible at 34 K and 36 K. Here, the RMCD has
a linear dependence on the external field. This is consistent with CrSiTe3 behaviour
that is known to have a Tc = 33 K[25, 26].

We further explore the spatial distribution of RMCD signal at different external
magnetic field values. These measurements were taken at 5 K. Small domain struc-
tures on the length scale of a few microns are visible as their local magnetic moments
switch at different values of the external magnetic field.

While the RMCD measurements cannot ascertain the magnetic state of the graphene
itself, they nonetheless demonstrate that CrSiTe3 retains its magnetic properties over
a time period greater than 1 month and does not degrade completely, unlike CrI3.
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Figure 5.31: Device D1 summary
(a) Schematic of edge contacted device D1 (b) Optical image of D1 (c) Quantum
Hall resistance shows plateaus consistent with fourfold degenerate Landau levels

5.4.8 Capacitance measurements in CrSiTe3-graphene devices

Encouraged by the chemical stability of both graphene and CrSiTe3 over an extended
time period, we attempt to study the bulk capacitance of CrSiTe3-graphene sys-
tem to test for any proximity induced SOC. This experiment was introduced in
sec. 4.2.3 when J. Island demonstrated proximity induced Ising SOC in graphene-
WSe2 heterostructures by tracking the position of the ν = ±3 filling factor versus
vertical electric field[35].

To this end, we fabricated dual graphite gated CrSiTe3-bilayer graphene devices
(“Type E devices”). The complete heterostructure from top to bottom was graphite-
h-BN-CrSiTe3-bilayer graphene-h-BN-graphite on SiO2/Si substrate. Device nanofab-
rication was done after vdW heterostructure assembly. Using tapping mode AFM
images, we were able to located positions at which bubbles and particulates were
present, and etch away those regions. Thus, we were able to shape the device such
that no bubbles were present, for the cleanest possible device.

Optical image of device E1 is shown in fig. 5.35a. The device has a slightly
irregular shape so as to etch around any bubbles, whilst maximizing the device area
so as to maximize the capacitance.

Penetration capacitance data (where peaks correspond to low density of states
associated with gaps) for device E1 is shown versus the external perpendicular field
and the back gate voltage. The peaks in capacitance that have been highlighted with
dotted white lines correspond to Landau level gaps.

We see signatures of some symmetry breaking with ν = −4, −2, 0, 1, 2, 4 visi-
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Figure 5.32: Device C4 fabrication
(a) Optical image of graphene Hall bar (outlined in white) (b) AFM topography
scan of device just prior to CrSiTe3 transfer. Colour scale range is 3.5 nm (c)

Optical image of device C4 after transfer of CrSiTe3 flake.

ble (as opposed to ν = ±4 only). Thus, this dual graphite gated, h-BN encapsulated
device is of higher quality than any other CrSiTe3-graphene devices we have fabri-
cated (all of which only had degeneracy intact Landau level signatures in transport).
However, despite a near identical fabrication scheme, the quality of this device is not
as high as the WSe2-graphene device that Island et al. fabricated. We suspect this is
most likely due to CrSiTe3 implicitly not being as ideal a proximal layer as h-BN or
WSe2 are to graphene. Even in the cleanest CrSiTe3-graphene devices, this could be
due to factors such as lattice constant mismatch, minute degradation of CrSiTe3 that
is not detectable macroscopically. Nonetheless, at fields as high as 13 T, we do not
see the appearance of the ν = 3 state so as to be able to track its position in the 2D
space of electric field-carrier density.
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Figure 5.33: Magneto-optical characterization of device C4
RMCD traces versus external magnetic field at different temperatures. Inset of 15 K
curve shows the point on CrSiTe3 at which laser is shown (red dot). Orange (Green)
trace is from negative (positive) field to positive (negative) field. Around 33 K, the

RMCD trace changes from ferromagnetic to a paramagnetic one.

Figure 5.34: Spatial RMCD colour maps of device C4
External magnetic field is cycled through zero twice. The CrSiTe3 flake is outlined
in black. Magnetic switching is observed with coercive fields ∼ 20 mT along with

µm sized domain structure.
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Figure 5.35: Capacitance of device E1 in the Landau level regime
(a) Optical image of device E1 (b) Penetration capacitance of E1 versus B⊥ and

Vback−gate in the high magnetic field regime

5.5 Graphene - RuCl3 results

We report on our observations pertaining to interfacial physics between graphene and
the antiferromagnetic RuCl3 here. We fabricate electronic transport devices out of h-
BN-graphene-RuCl3-h-BN heterostructures, with the graphene-RuCl3 fully enclosed
within the two h-BN layers. Thus, we utilize edge contacts to electrically contact the
graphene[121]. We etch the device such that RuCl3 is not exposed to the reactive
ions during etching. Schematic of this device (labelled “Type F” device) is shown in
fig. 5.36a.

Optical and AFM images of the completed device F1 are shown in fig. 5.36(b)-
(d). As can be seen in fig. 5.36d, the edge of the device extends further beyond the
RuCl3 flake (outlined in black). To make edge contacts to the graphene (outlined in
red), only the graphene, and the top/bottom h-BN flakes are shape etched.

Four terminal resistance measurements of device F1 versus back gate voltage and
temperature are summarized in fig. 5.37. At first glance, the R vs Vgate curves in
fig. 5.37b appear consistent with graphene’s implicit transport behaviour, with a
Dirac peak visible around +2 V at all temperatures. The absolute magnitude of
the device resistance is between 150 Ω and 350 Ω. This is at least one order of
magnitude lower than typical graphene device resistances (both from literature, as
well as graphene devices with similar aspect ratios that we have studied). This
observation is also consistent with two recent reports in literature that were discussed
in sec. 4.2.2[117, 118].

One possible explanation for this enhanced conductivity is additional parallel con-
duction pathways opening up at the graphene-RuCl3 interface. RuCl3 is a Mott insu-
lator, and thus, normally not expected to conduct electrons. However, when graphene
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Figure 5.36: Device F1 nanofabrication summary
(a) Schematic of edge contacted graphene-RuCl3 “F” type device (b) Optical image

of device F1 before device nanofabrication. The large blue and yellow regions are
h-BN flakes. Encapsulated between them are RuCl3 (black outline) and graphene
(red outline) flakes. (c) AFM image of device F1 before device nanofabrication (d)
Completed device post nanofabrication. The device is etched around RuCl3 on the

outside

and RuCl3 are brought into contact, electron transfer from graphene into RuCl3 is
plausible due to the work function differences (graphene: 4.6 eV and RuCl3: 6.1
eV). The 1-3 layers of RuCl3 closest to graphene would thus be parallel conducting
channels, leading to a lower overall device resistance[118]. One argument against this
theory is the presence of the CNP near Vgate = 0 V instead of a large positive value
due to strongly p-doped graphene as a result of the charge transfer. We will mention
as an improbable possibility that there are lateral distinct regions of graphene that
are either undoped or p-doped, depending on whether there is a dirty or clean verti-
cal interface with RuCl3. The former gives rise to the visible CNP near Vgate = 0 V,
whereas the latter still might give rise to a second CNP at a large positive Vgate that
we cannot access.
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Figure 5.37: Enhanced conductivity in RuCl3-graphene F1 device
Four terminal resistance of device F1 (a) As a function of temperature and Vgate (b)

Line traces of resistance vs Vgate at different temperature values

It is more likely that there is a proximity effect comprising of hybridization between
the graphene valence bands and the low energy RuCl3 bands at the Fermi level due
to the work function difference, as suggested by Mashhadi et al.[117].

For the most part, the device resistance does not exhibit a strong temperature
dependence, except for a weak decrease with reducing T. This is consistent with a
reduction in the phonon density of states upon cooling, leading to a reduction in
phonon induced scattering [127]. However, we find an interesting divergence from
this weak behaviour away from charge neutrality. Most visible is a blue dome of
lower resistance in fig. 5.37a for −20 V < Vgate < −5 V below 40 K.

We thus investigate this region in more detail, and procure another colour map
in this negative Vgate regime (fig. 5.38). Upon cooling, line traces of resistance versus
temperature (fig. 5.38b) reveal a hump at a critical temperature (between 30-45 K
depending on the chosen Vgate) in addition to the weak decrease in resistance. This
hump in resistance could be in line with critical behaviour associated with a phase
transition at the critical temperature.

In magnetic systems, the electrical resistance behaviour near the critical tem-
perature can be used to ascertain the macroscopic magnetic order[128, 129]. As
the temperature approaches the Curie (Neel) temperature, the resistance, and the
temperature derivative of the resistance show particular features associated with fer-
romagnetic (antiferromagnetic) phase transitions. In the vicinity of the critical Neel
temperature, dR/dT is described by a power law behaviour

dR/dT = A

(
|T − TN |
TN

)−λ
(5.3)

Here the constant A has opposite signs for T > TN and T < TN cases.
Plotting the temperature derivative of the resistance dR/dT , we notice a clear
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Figure 5.38: Magnetic transition signature in electronic transport in device F1
(a) Resistance vs temperature and Vgate in a narrow range (b) Resistance linecuts

vs temperature at different Vgate values (c) Derivative of resistance dR/dT vs
temperature and Vgate (d) dR/dT linecuts versus temperature at different Vgate

values

peak-dip feature in the colour map (red to blue transition) and dR/dT linecuts at
different Vgate values (fig. 5.38 (c)-(d)). Such a peak dip feature in dR/dT vs tem-
perature is a signature of an antiferromagnetic transition, as was first predicted by
Suezaki and Mori and later polished by Alexander, Helman, and Balberg [128, 129].
Experimentally, behaviour consistent with these predictions were reported for the
antiferromagnetic transition in chromium[130].

Interestingly though, we observe this antiferromagnetic transition at a much ele-
vated temperature compared to the Neel temperature of RuCl3, which is either 7 K or
14 K based on the stacking order. We believe this enhanced TN is tied with the elec-
trostatic effects that are also responsible for the order of magnitude lower resistance.
This is further corroborated by the the variation in TN as we vary Vgate. Varying
Vgate from -8 V to -20 V, we observe TN increase from ≈ 36 K to ≈ 48 K. We assign
the Neel temperature as the point at which the dR/dT dip occurs, consistent with
the predictions of Alexander, Helman, and Balberg[129].
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Somewhat similar observations are shared by the report from Zhou et al.[118].
They also observe signatures of magnetic transitions at comparable elevated temper-
atures that are gate voltage tunable. However, their features in dR/dT appear to
change with gate voltage corresponding to ferromagnetic or antiferromagnetic tran-
sitions at different Vgate values. Contrasting, our devices show transport behaviour
that remains consistent with an antiferromagnetic transition.

Figure 5.39: Electronic transport in device F1 at B⊥ = -1 T
(a) Resistance vs temperature and Vgate in a narrow range (b) Resistance linecuts

vs temperature at different Vgate values (c) Derivative of resistance dR/dT vs
temperature and Vgate (d) dR/dT linecuts versus temperature at different Vgate

values

Applying an out of plane magnetic field B⊥, we observe qualitatively the same
behaviour as in the B⊥ = 0 case. We still observe the antiferromagnetic transition at
the elevated TN values independent of B⊥. This is expected, since the in plane zigzag
antiferromagnetic order in RuCl3 is quite robust to out of plane magnetic fields. S.
Baek et al., had demonstrated that even at B⊥ = 9 T , the antiferromagnetic transition
was visible in specific heat capacity measurements [116].

Fig. 5.39 summarizes T − Vgate characteristics at B⊥ = −1 T . By recording such
data at various B⊥ values, we find that the amplitude of the peak-dip feature in dR/dT
amplitude gradually reduces as B⊥ is increased. For example, at Vgate = −20 V , it
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shrinks from 3.5 Ω/K at B⊥ = 0 T to 2 Ω/K at B⊥ = −2 T . Thus, while the
external magnetic field does start to shrink the peak-dip feature associated with
antiferromagnetism, the in-plane Heisenberg antiferromagnetic interaction is much
stronger than the out of plane Zeeman interaction.

We record the same dataset also at larger B⊥ values and continue to observe the
antiferromagnetic transition. However, beyond ∼ −2 Tesla, it becomes difficult to
draw quantitative conclusions due to smearing of the data from the onset of the QHE.

Figure 5.40: The quantum Hall effect under Config 1 in device F1
Colour map in (a) and linecuts in (b) both show the expected symmetries in B and
Vgate. Inset in (b) highlights the measurement configuration. Blue line indicates the

two leads across which current is sourced. Yellow line indicates the voltage
measurement leads. The edge connecting the latter does not include the RuCl3 flake.

Quantum Hall data from one quasi -Rxy configuration is shown in fig. 5.40. The
inset of fig. 5.40b highlights this measurement configuration (which we label “Config.
1”). The highlighted blue line shows the two leads across which 100 nA of current is
sourced. The glowing yellow line highlights the edge across which the potential drop
is measured.

As can be seen from both the colour map, and line traces at ±8.5 T , the resistance
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obeys Onsager relation Rxy(−B) = −Rxy(B). Additionally, the expected electron
hole symmetry is also reasonably well observed Rxy(B,−n) ≈ −Rxy(B, n). In sum-
mary, the Hall resistance in this Config. 1 matches well with expected quantum Hall
behaviour in graphene, with filling factors ν = 1 (≈ 25 kΩ) and ν = 2 (≈ 12.5 kΩ)
visible from the zeroeth Landau level.

Figure 5.41: The asymmetric quantum Hall effect under Config 2 in device F1
Colour map in (a) has the resistance plateaus missing in the 1st and 3rd quadrants
(b) Linecuts at fixed B only demonstrate QHE plateaus for half the Vgate range.

Inset in (b) highlights the measurement configuration. In this case the measurement
happens across an edge that includes RuCl3 underneath the graphene

The observations become markedly different when we change configurations. Data
from a second measurement configuration (“Config. 2”) is shown in fig. 5.41. Inset
of fig. 5.41b highlights the terminals across which 100 nA current is sourced (blue
glow) and the edge across which the potential drop is measured (yellow glow). In
this quasi-Rxy configuration, the same filling factors are visible as in Config. 1 but
no quantum Hall behaviour is observed in one half of the entire B-Vgate space. In
fig. 5.41a, the first and third quadrants do not show a quantum Hall behaviour and
are instead in a low resistance state.

This observation is not fully understood yet, but the presence of RuCl3 underneath
the graphene is undoubtedly the cause of this effect. By varying configurations, we
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can access the quantum Hall regime in all four quadrants, or only in the (1st& 3rd)
or (2nd& 4th) quadrants.

We find that when we measure along a graphene edge without crossing the RuCl3 flake
(such as in Config. 1), the entire quantum Hall spectrum is visible. Note that since
the device extends slightly outside the RuCl3 flake, there exists a “graphene only”
edge channel in Config. 1 measurement (highlighted in yellow in fig. 5.40b). How-
ever, when measuring across an edge such as in Config. 2 (highlighted in yellow in
fig. 5.41b), there is conduction along a graphene-RuCl3 edge.

One might postulate that this observation is due to an electrostatic effect between
graphene and RuCl3, such as charge transfer between graphene and RuCl3 at certain
gate voltages, which would provide an additional parallel channel of low resistance.
However, such an effect should only be gate voltage dependent, and independent of
the magnetic field. That is, it might explain a case where the (1st& 4th) quadrants
were invisible, but not the current behaviour. Our quasi Rxy still obeys Onsager
relationship: Rxy(−B, −n) = Rxy(B, n).

5.6 Concluding Remarks

We attempt to induce the magnetic proximity effect in graphene by fabricating het-
erostructures with three separate vdW magnets: CrI3, CrSiTe3, and RuCl3. We fare
the worst with CrI3, where in spite of the cleanest devices and seemingly incorporat-
ing the necessary precautions, the CrI3 completely disintegrates. This further leads
to the graphene either being very strongly hole doped, or itself chemically degrading
such that we do not observe any graphene like signatures in electron transport. We
learnt of another work where via contacts to graphene were unsuccessfully attempted
to preserve CrI3 [131].

In CrSiTe3-graphene heterostructures, we do not find any noticeable degradation
in the quality of graphene on SiO2 than before the transfer of CrSiTe3 on top. In spite
of not having a protective top h-BN layer, CrSiTe3 is found to not degrade over more
than a month with magneto-optical measurements confirming its magnetic properties.
Quantum Hall measurements in CrSiTe3-graphene confirm graphene’s high quality,
but do not show signatures of spin splitting. A significant enhancement in non local
transport was observed in CrSiTe3-graphene compared to graphene only, which could
be suggestive of a proximity induced MEF. There are however other observations,
which do not completely add up with a true magnetic system, such as a saturation
of the MEF at a relatively small external field.

Our results for heterostructures of 2D ferromagnets CrI3 and CrSiTe3 are sum-
marized along with other observations in lierature in table 5.1.

The graphene-RuCl3 system was the most interesting, with a clear signature of
a proximity effect in the form of band hybridization between graphene and RuCl3.
Our results, along with reports in literature are summarized in table 5.2. We observe
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Table 5.1: Comparison of ferromagnet-graphene results with literature

Report
Proximal
layer

Magnetic
Proximity?

Proximity
SOC?

Mobility
(cm2/V.s)

Comments

[34],[35]
MoS2,
WS2,
WSe2

7 ! ∼ 100,000
Magnetic proximity
not expected

[37] YIG ! ! 10,000 AHE observed

[36] EuS ! 7 6,000
SOC surprisingly ab-
sent

[119] CrI3 7 7 200
After 20 minutes ex-
posure to air and light

[131] CrI3 7 7 N/A
Device degraded be-
fore measurement

[131] CrCl3 7 7 ∼ 100, 000

Signal from two car-
rier transport incor-
rectly attributed to
AHE

This thesis CrI3 7 7 N/A
Transport inconsis-
tent with graphene

This thesis CrSiTe3 7 7
5,000-
10,000

Graphene and
CrSiTe3 do not
degrade over time > 1
month

signatures of antiferromagnetic transition in electrical transport at elevated Neel tem-
peratures. While we cannot distinguish whether the magnetic signature arises simply
from the underlying RuCl3, or is indicative of magnetic order in graphene, the ele-
vated Neel temperature clearly points to some hybrid interaction between graphene
and RuCl3, even if only at an electrostatic level. The end result is an enhanced,
gate voltage tunable antiferromagnetic phase in RuCl3 due to proximity coupling to
graphene.

The asymmetric QHE is an interesting phenomena that requires further investi-
gation. The asymmetric QHE always includes a graphene-RuCl3 edge, as opposed to
a “graphene only” edge, when it reverts to the usual QHE. As yet, we are unaware of
any other work in literature where such an asymmetry in carrier density and magnetic
field was observed. Neither Zhou et al. nor Mashhadi et al. observe the QHE in their
graphene-RuCl3 systems[117, 118].
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Table 5.2: Comparison of RuCl3-graphene results with literature

Report
Enhanced
conductivity?

Magnetic
order of
RuCl3

TN/Tc(K)
Quantum
Hall?

Magnetic order
in graphene?

[117] ! AFM ? 10 K 7 7

[118] ! FM/AFM (12-35) K 7 7

This thesis ! AFM (36-48) K ! 7
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Chapter 6

Concluding remarks and future
Work

In this final chapter, we summarize our results towards achieving a magnetic prox-
imity effect with vdW magnets CrI3, CrSiTe3, and RuCl3. While we have not yet
demonstrated conclusively the emergence of proximity induced magnetic order in
graphene, we put forward some ideas that researchers in the future can utilize to
further build upon our work. We first discuss new device configuration ideas with
the same magnetic vdW materials that we have employed so far. Lastly, different
approaches with alternate materials are discussed.

6.1 CrI3-graphene: Conclusions and future device

ideas

Of all the vdW magnet-graphene systems that we studied, CrI3-graphene devices were
by far the worst due to the extreme chemical instability of CrI3. We attempted to
take care of this issue by fabricating doubly encapsulated h-BN-CrI3-graphene-h-BN
devices. In these “type A” devices, electrical contacts to graphene were made prior
to assembling the top half h-BNCrI3 of the device.

A schematic of this idea is once again shown in fig. 6.1a. Our theory is that the
degradation of CrI3 and that of graphene resultantly is due to small pockets that form
at the edges where the metal and h-BN flakes overlap. We highlight this in fig. 6.1b
for device A1 with dotted red circles. Even though the CrI3 flake is seemingly safely
encapsulated (black dotted flake in fig. 6.1b), results from our devices show that this
is clearly not the case.

Our idea could be further improved by the following two techniques:

i) Via contacts to graphene through the top h-BN flake

ii) Graphite contacts to graphene at a large lateral distance away from CrI3.
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Figure 6.1: Degradation from tenting effects in “type A” devices
(a) Schematic of a completed “type A” device (b) Optical image of device A1. Red

dotted circles indicate regions where the thick metal overlaps with the top h-BN
flake, causing a tenting effect and leading to open pockets for moisture to seep in.

Black dotted lines outline the CrI3flake.

6.1.1 Via contacts to graphene-CrI3devices

Recently, it was demonstrated that via contacts are a powerful approach towards
making electrical contacts to vdW systems where one or more materials are chemically
sensitive [132]. The original idea was implemented to vdW superconductor NbSe2 but
could be applied to a graphene-CrI3 system as well.

In via contacts, elliptic/rectangular holes are first etched into a top h-BN flake
that is exfoliated onto a Si substrate. Next Au metallic leads are evaporated on
it to fill the etched holes. Note that no adhesion layer of Cr is utilized to ensure
that Au does not stick to the Si substrate. Now, the usual vdW assembly can be
performed using this h-BN flake as the top most layer and aligning it precisely with
the underlying layer so that electrical contact is made to the material of interest.

This idea is illustrated in fig. 6.2. This idea should be an improvement over our
“type A” devices as there should not exist any macroscopic air pockets. The etched
holes in the top h-BN flakes should be completely filled by the evaporated Au metal
save for microscopic openings associated with roughness of Au.

A downside of this technique is that the encapsulated CrI3would still be exposed to
the nanofabrication steps as a final lithography plus metal evaporation step is required
to connect the via contacts on the device with bond pads on the Si substrate.

We have successfully implemented this via approach in a “graphene only” device
to ensure that we can replicate this technique, but haven’t implemented this idea
to a graphene-CrI3 system yet. While we haven’t yet tested this idea on graphene-
CrI3 heterostructure ourselves, we did find a recent report where this technique was
unsuccessfully implemented[131]. The author demonstrated in his report that due
to the microscopic openings arising from the roughness of metallic Au, moisture was
able to seep in, and completely degrade the CrI3 in a matter of minutes (section 5.5
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Figure 6.2: Making via contacts to graphene-CrI3 system.

in ref. [131]).

6.1.2 Graphite contacts to graphene

An encouraging recent result in literature has been the demonstration of tunneling
magnetoresistance in CrI3 based devices. Since CrI3 is a layered ferromagnetic with
antiferromagnetic interlayer coupling, bilayer CrI3 will have a large (small) associated
tunneling magnetoresistance depending on whether the spins in the two layers are
anti-aligned (aligned). This result was successfully demonstrated by four separate
works using electrical transport [133, 134, 135, 136].

In each of those works, the authors utilized multilayer graphene (or graphite) flakes
above and below CrI3 flakes of varying thickness (two, three, four etc. layers). The
graphite flakes extended laterally over some distance, where finally metallic contacts
were evaporated to connect the graphite leads with bond pads. The devices were also
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doubly encapsulated in h-BN.

Figure 6.3: Schematic: Making electrical contacts to graphene using graphite flakes
in a graphene-CrI3 system.

Note that the graphite flakes extend further out than the top h-BN so that the
h-BN flake does not have to fold over thick metal leads

Such an idea could be extended to a graphene-CrI3 vdW heterostructure and is
illustrated in fig. 6.3. Two (or more) graphite contacts can electrically touch graphene
and extend out wide as shown. The graphene-CrI3 heterostructure is completely
encapsulated with top and bottom h-BN flakes. Having said that, it is crucial that the
graphite contacts extend out further than the top h-BN flakes. This ensures that the
h-BN-graphite-graphene-CrI3-h-BN heterostructure is all van der Waals and should
be devoid of any microscopic air pockets, due to the atomic flatness of vdW materials.

There are no reports in literature where this idea has been implemented suc-
cessfully or unsuccessfully to graphene-CrI3 proximity devices. Keeping in mind the
successful implementation of CrI3 in transport devices for the tunneling experiments,
this approach might be researchers’ best bet with regards to creating a graphene-
CrI3 device that does not degrade. There is still the second hurdle of whether a
sufficient MEF would even be induced in graphene and if any discernible effects could
be observed. But so far even the first hurdle with graphene-CrI3 devices of creating
a non degrading system has yet to be realized. Implementing graphite contacts is
likely the best approach in this direction.

6.2 CrSiTe3-graphene: Conclusions and future de-

vice ideas

From our experience with fabricating CrSiTe3-graphene devices (‘type “C”, “D”, and
“E” devices in sec. 5.4), CrSiTe3 was clearly a far more forgiving material than CrI3 in
terms of chemical stability. Indeed, our CrSiTe3-graphene devices all exhibited trans-
port characteristics consistent with graphene behaviour, with negligible degradation
in graphene mobility (less than 20%) in graphene-SiO2 devices after CrSiTe3 transfer.
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Thus, we believe that the CrSiTe3-graphene system is much more likely to succeed
than the CrI3-graphene as far as observing a proximity induced MEF goes.

The concern currently with CrSiTe3-graphene devices is the absence of any obvious
proximity induced magnetic order in graphene. We suggest improvements upon our
ideas that would be more conducive towards successfully achieving a MEF in CrSiTe3-
graphene heterostructures.

6.2.1 Symmetric CrSiTe3-graphene-CrSiTe3 devices

Perhaps the most important factor when inducing a proximity effect is the inter-
layer spacing between neighbouring materials. The strength of the induced MEF
increases exponentially with decreasing interlayer spacing between graphene and the
vdW magnet.

In our “type D” h-BN-graphene-CrSiTe3 devices, a concern is that the presence of
h-BN might be counter productive. It is well known that a graphene-hBN interface
leads to a stable, lower energy ground state where graphene’s π bands hybridize with
h-BN, opening up a band gap[31, 32].

It is possible as a result that this h-BN-graphene proximity interaction could com-
pete with the desired graphene-CrSiTe3 proximity interaction. To subvert this issue,
we propose a symmetric CrSiTe3-graphene-CrSiTe3 heterostructure which not only
doubles the strength of MEF that should arise, but also ensures no other competing
interactions exist.

A schematic of such a device is shown in fig. 6.4. Keeping in mind that CrSiTe3 has
a chemically sensitive nature, we propose a device that is encapsulated in h-BN for
protection, that is then edge contacted. The only challenge we foresee with this device
geometry at the moment is the failure rate associated with “picking up” CrSiTe3 for
van der Waals stacking. In our vdW assembly, our success rate with CrSiTe3 pickup
is ∼ 20%, which is compounded if two CrSiTe3 pickups are required for the same
device.

However, by either brute forcing multiple attempts at picking up CrSiTe3, or
dividing the entire vdW assembly into two separate half steps, this device geometry
could be achieved and is a promising idea to increase the strength of induced MEF.

6.2.2 Enhancing proximity interactions by adding pressure

It was recently shown by ref. [137] that compressive strain could be used to reduce
interlayer spacing, and hence, strongly enhance proximity interactions in vdW het-
erostructures. This was achieved by loading the vdW device inside a pressure cell and
applying a pressure P ∼ 2 GPa. The authors demonstrated significantly enhanced
superlattice interactions in h-BN-graphene-h-BN [137]. This idea is illustrated in
fig. 6.5b.
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Figure 6.4: Schematic of a symmetric edge contacted CrSiTe3-graphene-
CrSiTe3 device

Later, this idea was extended to twisted bilayer graphene, with the idea of enhanc-
ing electron-electron interactions between the two graphene monolayers. The authors
demonstrated the unconventional superconductivity that occurs in this system to
occur at twist angles ≈ 1.3◦, greater than the conventional 1.1◦ “magic angle”[138].

We believe that pressure could be utilized to enhance the magnetic exchange inter-
actions in vdW magnet-graphene systems and suggest the above mentioned symmetric
CrSiTe3-graphene-CrSiTe3 system as the idea platform to apply this idea (fig. 6.5a).
We have demonstrated in this thesis so far that the quality of graphene, CrSiTe3,
and the interface are not the issue in CrSiTe3-graphene systems. The absence of any
magnetic proximity effects likely stem from a magnetic exchange that is not strong
enough.

Thus using a pressure cell such as one utilized in ref. [137] is very likely to suffi-
ciently enhance the magnetic proximity interactions between graphene and CrSiTe3,
and most certainly lead to physically observable phenomena in electronic transport.

6.3 RuCl3-graphene: Conclusions and future work

Of the three vdW magnet-graphene systems we have studied, the RuCl3-graphene
system has clearly proven to be the most interesting. In our opinion, it is the RuCl3-
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Figure 6.5: Using large pressure to enhance interlayer interactions in CrSiTe3-
graphene-CrSiTe3 devices
(a) Schematic of a symmetric CrSiTe3-graphene-CrSiTe3 device inside a pressure cell
(b) Reduction in interlayer spacing under high pressure. Panel (b) borrowed from

ref. [137].

graphene system that deserves the most attention in any future work studying vdW
heterostructures of 2D magnets and graphene.

While we do not observe signatures of magnetic proximity effects in graphene,
there are clear signatures of proximity effects and band hybridization in the RuCl3-
graphene system.

First and foremost, we observe an enhanced electronic conductivity in the system,
with resistances an order of magnitude lower than expected in similar graphene de-
vices. RuCl3 is a Mott insulator, so this enhanced conductivity in RuCl3-graphene
is impossible without the presence of proximity induced band hybridization between
RuCl3 and graphene.

The band hybridization furthermore leads to an enhanced antiferromagnetic order
that is gate voltage tunable. As opposed to the implicit TN = 7 K or 14 K of RuCl3,
we are able to tune TN between 36 K and 48 K. We have reproduced these results in a
second RuCl3-graphene device where both the enhanced conductivity and enhanced
antiferromagnetic order (with identical control over TN with similar gate voltages)
were observed.

Our results share some common features and some disagreements with the work
presented in ref. [118] on RuCl3-graphene. Like us, they also observe an enhanced
critical temperature (12 − 35 K) which is gate voltage tunable. However, at some
gate voltages, they observe a ferromagnetic order and at other gate voltages an anti-
ferromagnetic order .

Since there are some open questions with regards to the magnetic ground state of
RuCl3-graphene system, we are currently in the midst of performing magneto-optical
characterization of our RuCl3-graphene devices, which will be another independent
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measurement of the magnetic order in these devices.
Lastly, future work will also aim to examine the quantum Hall regime in these

devices, where quantum Hall plateaus associated with holes (electrons) were invisible
for positive (negative) values of B⊥. We were unable to test this in our second device
due to the availability of only three leads, which prevented us from performing four-
terminal Rxx/Rxy measurements.

6.4 Other material systems and approaches

In this section, we discuss some ideas beyond the three vdW magnetic systems that
we have so far considered in this thesis. There exist a plethora of layered magnetic
materials today. For example, ref. [24] reported 38 different vdW magnets two years
ago, with the number even greater today. As a result, it is imperative that the
material systems be carefully chosen, keeping in mind the desired properties.

6.4.1 Large scale growth of vdW magnet-graphene heterostruc-
tures

Our approaches towards realizing a magnetic proximity effect were limited to a top-
down approach of cleaving layered materials and assembling vdW heterostructures out
of them. Alternatively, bottom-up approaches towards this goal could be attempted.
This was the case for the EuS-graphene system that we discussed in sec. 4.2.1[36].

Even though EuS itself is a three dimensional material, successful large scale
growth of two dimensional magnetic layers has now been achieved. For example,
D. O’Hara et al. demonstrate ferromagnetism at room temperature in monolayer
MnSe2 via molecular beam epitaxy[139].

Even if a step by step heterostructure of graphene on a vdW magnet (or vice
versa) cannot be directly grown, large area graphene films grown via CVD can be
transfered onto two dimensional magnetic substrates. As was shown in the work of
EuS-graphene and graphene-YIG, such techniques do not significantly degrade the
graphene quality. The up side of this approach is it allows simultaneous fabrication
of a large number of devices. The focus with such a work can thus be to simply
search for signatures of magnetic proximity effects, while the quality of graphene can
be optimized later.

6.4.2 Magnetism in twisted bilayer graphene

Recently two experimental results emerged in literature where magnetic order was
observed in twisted bilayer graphene (tBLG)[40, 41]. First, A. Sharpe et al. reported
observed magnetic hysteresis and the AHE in tBLG near three quarters filling of the
mini Brillouin zone of tBLG[40]. At first sight, this is a surprising result since the
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system is defect free, and does not possess any obvious means of creating a magnetic
exchange interaction such as magnetic dopants. Instead, this magnetic order arises
from strongly correlated electron behaviour. The tBLG samples were encapsulated
in top and bottom h-BN flakes, and it seems important that one of the graphene
sheets be in near alignment with its neighbouring h-BN layer. This has the effect of
breaking the fourfold spin and valley degeneracies in tBLG. Thus, at three quarters
filling, the ground state is spin and valley polarized.

M. Serlin et al. demonstrated the quantum anomalous Hall effect in tBLG with
Rxy = h/e2 corresponding to Chern number C = 1 in the absence of an external
magnetic field[41]. Outside of the magnetic doped thin films of 3D topological insu-
lators, this is the only other system where the quantum anomalous Hall effect has
been demonstrated. The quantum anomalous Hall state is much more robust to tem-
perature, with near perfect quantization at T = 3 K, ∼ 100 times higher than the
topological insulator films. While a detailed theory does not yet exist, it is believed
that the topological order arises from the near perfect alignment of one graphene
layer with its neighbouring h-BN layer.

With these two new experimental results in mind, tBLG is undoubtedly the most
promising two dimensional “magnetic” system. Introducing a near precise twist an-
gle ≈ 1.15◦ − 1.20◦ is not a big technical challenge, with multiple groups successfully
achieving tBLG devices. The chemical stability of graphene eliminates any experi-
mental challenges associated with chemical degradation that have been the biggest
roadblocks in our more conventional vdW magnet-graphene proximity devices. This
is a huge positive.

In closing, while attempting to introduce a proximity induced MEF in monolayer
graphene, we encountered two major experimental challenges. The first is associated
with the quality of vdW magnets and interfaces. Secondly, the strength of any induced
MEF in clean 2D ferromagnet-graphene (CrSiTe3-graphene) devices does not appear
to be as strong as predicted theoretically to have clear cut experimental signatures.
We have made significant progress towards resolving these issues. Yet, some hurdles
still exist, especially in CrI3-graphene.

The most recent results showcasing interfacial physics in the RuCl3-graphene sys-
tem are extremely encouraging, and will be the focus of attention in the immediate
future. Combined with results from other research groups, particularly for the twisted
bilayer system, we do believe that the future is bright for magnetism in graphene based
systems. The era of 2D magnetism has only just begun.
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[72] W. Świch, B. Rausenberger, W. Engel, A. M. Bradshaw, and E. Zeitler. In-situ
studies of heterogeneous reactions using mirror electron microscopy. Surface
Science, 294(3):297–307, September 1993.

[73] Lloyd M. Davis, Noel C. MacDonald, Paul W. Palmberg, Gerald Edward Riach,
and Richard E. Weber. Handbook of Auger Electron Spectroscopy. 1976.

[74] Piran R. Kidambi, Raoul Blume, Jens Kling, Jakob B. Wagner, Carsten Baehtz,
Robert S. Weatherup, Robert Schloegl, Bernhard C. Bayer, and Stephan Hof-
mann. In Situ Observations during Chemical Vapor Deposition of Hexagonal
Boron Nitride on Polycrystalline Copper. Chemistry of Materials, 26(22):6380–
6392, November 2014.

[75] Yi Zhang, Zhen Li, Pyojae Kim, Luyao Zhang, and Chongwu Zhou. Anisotropic
Hydrogen Etching of Chemical Vapor Deposited Graphene. ACS Nano,
6(1):126–132, January 2012.

[76] Liang Zhang, Yifan Ye, Dingling Cheng, Haibin Pan, and Junfa Zhu. Interca-
lation of Li at the Graphene/Cu Interface. The Journal of Physical Chemistry
C, 117(18):9259–9265, May 2013.

[77] Meryl D. Stoller, Sungjin Park, Yanwu Zhu, Jinho An, and Rodney S. Ruoff.
Graphene-Based Ultracapacitors. Nano Letters, 8(10):3498–3502, October 2008.

[78] Takashi Ikeda, Zhufeng Hou, Guo-Liang Chai, and Kiyoyuki Terakura. Possible
Oxygen Reduction Reactions for Graphene Edges from First Principles. The
Journal of Physical Chemistry C, 118(31):17616–17625, August 2014.

[79] Donghui Guo, Riku Shibuya, Chisato Akiba, Shunsuke Saji, Takahiro Kondo,
and Junji Nakamura. Active sites of nitrogen-doped carbon materials for oxygen
reduction reaction clarified using model catalysts. Science, 351(6271):361–365,
January 2016.

123



[80] Qiyuan He, Shixin Wu, Zongyou Yin, and Hua Zhang. Graphene-based elec-
tronic sensors. Chemical Science, 3(6):1764–1772, May 2012.

[81] Zongping Chen, Wencai Ren, Libo Gao, Bilu Liu, Songfeng Pei, and Hui-Ming
Cheng. Three-dimensional flexible and conductive interconnected graphene net-
works grown by chemical vapour deposition. Nature Materials, 10(6):424–428,
June 2011.

[82] Mineo Hiramatsu and Masaru Hori. Future Perspective for Emerging Appli-
cations Using Carbon Nanowalls. In Mineo Hiramatsu and Masaru Hori, edi-
tors, Carbon Nanowalls: Synthesis and Emerging Applications, pages 159–161.
Springer Vienna, Vienna, 2010.

[83] Raghav Garg, Sahil K. Rastogi, Michael Lamparski, Sergio C. de la Barrera,
Gordon T. Pace, Noel T. Nuhfer, Benjamin M. Hunt, Vincent Meunier, and
Tzahi Cohen-Karni. Nanowire-Mesh-Templated Growth of Out-of-Plane Three-
Dimensional Fuzzy Graphene. ACS Nano, 11(6):6301–6311, June 2017.

[84] Pascal Ruffieux, Jinming Cai, Nicholas C. Plumb, Luc Patthey, Deborah
Prezzi, Andrea Ferretti, Elisa Molinari, Xinliang Feng, Klaus Müllen, Carlo A.
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