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Abstract

Deep Neural Networks (DNNs) have been traditionally designed by human experts in a painstaking

and expensive process, dubbed by many researchers to be more of an art than science. However, the ever-

increasing demand for state-of-the-art performance and real-world deployment has resulted in larger

models, making the manual DNN design a daunting task. AutoML presents a promising path towards

alleviating this engineering burden by automatically identifying the DNN hyperparameters, such as the

number of layers or the type of layer-wise operations. As modern DNNs grow larger, AutoML methods

face two key challenges: first, the increased DNN model sizes result in increased computational complexity

during inference, making it difficult to deploy AutoML-designed DNNs to resource-constrained devices.

Second, due to the large DNN design space, each AutoML search remains considerably costly, with an

overall cost of hundreds of GPU-hours.

In this thesis, we propose AutoML methods that are both hardware aware and search-cost efficient. We

introduce a Bayesian optimization (BO) methodology enhanced with hardware-cost predictive models,

allowing the AutoML search to traverse the design space in a constraint “complying” manner, up to 3.5×

faster compared to vanilla BO methods. Moreover, we formulate the design of adaptive DNNs as an AutoML

task and we jointly solve for the DNN architectures and the adaptive execution scheme, reducing energy

consumption by up to 6× compared to hand-tuned designs. Next, in a departure from existing one-shot

Neural Architecture Search (NAS) assumptions on how the candidate DNN architectures are evaluated,

we introduce a novel view of the one-shot NAS problem as finding the subsets of kernel weights across

a single-path one-shot model. Our proposed formulation reduces the NAS search cost by up to 5,000×

compared to existing NAS methods. Taking advantage of such efficiency, we investigate how various

design space and formulation choices affect the AutoML results, achieving a new state-of-the-art NAS

performance for image classification accuracy (75.62%) under runtime constraints on mobile devices.
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Chapter 1

Introduction

Deep Neural Networks (DNNs) have emerged as powerful models for numerous deep learning (DL)

applications, such as image recognition [46], machine translation [126], object detection [73, 74, 45],

and semantic segmentation [63]. The abundance of successful, real-world DNN-based products and

applications in our daily lives (e.g., 2D human pose estimation [55], Speech-to-Text APIs [39], real-time

virtual-reality image rendering on head-mounted displays [81, 80, 88], to name a few) has ignited an

ever-increasing interest in pushing the performance of DNNs to achieve state-of-the-art results. DNNs

have been traditionally designed by human experts in an expensive and meticulous process, which has

been dubbed by many researchers as more of an art than science [103]. However, as modern DNN models

become increasingly deeper and larger, the task of hand-tailored DNN design has become a daunting

challenge [119].

AutoML presents a promising path for alleviating the engineering costs and the complexity that are

intrinsic to the design of neural networks, by automating the tuning of DNN hyperparameters (e.g., the

number of layers, the type of operations per layer, etc.) and by formulating the design of DNNs as a

hyperparameter optimization problem [103, 97]. In fact, we are witnessing a proliferation of novel AutoML

approaches, with formulations spanning many different methodologies, such as black-box hyperparameter

optimization (HPO) [103, 106, 33, 62, 71, 5] and Neural Architecture Search (NAS) [138, 97, 79, 100].

Notably, commercial interest in AutoML has grown dramatically in recent years, as demonstrated by the

vast computational resources committed to industry-driven AutoML research [138, 97, 1, 136, 131, 42, 35]

and by the plethora of commercial cloud-based services and frameworks [32, 36, 86, 38, 121, 87]. Overall,

AutoML methodologies constitute a research topic of paramount importance, since the commoditization of

“push-button” DL solutions without the need for DL experts is expected to have significant reverberations

across multiple industries.

1
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1.1 Challenges for state-of-the-art AutoML frameworks

AutoML frameworks have currently established the state-of-the-art performance across numerous DL

applications. Strong empirical results show that AutoML-generated DNNs outperform their hand-designed

counterparts. However, despite the numerous beta tools available online [32, 86, 38], the growing demand

for real-world deployment of DNNs has given rise to two key challenges in AutoML research.

Challenge 1 – Hardware efficiency of AutoML-designed DNNs: As modern DNNs become increas-

ingly deeper, they require more computational power during inference. This increased computational

cost becomes an impediment to the deployment of state-of-the-art AutoML-designed DNNs to resource-

constrained devices, such as mobile phones and Internet-of-Things (IoT) nodes [122]. For instance, object

classification can drain the smartphone battery within an hour [133]. Consequently, accounting for the

hardware efficiency of AutoML-designed DNNs has emerged as an important research direction, as attested

by the plethora of recent device-aware AutoML approaches [122, 55, 12, 31, 51].

In particular, existing methods revisit the earlier hardware-unaware AutoML formulations (e.g., re-

inforcement learning [138] or evolutionary algorithms [97]) by incorporating the total FLOP count as a

constraint and by optimizing for the so-called “mobile setting”, i.e., for models with less than 600 million

parameters. Nonetheless, recent experimental results show that the number of operations or parameters

does not approximate the latency well [31, 14, 8]. While recent methods explicitly account for hardware

measurements and models (e.g., inference latency) into AutoML formulations [31, 51, 128, 12], they have

yet to address the second key challenge of prohibitively large search cost, as discussed next.

Challenge 2 – Efficiency in AutoML search cost: As state-of-the-art DNNs grow larger, their increased

model complexity gives rise to a combinatorially large search space. For example, in the case of a mobile-

efficient DNN with 22 layers, choosing among five candidate operations yields 522 ≈ 1015 possible DNN

architectures [128]. Hence, AutoML methods need to tackle the intrinsically high cost of traversing this huge

design space. Earlier methods use reinforcement learning (RL) to guide the exploration [122]. Nonetheless,

training the RL controller poses prohibitive computational challenges, since tens of thousands of candidate

DNNs need to be trained [128] for a total search cost of tens of thousands of GPU-hours. This immense

amount of computational resources required for AutoML constitutes an unprecedented burden for cloud

providers, with each search being as costly in terms of total carbon footprint as five round-trip flights from

San Fransisco to New York [44].

Recent literature has seen a shift towards more sample-efficient differentiable formulations [79, 93,

132, 128, 12]. However, even the newest Neural Architecture Search (NAS) methods remain considerably

expensive, with an overall cost of hundreds of GPU-hours [128, 12]. Consequently, existing AutoML
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frameworks remain a bottleneck, especially when using them repeatedly to search for different hardware

platforms under various device constraints: each single AutoML search [128, 12] has the same total carbon

footprint as five cars during their lifetimes [44].

1.2 Thesis contributions

In light of the aforementioned challenges, in this thesis we strive to develop novel AutoML methods that are

both hardware aware and search-cost efficient. We show that, by incorporating insight from the underlying

search space, the hardware (HW) metrics, and the target applications, our proposed solutions outperform

prior work in terms of DNN accuracy, while significantly reducing the search cost. We demonstrate this

with the following novel contributions:

• Chapter 3 – Hardware-enhanced Bayesian optimization: We introduce a Bayesian optimization (BO)

method where the HW-cost terms are directly incorporated into the BO formulation, allowing the

AutoML search to traverse the design space in a constraint “complying” manner [109]. The proposed

method reaches the near-optimal region 3.5× faster compared to vanilla constrained BO methods.

• Chapter 4 – AutoML for designing adaptive DNNs: To the best of our knowledge, we are first

to formulate the design of adaptive DNNs as an AutoML problem and to jointly solve for the

architectures of the individual (heterogeneous) DNNs and the adaptive execution scheme under HW

constraints [110]. We propose a BO-based methodology that reduces energy consumption by up to

6× and improves accuracy by up to 31.13% compared to hand-designed adaptive DNNs, when tested

on a commercial NVIDIA mobile SoC and the CIFAR-10 dataset.

• Chapter 5 – Single-path one-shot NAS: We introduce a novel view of the one-shot NAS problem,

drastically decreasing the number of trainable parameters. To the best of our knowledge, this is the

first formulation of one-shot NAS as finding the subset of kernel weights in each DNN layer [113, 114].

The overall search cost (8 epochs) is up to 5,000× faster compared to prior work.

• Chapter 6 – State-of-the-art Mobile NAS performance: We enhance the Mobile NAS search space

by treating the Squeeze-and-Excitation [52] (SE) path as fully searchable. We show that larger SE

ratios further improve the overall performance by yielding a better DNN accuracy-runtime trade-off

and we investigate how various formulation choices affect the one-shot NAS performance [112]. Our

method achieves a new state-of-the-art Mobile NAS accuracy on ImageNet classification (75.62%)

with inference runtime on par with existing methods.



CHAPTER 1. INTRODUCTION 4

To this end, we believe that this thesis supports the following claim:

Thesis statement: AutoML methods can be both hardware aware and search-cost efficient.

1.3 Thesis organization

The remainder of this thesis is organized as follows.1 Chapter 2 formulates the problem of hardware-

constrained AutoML. Chapter 3 introduces our hardware-constrained BO methodology. Chapter 4 details

the BO-based design of adaptive (heterogeneous) DNN systems under energy and communication con-

straints. In Chapter 5, we propose a novel one-shot NAS method. In Chapter 6, we detail an enhancement of

the NAS design space that further improves the accuracy-runtime trade-off and we investigate how different

implementation choices affect the performance of the AutoML-designed DNNs. Chapter 7 discusses the

related work. Finally, Chapter 8 concludes this thesis and highlights directions for future research.

1This manuscript does not include some of my lead authored PhD research related to manufacturing process variations [115] and
precipitation prediction models [29] as they fall outside the scope of this thesis.



Chapter 2

Background

AutoML methods treat the design of DNNs as a hyperparameter optimization problem. To facilitate the

discussion in the following chapters, we first provide an overview of AutoML methods (Section 2.1), we

then formulate the hardware-aware AutoML problem (Section 2.2), and we review some background

material related to the key methods investigated in this thesis, i.e., Bayesian optimization (Section 2.3) and

one-shot NAS (Section 2.4).

2.1 Paradigms for AutoML

To contextualize the work in this thesis, we identify the main categories (and their respective sub-categories)

in AutoML methods following the categorization by Hutter et al. [54]. We follow such dichotomies mainly

to identify the focus for this thesis, and we note that different authors have drawn these delineations

differently, e.g., Li and Talwalkar identify the main AutoML components with respect to the search space,

the search method, and the evaluation method of an AutoML approach [70]. As shown in Figure 2.1,

AutoML can be categorized into three high-level categories, namely (i) black-box hyperparameter optimization

(HPO), (ii) Neural Architecture Search (NAS), and (iii) meta-learning.

Hyperparameter optimization: HPO refers to the class of AutoML methods that tune a learning model

over a wide range of hyperparameter choices related to model architecture (e.g., number of parameters),

optimization (e.g., learning rate), and regularization (e.g., regularization factors). HPO methods can be

further separated based on their strategy to traverse the design space: e.g., model-free [3], Bayesian

optimization [34], and multi-fidelity [71], etc. Since every learning system has hyperparameters, HPO

methods date back to the 1990s [65], spanning ML (e.g., SVMs [106]) and DL applications (e.g., DNNs [107]).

Neural Architecture Search: NAS methods refer to the recent sub-field of AutoML that aims to

specifically tune the structural hyperparameters of DL models, i.e., the model architecture. While there

5
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Figure 2.1: An overview of AutoML paradigms following the categorization by Hutter et al. [54]. In this
thesis, we focus on AutoML based on Bayesian optimization (Chapters 3-4) and one-shot NAS (Chapters 5-6)
techniques under hardware constraints.

is indeed a significant overlap between NAS and HPO methodologies, in this thesis we adhere to the

following distinction between NAS and HPO from Hutter et al. [54]: in the former, the NAS search space

consists of architectural hyperparameters only, while in the latter case (HPO) it does not.

As of this writing, NAS literature is witnessing a yearly exponential increase in the number of papers

written on the subject [76]. Hence, we further categorize NAS works into standalone and one-shot NAS

methodologies, based on how the candidate DNNs are evaluated. In particular, in standalone NAS, the

search strategy (e.g., reinforcement learning [137] or evolutionary algorithms [97]) selects a DNN in every

iteration. The candidate design is trained from scratch on a (proxy) task to evaluate its performance, hence

yielding computation demands on the order of thousands of GPU-days [138]. To reduce this computational

burden, one-shot NAS treats all DNN architectures as subsets of a supernetwork (the one-shot model) [79].

This requires only the weights of a single one-shot model to be trained, and the various candidate designs

are then evaluated by inheriting trained weights from the supernetwork.

Meta-learning: Meta-learning methods focus on learning to learn on a new task by building on experience

obtained from related, previously studied tasks [125]. Several meta-learning strategies exhibit significant

overlap with the previous two categories (e.g., warm-start techniques in HPO [36] or configuration-transfer in

proxy-based one-shot NAS [79]), hence in this thesis we consider only HPO and NAS.

Overall, this thesis exclusively focuses on BO-based HPO and one-shot NAS methodologies, as high-

lighted in Figure 2.1. Our choice stems from our goal to develop AutoML methods that are both hardware-

aware and search-cost efficient. To this end, these two techniques are excellent starting points for our endeavor

and the reason is twofold: (i) search-cost efficiency – prior work has shown that BO and one-shot NAS reduce



CHAPTER 2. BACKGROUND 7

the search cost compared to other HPO and standalone NAS counterparts [79, 103]; (ii) hardware-awareness

– both these methods have been previously used for AutoML under hardware constraints, which allows us

to have representative comparisons with prior work by assessing our methodologies against well-studied

AutoML search spaces and hardware platforms [92, 122]. In particular, we delve into BO (Chapters 3-4)

and one-shot NAS (Chapters 5-6) techniques to design DNNs for image classification under hardware

constraints.

2.2 Designing DNNs with hardware-aware AutoML: problem formulation

When designing DNNs, there is a plethora of options for the DL practitioner to choose from, such as:

• Layer-wise operation choice: convolution, pooling, fully-connected layer, etc.

• Types of convolution layers: varying number of filters, kernel size, expansion ratios, etc.

• Pooling layers: kernel size, stride values, etc.

• Fully-connected layers: number of units

• Learning hyperparameters: learning rate, momentum, weight decay, etc.

All these different tunable hyperparametes yield the design space A with all possible configurations.

In the context of automated hardware-constrained DNN design, our goal is to find the DNN architecture

a∗ ∈ A with the optimal learning performance with respect to the DL task (e.g., the validation error on

the target dataset) that satisfies the constraints (e.g., power consumption during inference) on the target

platform. Formally, we write the DNN design as a constrained optimization problem:

min
a∈A

L(a) s.t. C̃(a) ≤ C̃T (2.1)

where our goal is to find the a∗ ∈ A that minimizes the learning loss L, and whose hardware-cost terms

C̃(a) satisfy the respective hardware constraints (target hardware performance) C̃T . In practice, evaluating

Equation 2.1 at different candidate designs a is costly. To this end, prior work has explored various methods

to efficiently solve this problem.

2.3 Constrained Bayesian optimization

The key insight behind various black-box HPO methodologies[103, 106, 5] is to approximate the objective

and constraint terms by surrogate probabilistic models which are cheaper to evaluate. In particular, Bayesian

optimization (BO) is a sequential model-based approach that has been shown to work well in practice for

problems with few tens of hyperparameters [103].
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Figure 2.2: Overview of BO during each iteration d + 1. BO uses a surrogate probabilistic modelMi to
approximate each term; the plots show the mean and confidence intervals estimated with the model (the
true objective function is shown for reference, but it is unknown in practice). At each iteration d + 1, an
acquisition function q(·) is expressed based on the modelMi and the maximizer of q(·) is selected as the
candidate design point ad+1 to evaluate. The objective is evaluated, i.e., the candidate DNN ad+1 is trained
and evaluated on the validation set. Then, the probabilistic modelsMi are refined via Bayesian posterior
updating based on the new observation. The process is repeated for Dmax steps.

To solve the constrained optimization problem in Equation 2.1, BO approximates each objective and

constraint term with a probabilistic (surrogate) model Mi based on Gaussian processes (GP). For each

function term fi, the GP model is a probability distribution over the possible functions of fi(a), and it

approximates each fi at each iteration d + 1 based on data A := aj ∈ Ad
j=1 queried so far. We assume that

the values fi := fi,{1:d} of a function term fi at points A are jointly Gaussian with mean mi and covariance

Ki, i.e., fi | A ∼ N (mi, Ki). This formulation intuitively encapsulates our belief about the shape of functions

that are more likely to fit the data observed so far. Since the observations fi are noisy with additive noise

ε ∼ N (0, σ2), we write each GP model as yi | fi, σ2 ∼ N (fi, σ2I). At each point aj, GP gives us a cheap

approximation for the mean and the uncertainty of the respective term, written as pMi (yi|aj) and illustrated

in Figure 2.2 with the black curve and the grey shaded areas.

Each iteration d + 1 of a BO algorithm consists of three key steps:

1. Maximization of acquisition function: We first need to select the point ad+1 (e.g., the next candidate

DNN configuration) at which the objective (e.g., the validation error of the candidate DNN) will be evaluated

next. This task of guiding the search relies on the so-called acquisition function q(a). A popular choice

for the acquisition function is the Expectation Improvement (EI) criterion, which computes the probability

that a term fi will exceed (negatively) some threshold y+i , i.e., EI(a) =
∫ ∞
−∞ max{y+i − yi, 0} · pMi (yi|a) dyi.

Intuitively, q(a) provides a measure of the direction toward which there is an expectation of improvement

of the objective function. The acquisition function is evaluated at different candidate points a, yielding high

values at points where the GP’s uncertainty is high (i.e., favoring exploration), and where the GP predicts a

high objective (i.e., favoring exploitation) [103]; this is qualitatively illustrated in Figure 2.2 (blue curve).

We select the maximizer of q(a) as the point ad+1 to evaluate next (green triangle).

2. Evaluation of the objective/constraints: Once the current candidate DNN architecture an+1 has been
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selected, the DNN is generated and trained to completion to evaluate its objective and constraint terms.

Please note that this step is the main bottleneck in AutoML. Hence, the efficiency of our proposed BO-based

methods (Chapters 3-4) comes from detecting when this step can be bypassed or how the search can be

quickly guided towards constraint-satisfying samples (i.e., fewer function evaluations).

3. Probabilistic model update: As the new term value yi,{d+1} becomes available at the end of iteration

d + 1, the probabilistic model pMi (yi) is refined via Bayesian posterior updating (the posterior mean

mi,{d+1} and covariance Ki,{d+1} can be analytically derived). This step is quantitatively illustrated in

Figure 2.2 with the black curve and the grey shaded areas. Please note how the updated model has reduced

uncertainty around the previous samples and newly observed point. For a comprehensive discussion of

GP models the reader is referred to [95].

Overall, the above methodology has been successfully used in several HPO tasks and it is a key

component in various commercial or industry-supported tools [32, 87], hence we delve into hardware-

constrained BO problems in this thesis.

2.4 One-shot Neural Architecture Search (NAS)

Figure 2.3: One-shot differentiable NAS relaxes the

combinatorial optimization problem (Equation 2.1) to

a softmax-based approximation of the DNN choices.

A supernet model is constructed that encompasses all

candidate DNN designs, i.e., all solutions a ∈ A.

To improve the search cost of AutoML methods,

one-shot NAS exploits weight-sharing by relaxing

the categorical DNN design choices to a one-shot

differentiable optimization problem. Specifically,

one-shot methods relax the combinatorial optimiza-

tion problem (categorical hyperparameters a) to

a softmax-based approximation parameterized by

α, i.e., each hyperparameter is ak ≈ softmax(αk).

Next, an over-parameterized multi-path supernet is

constructed (illustrated in Figure 2.3) where, for

each layer, every candidate operation is added as a

separate trainable path [12, 79, 128]. Hence, in these

methods, which we refer to differentiable one-shot

NAS [79, 93], the DNN design becomes an opera-

tion/path selection problem.

For layer input x, the output of each layer i is a (weighted) sum defined over the output of N different

paths, where each path j corresponds to a different candidate kernel wi,j. The weight of each path αi,j



CHAPTER 2. BACKGROUND 10

corresponds to the probability that this path is selected over the parallel paths:

oi
multi−path(x) =

N

∑
j=1

αi,j · oi,j(x) = αi,0 · conv(x, wi,0
3×3) + · · ·+ αi,N · conv(x, wi,N

5×5) (2.2)

Problem formulation: NAS formulations solve for the (distributions of) paths of the multi-path supernet

that yield the optimal architecture, i.e., for the optimal architecture parameters α (path weights), such

that the weights wα of the corresponding α-architecture have minimal loss L(α, wα). However, solving

for a constrained case (e.g., Equation 2.1) yields DNNs specific to the given constraints C̃T , and the

hyperparameter optimization process has to be repeated for a different C̃T values. To this end, given the

computational cost of performing architecture search, NAS literature has been more interested in finding

multiple Pareto-optimal solutions in a single search [122]. Hence, NAS methods revisit the constrained

Equation 2.1 and they solve instead for a weighted (trade-off) objective:

min
α

min
wα
L(α, wα) + λ · C̃(a) (2.3)

Solving Equation 2.3 gives rise to a challenging bi-level optimization problem [79]. Existing methods

interchangeably update the α’s while freezing the w’s and vice versa, leading to several gradient steps.

As expected, branching out all paths is intrinsically inefficient, since the number of trainable parameters

that need to be maintained and updated during the search grows linearly with respect to the number of

candidate operations per layer [1], leading to memory explosion [12] and increased search cost, with an

overall computational demand of hundreds of GPU-hours. In Chapters 5-6 we introduce our novel NAS

approach to alleviate the search cost related to one-shot differentiable NAS approaches.

Mobile NAS design spaces

Typically, NAS methods start from a fixed DNN “backbone” and they choose each layer-wise operation

from a set of predefined, candidate operations. A typical “backbone” choice for hardware-aware NAS is

the MobileNetV2 design [102] (Figure 5.4).1 MobileNetV2 skeleton: In this macro-architecture, except for

the head and stem layers, all DNN layers are grouped into blocks based on their input resolutions and the

filter sizes. The filter numbers per block follow the values in [128], i.e., we use seven blocks with up to four

layers each. Each blocks consists of four mobile inverted bottleneck convolution MBConv [102] layers. The

MBConv micro-architecture consists of a point-wise (1× 1) convolution, a k× k depthwise convolution, a

Squeeze-and-Excitation (SE) block [52], and a linear 1× 1 convolution. Unless the layer has a stride value

of two, a skip path is introduced to provide a residual connection from input to output.

1Different types of search spaces and DNN “backbones” have been previously considered (e.g., hierarchical [78], cell-based [138],
etc.). However, merging intermediate results across multiple branches of the cell/hierarchy with addition and concatenation operations
has been shown to be hardware costly [128]. Thus, such NAS search spaces are beyond the scope of our work.
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Figure 2.4: MobileNetV2-based search space [102]: DNN layers are grouped into predefined blocks, based
on their filter sizes. Each block contains four mobile inverted bottleneck convolution MBConv layers. For
each MBConv, NAS methods search for the convolution kernel size k, the expansion ratio e, whether the
layer is skipped or not, etc. MBConv from different blocks/layers can be different.

In Figure 2.4 (right) we list the various layer-wise design choices. Each MBConv is parameterized by:

(i) the kernel size of the depthwise convolution k× k, (ii) the expansion ratio e, i.e., the ratio between the

output and input of the first 1× 1 convolution, and (iii) the Squeeze-and-Excitation [52] ratio se, i.e., the

ratio between the number of channels in the intermediate convolution and the input of the Squeeze-and-

Excitation path. NAS also considers a special skip-op “layer”, which “zeroes-out” the kernel and feeds the

input directly to the output, i.e., the entire layer is dropped. This choice effectively corresponds to reducing

the depth of the network. Based on this parameterization, we denote each MBConv as MBConv-k× k-e-se.

The goal of NAS is to automatically identify the type of each MBConv layer in the DNN design.



Chapter 3

Hardware-Constrained DNN Hyperparameter

Optimization via Bayesian Optimization

Bayesian optimization (BO) has been the prominent hyperparameter optimization (HPO) method for model

selection. However, vanilla BO relies on costly function evaluations to learn the probability that a candidate

Deep Neural Network (DNN) architecture satisfies the hardware constraints. In this Chapter, we introduce

a novel BO formulation that explicitly incorporates hardware models, allowing the hyperparameter solver

to efficiently navigate the design space in a hardware-constraint “complying” manner.

3.1 Chapter overview

Bayesian optimization (BO) refers to a class of black-box HPO methods where the objective and constraint

functions are only accessible via expensive point evaluations. Ever since the earlier Machine Learning

(ML) applications posed the challenge of selecting the hyperparameters of SVMs or regression models, the

quintessential application for BO has been model selection [106]. In particular, BO naturally fits hyperparam-

eter tuning problems, where it is challenging to analytically capture the generalization performance of an

ML model under various Euclidean or categorical hyperparameter choices.

Following the surge of interest in deep learning (DL), Deep Neural Networks (DNNs) have emerged

as powerful models in supervised learning applications, such as image classification [46] and object

detection [73, 74, 45]. Hence, in the context of DNN design, this motivates viewing model selection as

an HPO problem, i.e., studying model selection over the space of DNN architectures to optimize for

generalization performance. Naturally, BO has been one of the earlier methods to successfully outperform

human experts [119], as attested by earlier BO-based AutoML tools (e.g., HyperOpt [4], Spearmint [106],

Google Vizier [36]).

12
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Figure 3.1: Visualizing the complexity of the design space – testing error and GPU power consumption for
different DNN design based on the AlexNet search space (CIFAR-10 with Caffe [56] on NVIDIA GTX-1070).

In the context of hardware-constrained BO, existing methods treat the hardware constraints as low-cost,

a priori known constraints, whose probability that are satisfied is modeled during the search by inexpensive

point evaluations. This is based on the observation that profiling the hardware cost of a DNN architecture

is considerably cheaper than training the network to evaluate its accuracy. Existing methodologies exploit

this intuition by profiling DNNs on simple datasets such as MNIST or by using the DNN parameter count

as a low-cost proxy of the hardware efficiency [48, 96]. Nonetheless, as shown in Figure 3.1, the design space

could be more complex when considering the DNN power consumption on an actual GPU platform and

for a larger dataset. For instance, we observe that, for a given accuracy level, the DNN power consumption

could differ significantly by up to 55.01W (i.e., more than a third of the GPU Thermal Design Power). As

discussed in our results later in this Chapter, the low cost of hardware performance evaluations could

become non-trivial to exploit under power or memory consumption constraints.

3.1.1 Key novelty: Enhancing BO with hardware models

We conjecture that the low evaluation cost of hardware metrics can be further exploited to directly train predictive

models of the power and memory consumption as a function of the DNN hyperparameters. These models can

be in turn incorporated directly into a novel BO formulation, hence allowing the BO solver to efficiently

navigate the design space in a constraint “complying” manner. This gives rise to two interesting challenges:

first, how to accurately model the power and memory consumption of DNNs (during inference) based

on profiling data from commercial GPU platforms. Second, how to explicitly incorporate the predictive

hardware-cost models into the BO formulation without introducing additional cost that could hamper

the efficiency of the BO solver. To answer these questions, we develop a novel BO framework, namely

HyperPower [109]. In HyperPower, we propose accurate regression-based predictive models and a novel

constraint-aware acquisition function.
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3.1.2 Contributions and Chapter organization

To the best of our knowledge, this thesis makes the following contributions:

1. We introduce predictive models to capture the power and memory consumption of DNNs running

on GPUs. Our regression-based models are accurate across various GPU platforms and image

classification datasets, with an overall prediction error less than 7%.

2. We propose a hardware-aware BO formulation that efficiently traverses the design space in a constraint

“complying” manner. HyperPower reaches the near-optimal region up to 3.5× faster compared to

vanilla constrained BO methods.

The organization of this Chapter is as follows: Section 3.2 formulates the problem and investigates the

DNN power consumption as a low-cost constraint. Section 3.3 introduces HyperPower, including the

regression-based predictive models and the constraint-aware acquisition function. Section 3.4 demonstrates

the experimental results. Last, Section 3.5 provides the discussion.

3.2 Hardware-constrained Bayesian optimization

The power P(·) and the memory M(·) consumption of a DNN (during inference) have been traditionally

seen as key impediments to deploying DNNs to low-power devices, such as IoT nodes. Hence, a common

AutoML use case is to solve Equation 2.1 under power and memory constraints, PT and MT , respectively:

min
a∈A

L(a) s.t. P(a) ≤ PT , M(a) ≤ MT (3.1)

Low-cost constraint evaluation in vanilla Bayesian optimization baseline

Figure 3.2: DNN power consumption as a low-cost con-

straint (power measured on NVIDIA TX1).

Power as low-cost constraint: We first inves-

tigate whether the power consumption can

be formulated as an a priori known constraint.

By randomly sampling and training candi-

date designs a on the MNIST dataset [68], we

measure how the (inference) DNN power and

the validation accuracy vary throughout train-

ing. As shown in Figure 3.2, we observe that

the DNN power consumption measured on

an NVIDIA TX1 device does not significantly
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change as the DNN is trained for more iterations. That is, the power characteristics of a DNN are not

affected by the quality of the trained model itself.

This observation allows us to formulate the power-constrained optimization (and also memory-

constrained, as discussed in our results) as BO with a priori known constraints. During the search,

the low-cost constraints are fitted with GPs [34], using a latent function for each constraint. Specifically,

each GP captures the probability of the constraint being satisfied, i.e., Pr(M ≤ MT) and Pr(P ≤ PT). In

each iteration, we first evaluate the low cost constraints of power and memory consumption. We refer to

this baseline as vanilla constrained BO [34]. This method has been previously used for FLOP-constrained

DNN design [34, 48], since similarly the FLOP count is a low-cost constraint.

3.3 Proposed methodology: HyperPower

To enhance BO with “explicit hardware awareness”, we first propose to model power P(·) and and the

memory M(·) consumption of a DNN (during inference) as a function of the DNN hyperparameters.

Specifically, we model P(·) and M(·) as a function of the J discrete (structural) hyperparameters â ∈ Z
J
+

(subset of a ∈ A); we train on the structural hyperparameters â that affect the DNN power and memory

(e.g., number of hidden units), since parameters such as learning rate have negligible impact. To this

end, we employ offline random sampling by generating different configurations in the designs space. Per

candidate design âl , we measure the power Pl and memory Ml consumption values during inference on

different GPU platforms. Given the L profiled data points {(âl , Pl , Ml)}L
l=1, we train linear regression

models parameterized by parameters p, m ∈ RJ , i.e.:

Power model : P(â) =
J

∑
j=1

pj · âj (3.2)

Memory model : M(â) =
J

∑
j=1

mj · âj (3.3)

We train the models (Equations 3.2-3.3) with a 10-fold cross validation on the dataset {(âl , Pl , Ml)}L
l=1.

While we have experimented with nonlinear regression [8], the linear models provide sufficient accuracy

(as shown in our results). More importantly, the linear formulation is cheap to evaluate with the acquisition

function on different design points a ∈ A (as discussed in subsection 3.3.2).

3.3.1 Proposed power and memory models

To obtain datapoints we profile the power and memory consumption of various DNN designs on two

different machines, i.e., a server machine with an NVIDIA GTX 1070 and a low-power embedded board
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Figure 3.3: Actual and predicted power using our models for MNIST and CIFAR-10, executing on GTX
1070 (left) and Tegra TX1 (right).

Table 3.1: Root Mean Square Percentage Error (RMSPE) values of the proposed power and memory models.

Model MNIST GTX 1070 CIFAR-10 GTX 1070 MNIST Tegra TX1 CIFAR-10 Tegra TX1
Power 5.70% 5.98% 6.62% 4.17%

Memory 4.43% 4.67% – – – – 1

NVIDIA Tegra TX1. We profile the DNNs offline using Caffe [56] on both the CIFAR-10 and MNIST. To

capture points of the design space, we profile variants of the AlexNet network for MNIST and CIFAR-10,

by randomly varying the size of the different layers (details in the experimental results section).

In Figure 3.3, we plot the predicted and actual power values, trained on the MNIST and CIFAR-10

networks for both GTX 1070 and Tegra TX1.1,2 Alignment across the blue line indicates good prediction

results. We observe good prediction for all tested platforms and datasets, with a Root Mean Square

Percentage Error (RMSPE) value always less than 7% (Table 3.1) for both power and memory models. It is

worth noticing the power value ranges per device and that our proposed models can accurately capture

both the high-performance and low-power design regimes.

3.3.2 Proposed constraint-aware acquisition function

Inspired by constraint-aware heuristics [34, 40], we propose a power and memory constraint-aware

acquisition function:

q(a) =
∫ ∞

−∞
max{y+ − y, 0} · pM(y|a) · I[P(â) ≤ PT ] · I[M(â) ≤ MT ] dy (3.4)

where â are the structural hyperparameters, pM(y|a) is the predictive marginal density of the objective

function at a based on surrogate model M. I[P(â) ≤ PT ] and I[M(â) ≤ MT ] are indicator functions,

which are equal to 1 if the power and memory constraints are respectively satisfied. The threshold y+

1Tegra does not support NVML API for memory measurements, and the tegrastats command reports utilization and not
memory consumption.

2Due to low GPU utilization for the MNIST models, we profile candidate DNNs on MNIST with an inference batch size of 4. The
DNNs on CIFAR-10 are profiled with batch size 1.
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is adaptively set to the best value y+ = maxj=1:d yj over previous observations [103][34]. Intuitively, we

capture the fact that improvement should not be possible in regions where the constraints are violated.

3.3.3 Early termination enhancement

Figure 3.4: Early termination insight: how accuracy can in-

dicate configurations that do not converge to high-accuracy

values (> 10%).

Last, we observe that candidate architectures

that diverge during training can be quickly

identified only after a few training epochs (Fig-

ure 3.4). Please note that this is different

than predicting the final test error of a net-

work, which could suffer from overestima-

tion issues [30], introducing artifacts to the

probabilistic model. Instead of predicting for

converging cases, we identify diverging cases,

allowing the optimization process to discard

low-performance samples. We incorporate

early termination into HyperPower to further enhance the efficiency of our approach.

3.4 Experimental results

3.4.1 Experimental setup

For a detailed evaluation of our proposed methodology, we compare HyperPower against the vanilla BO

baseline (Subsection 3.2). We also consider two random search variants. First, we consider constrained

Random Search with early termination of constraint-violating samples. Moreover, we consider Random

Walk, a random-based method that aims to “tame” the randomness by tuning the exploitation-exploration

trade-off [105]; each next random point ad+1 is selected around the point a+ with the best objective value

y+ over previous observations. Formally, at any step we select from within “neighborhood” controlled by

σ2
0 , i.e., ad+1 ∼ N (a+, σ2

0 ).

We implement these methods on top of Spearmint [106]. We implement wrapper scripts around

the objective/constraint functions that are queried by Spearmint, that automate the generation of Caffe

simulations, and power/memory model evaluations. We employ hyperparameter optimization on variants

of the AlexNet network for MNIST and CIFAR-10, with six and thirteen hyperparameters respectively. For

the convolution layers we vary the number of features (20-80) and the kernel size (2-5), for the pooling
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layers the kernel size (1-3), and for the fully connected layers the number of units (200-700). We also vary

the learning rate (0.001-0.1), the momentum (0.8-0.95), and the weight decay (0.0001-0.01) values.

3.4.2 HyperPower outperforms vanilla Bayesian optimization & random search

Figure 3.5: HyperPower reaches the near-optimal region in a fifth

of point evaluations compared to vanilla BO and random search.

Fixed number of function evaluations:

We first assess the effectiveness of Hy-

perPower compared to vanilla BO and

random search under a fixed number of

function evaluations. We optimize for

the validation error on CIFAR-10 with

a power constraint of 90W. As typical

values for the experiments [34, 106, 30],

we select a maximum number of 50 iter-

ations per run. We plot the progress of each method in Figure 3.5, where we observe that the proposed

methodology reaches the near-optimal region faster compared to both vanilla BO and random search

methods. To understand such efficiency of HyperPower, we visualize the constrained violating samples per

method in Figure 3.6. In particular, we confirm in Figure 3.6 (left) that HyperPower does not select samples

that violate the constraint. In Figure 3.6 (right), we plot the validation error and the power consumption of

each DNN considered. Once again, we see that HyperPower queries design points (red circles) to the left of

the power constraint (90W). Last, as expected, we note that the random search methods are more likely

to sample suboptimal points compared to the BO ones. Overall, the proposed formulation (Equation 3.4)

benefits the efficiency of the BO solver, since it allows HyperPower to reach the average best error in a fifth

of function evaluations (Figure 3.5).

Figure 3.6: Assessment of HyperPower compared to random search and vanilla BO under fixed number of
point evaluations on CIFAR-10 CNN: (left) Number of constraint-violating samples against the number of
point evaluations. (right) Validation error and power value per candidate design.

Fixed wall-clock runtime budget: We evaluate the different methods under maximum wall-clock

runtime budget, i.e., two and five hours for MNIST and CIFAR-10, respectively. This scenario is important
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in a more commercial-standard context when executing on a cluster [103] and under pricing schemes

in cloud systems [119, 30]. We repeat the exploration for three runs per method for each considered

device-dataset pair with the following constraints constraints: 85W and 1.15 for MNIST on GTX 1070, 90W

and 1.25GB for CIFAR-10 on GTX 1070, 10W for MNIST on Tegra TX1, and 12W for CIFAR-10 on Tegra

TX1 (no memory constraints on Tegra). In Table 3.2 we report the mean and the standard deviation of the

best test error achieved by each method. We observe that HyperPower achieves the best mean test-error.

We can also note that our method has less variance in all but one case. For the random methods, this is

because some runs failed to find a high-performance region.

Table 3.2: Mean best test error (and standard deviation in parenthesis) achieved per method.

Solver MNIST – GTX 1070 CIFAR-10 – GTX 1070 MNIST – Tegra TX1 CIFAR-10 – Tegra TX1
Random search [3] 1.01% (0.18%) 24.39% (3.08%) 0.97% (0.14%) 24.09% (1.97%)
Random Walk [105] 0.84% (0.08%) 22.88% (0.87%) 0.90% (0.12%) 21.90% (0.59%)

Vanilla constrained BO [106] 0.85% (0.12%) 22.09% (0.35%) 0.91% (0.07%) 22.99% (0.41%)
HyperPower (proposed) 0.81% (0.02%) 21.81% (0.38%) 0.79% (0.03%) 21.95% (0.65%)

Figure 3.7: HyperPower reaches low-error samples faster compared to

vanilla constrained BO, capturing the benefit of using early termina-

tion and predictive hardware cost models.

Finally, we evaluate the bene-

fit of combining early termination

with the predictive models in the

our BO formulation. In Figure 3.7,

we plot the best validation error

(%) with respect to the total hy-

perparameter optimization time for

CIFAR-10 on GTX 1070 (5-hour ex-

ecution) for both the vanilla BO,

i.e., BO without these two enhance-

ments (predictive models and early

termination), and HyperPower. We observe that our proposed methodology reaches low-error samples

faster that the default (exhaustive) BO. We note the density of the samples at the beginning of the red

line; this is to be expected, since low-performance or violating samples can be quickly discarded thanks to

the introduced enhancements.3 Overall, our proposed methodology reaches the near-optimal region 3.5×

faster than the vanilla method.

3We note that early termination can individually improve the baselines methods, i.e., BO without predictive models and the
random search methods. The reader is referred to [109] for detailed ablation studies.
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3.5 Discussion

In this Chapter, we introduce HyperPower, a framework that enables efficient hardware-constrained BO for

DNN design. We show that power consumption can be used as a low-cost, a priori known constraint, and

we proposed predictive models for the power and memory of DNNs executing on GPUs. By incorporating

the predictive models into a hardware-constrained BO formulation, HyperPower reaches the near-optimal

region 3.5× faster than the vanilla method. One straightforward direction for future work is to adapt our

proposed BO framework to a more complex design space. In Chapter 4, we investigate BO in a novel image

classification paradigm based on adaptive DNNs.



Chapter 4

Hardware-Constrained Adaptive DNNs Design

Adaptive Deep Neural Networks (DNNs) have been recently introduced as means for hardware-efficient

image classification. Adaptive DNNs refer to systems of DNNs with different accuracy and computation

characteristics, where a selection scheme adaptively selects the network to be evaluated for each input image.

In this Chapter, we pursue a more powerful design paradigm where both the DNN architectures and the

selection scheme are jointly optimized. To solve this problem, we adapt our BO-based formulation to

efficiently design adaptive DNNs under energy, accuracy, and communication constraints.

4.1 Chapter overview

The energy requirements of DNNs have emerged as a key impediment preventing their deployment on

energy-constrained embedded and mobile devices, such as Internet-of-Things (IoT) nodes, wearables, and

smartphones. As means to reducing the average classification cost, prior art has observed that a significant

portion of an image classification dataset can be correctly classified by simpler (computationally efficient)

DNNs, while only a fraction of examples require larger (computationally expensive) DNNs [37]. Such

intuition has motivated the introduction of adaptive DNNs, i.e., systems of DNNs with different accuracy

and computation characteristics, where a selection scheme is responsible for choosing which network

classifies each input image [7]. Adaptive DNNs have been featured in numerous image classification

frameworks from both industry [37] and academia [127, 90, 89, 92, 91].

Nevertheless, all previous approaches focus on learning how data should be processed among the

DNNs, hence only optimizing with respect to the selection scheme while treating each DNN as a blackbox

(i.e., pre-trained off-the-shelf DNN). This could severely impede the effectiveness of adaptive DNNs when

used in real-world applications. In fact, our analysis in this Chapter shows that when deployed on energy-

constrained mobile devices, adaptive execution allows for only a small headroom for energy consumption

21
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savings [110]. For example, our results show that existing methods, if tested on commercial NVIDIA Tegra

TX1 platforms, could actually lead to an increase in energy consumption under strict accuracy constraints.

4.1.1 Key novelty: adaptive DNNs as a hyperparameter optimization problem

In a departure from existing assumptions on how to design adaptive DNNs, we make the following novel

observation: the hardware efficiency of adaptive DNNs can be further improved if the DNN architectures are

optimized jointly with the network selection scheme. This insight gives rise to a challenging question: “can we

formulate and efficiently solve the design of adaptive DNNs as a hyperparameter optimization problem?”

In the forthcoming sections of this Chapter we will successfully answer this question, by developing a

novel BO framework to efficiently design adaptive DNNs for edge-computing nodes [110].

4.1.2 Contributions and Chapter organization

In this thesis, we make the following contributions:

1. To the best of our knowledge, we are first to jointly optimize the DNN architectures and the selection

scheme in adaptive DNNs, by formulating the process as an AutoML problem. We show that our

formulation is generic and able to incorporate different design goals: in our evaluation, we consider

optimization under energy, accuracy, and communication constraints for image classification on

edge-computing nodes.

2. We propose a hardware-aware BO method to exploit properties of the mobile space: we observe that

once the accuracy and hardware measurements have been obtained for a set of candidate DNNs, it is

inexpensive to sweep over different network selection schemes to populate the optimization process

with more data points. This fine-tuning step allows our algorithm to reach the near-optimal region

faster compared to design space-unaware BO.

3. Our methodology identifies designs that outperform existing resource-constrained adaptive DNNs

by up to 6× in terms of minimum energy per image and by up to 31.13% in terms of accuracy

improvement, when tested on a commercial NVIDIA mobile board and the CIFAR-10 dataset.

The remainder of this Chapter is organized as follows: Section 4.2 provides some background material on

adaptive DNNs. Section 4.3 details the proposed methodology, Section 4.4 presents the experimental setup

and results, and Section 4.5 provides the discussion.
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4.2 Background: Adaptive DNNs

Prior work has proposed adaptive DNNs [127], i.e., systems of DNNs with different accuracy and com-

putation characteristics, where a selection scheme adaptively selects the network to be evaluated for each

input image [7]. Let us consider the case with M DNNs to choose from, i.e. N1, ..., Ni, ..., NM, as shown in

Figure 4.1. For an input data item x ∈ X , we denote the predictions of each i-th DNN as Ni(x) ∈ RK,

which represents the probabilities of input x belonging to each of the K classes (i.e., number of K classes

in the classification problem). The performance with respect to the classification task corresponds to loss

L(ỹ(x), y), where ỹ(x) and y ∈ {1, 2, . . . , K} are the predicted and true labels, respectively; ỹi(x) is defined

as the most probable class based on the current prediction, i.e., ỹi(x) = argmax Ni(x). As previously

discussed (Equation 2.1), Li corresponds to the loss per network Ni. For notation brevity, here we write the

loss as 0-1 loss L(ỹi(x), y) = 1ỹi(x) 6=y, i.e., whether the label ỹi(x) predicted from Ni fails to match the true

label y. Once again, the hardware (cost) term per network i is Ci = C(Ni(x)).

Figure 4.1: Classifying an image x using adaptive neural networks comprised of M DNNs. The system
evaluates Ni first, and based on a decision function κi,i+1 decides to use Ni(x) as the final prediction or to
evaluate networks in later stages.

Given an image, N1 is executed first. Next, a decision function κ is evaluated to determine whether the

classification decision from N1 should be returned as the final answer or the next network N2 should be

evaluated. In general, we denote decision function κij : Ni(x)→ {0, 1} that provides “confidence feedback”

and decides between exiting at state Ni (i.e., κij = 0) or continuing at subsequent stage Nj (i.e., κij = 1).1

An effective choice for the κij function is a threshold-based formulation [92, 120], where we define

as score margin SM the distance between the largest and the second largest value of the vector Ni(x) =

(N1
i (x), N2

i (x), ..., NK
i (x)) at the output of network Ni. Intuitively, the more “confident” the CNN is about

its prediction, the larger the value of the predicted output, thus the larger the value of SM (since Ni(x)’s

sum to 1). For the case of j = i + 1, let’s denote θi,i+1 the threshold value for the decision function κi,i+1

between a network Ni and a network Ni+1. If SM in the output of Ni is larger than θi,i+1, the inference

result from Ni is considered correct, otherwise Ni+1 is evaluated next, i.e., κi,i+1(Ni(x)|θi,i+1) = 1[SMi≥θi,i+1]

Key insight: The goal of the network selection problem in adaptive DNNs is to select functions κ that

1Without loss of generality, we show decisions between two subsequent stages, i.e., j = i + 1, for visualization and notation
simplicity. However, Nj could be any other network in the design, i.e., j ∈ M ∧ i 6= j.
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yields the optimal loss L with respect to the learning task, subject to the average per-image hardware

cost term C. We make the following key observation: this design goal is similar to the design of DNNs

with HPO methods. Thus, we can incorporate the adaptive-selection decisions directly into the hardware-

constrained AutoML formulation (Equation 2.1). To the best of our knowledge there is no global, systematic

methodology for the hardware-constrained HPO of adaptive DNNs, since adaptive approaches rely on

off-the-shelf DNNs, without jointly optimizing the execution scheme and the DNNs.

4.3 Proposed methodology: adaptive DNNs as an AutoML problem

We directly incorporate the network-level decision into an HPO formulation.2 That is, the loss and hardware-

related terms from Equation 2.1 can be expressed as a function of the two networks (N1, N2) and the network-

level decision function κ12. We can define design space Z that consists of the set of hyperparameters for

each network ai and hyperparameters θ’s of the decision function κ12, i.e., z = (a1, a2, θ12), z ∈ Z . Hence,

the energy consumed and the loss when classifying an input image x ∈ X with each neural network Ni is

E(Ni(x|ai)) and Li(ỹi(x|ai), y)), respectively.

Our AutoML design goal remains the same: we want to minimize the expected loss (classification error)

subject to the hardware constraint, e.g., the average energy consumption per image ET . Formally, we adapt

Equation 2.1 and we write:

min
z=(a1,a2,θ12)

E(x,y)∼X×Y

[(
1− κ12(N1(x|a1)|θ12)

)
·
(

L1
(
ỹ1(x|a1), y

)
− L2

(
ỹ2(x|a2), y

))]
s.t. Ex∼X

[
E2
(

N2(x|a2)
)
· κ12

(
N1(x|a1)|θ12

)
+ E1

(
N1(x|a1)

)]
≤ ET

(4.1)

Note that in Equation 4.1 the overall energy and accuracy explicitly depend on the DNN designs (ai).

Moreover note that, unlike prior art that resorts in exhaustive (offline) or iterative (online) methods to

find a value for the threshold [92, 120], we directly incorporate the θ values as hyperparameters to be

co-optimized alongside the DNN design. Last, our formulation is generic, allowing us to consider different

design paradigms, such as the case where all networks execute locally (single device) [92, 120], or when

some of the networks are executed on remote servers [69], as discussed next.

Loss-constrained energy minimization: We also formulate the orthogonal problem of minimizing the

average energy, while not exceeding a maximum accuracy degradation ∆LT , i.e., compared to case of only

using the larger network, the error rate difference should not be greater than ∆LT :

min
z=(a1,a2,θ12)

Ex∼X
[

E2
(

N2(x|a2)
)
· κ12

(
N1(x|a1)|θ12

)
+ E1

(
N1(x|a1)

)]
s.t. E(x,y)∼X×Y

[(
1− κ12

(
N1(x|a1)|θ12

))
·
(

L1
(
ỹ1(x|a1), y

)
− L2

(
ỹ2(x|a2), y

))]
≤ ∆LT

(4.2)

2For notation simplicity, we consider M = 2 neural networks; we extend our analysis beyond the two-network case in [110].
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Local execution: P(Ni(x)) is the power required when evaluating a neural network Ni an input image

x ∈ X . Similarly, we denote the runtime per image evaluation as R(Ni(x)). The expected (per image)

energy is when executing both DNNs locally is:

Ex∼X
[

P2
(

N2(x|a2)
)
· R
(

N2(x|a2)
)
· κ12

(
N1(x|a1)|θ12

)
+ P1

(
N1(x|a1)

)
· R
(

N1(x|a1)
)]

(4.3)

Remote execution of larger network: We also consider the case where some of the images x ∈ X are

sent to the server over the network and the result is being communicated back, i.e., N1 executes on the

edge and N2 on the server. The expected energy is:

Ex∼X
[

Pidle ·
(

Rserver
(

N2(x|a2)
)
+ τcomm

)
· κ12

(
N1(x|a1)|θ12

)
+ P1

(
N1(x|a1)

)
· Redge

(
N1(x|a1)

)]
(4.4)

where Redge and Rserver is the runtime when executing on the edge device and the server, respectively, and

Pidle is the idle power of the edge device while waiting for the result (for duration τcomm). Please note that

we assume ideal network buffers with a constant communication cost τcomm, since networking effects fall

outside the scope of our analysis.3

Enhancing Bayesian optimization: Equations 4.1 and 4.2 are variants of the main AutoML problem 2.1,

we can therefore employ BO to efficiently solve them. We summarize the methodology steps in Algorithm 1.

To enhance the efficiency of the BO, we make the following observation: if we freeze the sizing of the networks

considered in each outer iteration of Algorithm 1, we can cheaply fine-tune across the decision functions κ. This step

(lines 12-16), which corresponds to sweeping across θ values, has negligible complexity compared to the

overall optimization overhead.

The benefit of the κ-based fine-tuning is twofold. First, in earlier stages of BO more data are being

appended to the observation history D which improves the convergence of BO. Second, in the later states

of BO, the κ-based optimization serves as fine-tuning around the near-optimal region. Effectively, our

methodology combines the design space exploration properties inherent to BO-based methods, and the

exploitation scope of optimizing only over the κ functions. As confirmed in our results, Algorithm 1

improves upon the designs considered during BO.

4.4 Experimental results

Experimental setup: To enable the design of adaptive DNNs via BO, we implement the key steps of

Algorithm 1 on top of the Spearmint tool [106]. As embedded board we use NVIDIA Tegra TX1, on which

we deploy the candidate networks Ni’s and we measure their energy, power, and runtime values. As a

3Recent work by Bhardwaj et al. on distributed DNN inference provides a comprehensive experimental analysis when deploying
DNN models on Internet-of-Things (IoT) nodes [6].
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Algorithm 1 Designing adaptive DNNs via Bayesian optimization
Input: Num. iterations Dmax, Number of networks M (M = 2 network case), Constraint CT
Output: Optimizer z∗ of adaptive neural networks

1: for d = 1, 2, ..., Dmax do
2: M← fit models on data so far D
3: zd ← arg maxz∈Z q(z,M) // acquisition function max.
4: // Training and profiling each network Ni
5: L1(ad

1), L2(ad
2)← train networks N1 and N2

6: // power, runtime measurements on device
7: E1(ad

1), E2(ad
2)←energy of N1 and N2

8: // Evaluate accuracy and energy consumption
9: ud, vd ← evaluate obj. term and const. term

10: D = D ∩ {zd, ud, vd}
11: // κ12 function fine-tuning
12: for θ′i,i+1 = 0, ..., 1.0 do
13: zd ← (ad

1, ad
2, θ′12)

14: u′, v′ ← evaluate obj. term and const. term
15: D = D ∩ {z′, u′, v′}
16: end for
17: end for
18: return z∗ ← arg maxz{u1, ..., uD} s.t. v∗ ≤ CT

representative comparison with prior art [92], we consider a two-network system with CaffeNet as N1 and

VGG-19 as N2 for image classification on CIFAR-10. For all the considered cases, we use Algorithm 1 for 50

function evaluations to optimize the design of the CaffeNet network and the network selection scheme.

That is, we vary the DNN design choices around the nominal CaffeNet hyperparameters [56], i.e., for the

convolution layers we vary the number of feature maps (32-448) and the kernel size (2-5), and for the fully

connected layers the number of units (500-4000).

We consider the following test cases of adaptive image classification: (i) all DNNs execute locally on the

mobile system and we denote this case as local; (ii) only N1, i.e., the less complex network is deployed on the

mobile system (edge node), while the more accurate networks execute on a server (remote execution). For

every image item, the decision function selects whether to use the local prediction or to communicate the

image to the server and receive the result of the more complex network. We compute the communication

time to transfer jpeg images and to receive the classification results back over two types of connectivity,

via Ethernet and over WiFi, which we denote as Ethernet and wireless respectively.

Adaptive DNNs design: We first demonstrate the advantages that AutoML offers in this design space.

For both these cases of local and remote execution with two networks, we employ grid search and we plot

the obtained error-energy pairs in Figure 4.2 (left and right plot, respectively). We highlight this trade-off

between accuracy and energy by drawing the Pareto front (green line).4 We make the following observations:

4This visualization is insightful since the constrained optimization problem under consideration can be equivalently viewed as a
multi-objective function, by writing the constraint term as the Lagrangian (e.g., such formulation is used in [7]).
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Figure 4.2: Energy minimization under maximum error constraint. Bayesian optimization considers
configurations (red circles) around the near-optimal region, while significantly outperforming static-design
systems (orange squares). Left: Embedded (local) execution for both networks. Right: An edge-server
energy-minimization design paradigm.

first, note how far to the left the Pareto front (green line) and the the configurations considered by BO

(red circles) are compared to the static optimization designs (orange squares), as well as the monolithic

CaffeNet and VGG-19 networks (black markers). This captures the headroom that is available for significant

reduction in energy consumption (as discussed next). Second, note how close to the Pareto-front red circles

are, showing the effectiveness of BO at identifying the near-optimal region.

Figure 4.3: Bayesian optimization for minimum energy under error constraints in the edge-server design.
The method progressively evaluates designs closer to the Pareto front. The near-optimal region is reached
within 22 function evaluations. Left: Sequence of configurations selection. Right: Best solution against the
number of function evaluations.

Effectiveness of BO: In Figure 4.3 we visualize the BO progress for the edge-server case. First, we

enumerate the first 30 function evaluations (Figure 4.3, left), where we observe that the near-optimal

region is reached with 22 steps. Next, we assess the advantage that the κ-based fine-tuning step offers. In

(Figure 4.3, right), we show the minimum constraint-satisfying energy achieved during BO without (red

line) and with (blue line) this step employed during the optimization. We denote these methods as BO and

BO+, respectively. Indeed, we observe that the fine-tuning step enhances the optimization process towards

reaching the near-optimal region (grid search, dotted line) faster.

Adaptive DNNs evaluation: Next, for all three design practices, i.e., local, Ethernet, and wireless, we

solve both a constrained and an over-constrained case for both the error-constrained energy minimization
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(Equation 4.2) and the energy-constrained error minimization (Equation 4.1) problems. We plot the error

on the validation set and energy per-image in Figure 4.4 of the following DNN design methods: BO, BO+,

grid search, the best previously published work that treats the DNNs as blackboxes [92] (denoted as static),

and using either N1 (CaffeNet) or N2 (VGG-19) on their own. We report the constraints per case in the

parentheses on the x axis (the error percentage value corresponds to the maximum accuracy degradation

allowed compared to always using VGG-19, i.e., the B value in Equation 4.2). We also report the test error

of each method in Table 4.1.

Figure 4.4: Assessing the effectiveness of the proposed methodology across different design paradigms and
both constrained and over-constrained cases (the constraint values per case are given in the parentheses on
the x-axis labels). We observe that our methodology BO+ (blue) successfully approaches the grid-search
solution (gray), while always outperforming the best solution achieved by existing static-design methods
(orange). Left: Energy minimization under maximum error constraints. Right: Error minimization under
maximum energy constraints.

Table 4.1: Hyperparameter optimization results on the test set.

Minimum energy (mJ) achieved under allowed accuracy degradation constraint (given in parenthesis).
Method Local (3%) Ethernet (3%) Wireless (3%) Local (1%) Ethernet (1%) Wireless (1%)

Static [7, 92] 256.09 230.05 231.15 292.25 233.50 235.97
BO 114.43 38.28 41.49 163.15 41.85 45.54

BO+ 99.35 38.00 40.50 148.26 41.68 45.54
Grid 93.43 38.00 40.50 123.57 41.68 45.49

Minimum error (%) achieved under energy constraint (given in parenthesis).
Method Local (240mJ) Ethernet (120mJ) Wireless (120mJ) Local (120mJ) Ethernet (45mJ) Wireless (45mJ)

Static [7, 92] 17.30 18.44 18.44 18.44 18.44 18.44
BO 12.67 12.77 12.74 20.69 12.83 14.42

BO+ 12.66 12.70 12.74 16.30 12.83 13.98
Grid 12.58 12.58 12.58 14.14 12.82 13.98

Based on the results, we can make several observations: (i) Suboptimality of prior work: As discussed

previously, the energy consumption of CaffeNet and VGG-19 allows for only a small energy-saving

headroom to exploit via the static method. In fact, for local energy minimization with 1% maximum

accuracy degradation allowed (similar constraint as in [92]), statically designed adaptive DNNs will be

forced to always use VGG-19 for the final prediction, while wastefully evaluating CaffeNet. This results in

larger energy consumption than using VGG-19 by itself. (ii) Effectiveness proposed method: We observe
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that in all the considered cases the proposed BO+ method closely matches the result identified by grid

search. In general, our methodology identifies designs that outperform static methods [92] by up to 6× in

terms of minimum energy under accuracy constraints and by up to 31.13% in terms of error minimization

under energy constraints.

Moreover, (iii) κ-based fine-tuning: As expected, the fine-tuning step that we enhances the BO. In

particular, BO+ leads to further energy minimization under accuracy constraints by 13.18% and to error

minimization under energy constraints by 21.22%, compared to the result of BO without fine-tuning. (iv)

Local versus remote execution: we observe that executing some of DNNs comprising the adaptive neural

network remotely allows for more energy-efficient image classification, compared to executing everything

locally at the same level of accuracy. That is, using an edge-server design, where only the smallest CNN

executes locally, allows for energy reduction of 2.96× compared to executing all networks locally and for

the same error constraint.

Table 4.2: Designing three-network adaptive DNNs: Hyperparameter optimization results on the test set.

Minimum energy (mJ) under Minimum error (%)
Method accuracy degradation under energy constraint:

constraint: Local (3%) Local (120mJ)
Static [7, 92] 268.43 41.25

BO 137.36 17.94
BO+ 113.59 15.06
Grid 108.45 14.98

Exploring three-network adaptive DNNs: Finally, we evaluate the proposed method on a three-

network case. We summarize the results in Table 4.2. Once again, we observe that, compared to static

methods, our methodology closely matches the results obtained by grid search. More specifically, in the

case of energy minimization, the solution reached by BO+ is only 4.74% away from the optimal grid

search-based design, while outperforming best previously published static methods [92] by 2.47× in terms

of energy minimization.

4.5 Discussion

In this Chapter, we introduce an efficient HPO methodology to design hardware-constrained adaptive

DNNs based on BO. The key novelty in our work is that both the DNN architectures and the selection

scheme are treated as hyperparameters that are globally (jointly) optimized. This allows us to identify

designs that outperform existing adaptive DNNs by up to 6× in terms of minimum energy per image

under accuracy constraints and by up to 31.13% in terms of error minimization under energy constraints.
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Finally, we study two image classification practices, i.e., classifying all images locally versus over the cloud

under energy and communication constraints.

To motivate an interesting direction for future work, we note that the methodologies presented in both

this (Chapter 4) and the previous chapter (Chapter 3) are based on sequential network samples. That is, in

each iteration the hyperparameter optimizer suggests a (set of) candidate DNN designs which are trained

and evaluated on a validation set from scratch. In the context of NAS methods, recent AutoML work has

shown that one-shot methodologies can significantly reduce the search cost [79]. In the following Chapter 5,

we delve into one-shot AutoML: we identify the key bottleneck in existing methodologies and we achieve

new state-of-the-art results for Mobile AutoML applications.



Chapter 5

Efficient Single-Path Neural Architecture Search

Neural Architecture Search (NAS) has drawn an unprecedented surge of interest from the AutoML

community in the recent months. One-shot NAS methodologies have been recently shown to significantly

reduce the NAS search cost compared to their standalone counterparts [79]. In this Chapter, we delve

into one-shot NAS formulations and we identify their key limitations. In a novel departure from existing

(multi-path) assumptions on how the different DNN architectures are encoded across separate paths in the

one-shot model, we introduce a state-of-the-art single-path NAS encoding of the search space.

5.1 Chapter overview

Earlier work on AutoML, including our Bayesian optimization methodologies introduced in Chapters 3-4,

have been originally studied in the context of sequential point evaluations. With the recent surge of interest

in Neural Architecture Search (NAS), the earlier NAS methods based on either evolutionary algorithms

(EA) or reinforcement learning (RL) adhere to this sequential setting. That is, the AutoML search progresses

over evaluations of standalone DNNs and the networks that have already been evaluated are used either for

mutations over the EA population [97] or to train the RL agent using a policy gradient algorithm [138].

However, these methods are not ideally suited for optimizing problems where point evaluations are

expensive to obtain [61]. Indeed, architecture search is in essence an optimization problem, i.e., aiming to

find the DNN with the lowest validation error: there is no explicit need to maintain a notion of mutations

for EA or to solve the credit assignment for RL [61]. Since either methods could be fundamentally

more difficult problems than optimization [57], these approaches require thousands of candidate DNNs

to be trained [128]. Consequently, updating the RL controller or the EA population poses prohibitive

computational challenges and thousands of candidate DNNs need to be trained.

The aforementioned challenge has propelled the AutoML community to investigate novel formulations

31
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that reduce the computational burden of standalone NAS methods. In a seminal work, Liu et al. have shown

that formulating the NAS problem in a differentiable manner excels in discovering high-performance DNN

architectures [79], while being orders of magnitude faster than previous standalone techniques. The main

idea of one-shot NAS is to relax the design of DNNs (Equation 2.1) to a differentiable operation/path

selection problem: first, an over-parameterized, multi-path supernet is constructed, where, for each layer,

every candidate operation is added as a separate trainable path, as illustrated in Figure 5.1 (left). Next,

multi-path NAS formulations solve for the paths that yield the optimal architecture. This insight has given

rise to a plethora of novel one-shot methodologies [128, 12, 132, 84].

Figure 5.1: Our method directly optimizes for the subset of convolution kernel weights and searches over
an over-parameterized “superkernel” in each DNN layer (right). This novel view of the design space
eliminates the need for maintaining separate paths for each candidate operation, as in previous multi-path
approaches (left).

As expected, naïvely branching out all paths is inefficient due to an intrinsic limitation: the number of

trainable parameters that need to be maintained and updated during the search grow linearly with respect

to the number of candidate operations per layer [1]. To tame the memory explosion introduced by the

multi-path supernet, current methods employ creative “workaround” solutions: e.g., searching on a proxy

dataset (subset of ImageNet [128]), or employing a memory-wise scheme with only a subset of paths being

updated during the search [12]. Nevertheless, these techniques remain considerably costly, with an overall

computational demand of at least 200 GPU-hours.

This observation motivates a novel exploration in this thesis based on the following question: “can we

match the performance of existing one-shot NAS in terms of accuracy of the identified DNN design, while
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reducing the search cost from days down to only a few hours?” A critical challenge in this endeavor is

that we need to rethink how the NAS search space can be represented with the one-shot over-parameterized

supernet in a more efficient way.

5.1.1 Key novelty: from multi- to single-path NAS formulations

To address the suboptimality of prior work, we propose Single-Path NAS. Our key insight is illustrated

in Figure 5.1 (right). We build upon the observation that different candidate convolutional operations

in NAS can be viewed as subsets of a single “superkernel”. Without having to choose among different

paths/operations as in multi-path methods, we instead solve the NAS problem as finding which subset

of kernel weights to use in each DNN layer. By sharing the kernel weights, we encode all candidate NAS

operations into a single “superkernel”, i.e., with a single path, for each layer of the one-shot NAS supernet.

5.1.2 Contributions and Chapter organization

To the best of our knowledge, our Single-Path NAS methodology brings the following novel contributions:

1. Single-Path NAS: We propose a novel view of the one-shot, supernet-based design space, hence

drastically decreasing the number of trainable parameters. Single-Path NAS is the first work to

formulate the NAS problem as finding the subset of kernel weights in each DNN layer [113, 114].

2. State-of-the-art results: We achieve an overall search cost of only 8 epochs, i.e., 3.75 hours on TPUs

(30 TPU-hours), which is up to 5,000× faster compared to prior work. Single-Path NAS achieves

state-of-the-art top-1 accuracy on ImageNet with mobile latency on-par with previously best Mobile

AutoML methodologies (≈ 80ms on a Pixel 1).

This Chapter is organized as follows: Section 5.2 presents our novel view of the design space and

introduces the Single-Path NAS formulation. Section 5.3 and Section 5.4 provide the experimental results

and discussion, respectively.

5.2 Proposed Single-Path NAS

To simplify notation and to illustrate the key idea, without loss of generality, we show the case of choosing

between a 3× 3 or a 5× 5 kernel for an MBConv layer. Let us denote the weights of the two candidate

kernels as w3×3 and w5×5, respectively. As shown in Figure 5.2, we observe that the weights of the 3× 3

kernel can be viewed as the inner core of the weights of the 5× 5 kernel, while “zeroing” out the weights
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of the “outer” shell. We denote this (outer) subset of weights (that does not contribute to output of the

3× 3 kernel but only to the 5× 5 kernel), as w5×5\3×3. Hence, the NAS architectural choice of using

Figure 5.2: Encoding NAS kernel-level decisions into

the searchable superkernel.

the 5× 5 convolution corresponds to using both the

inner w3×3 weights and the outer shell, i.e., w5×5 =

w3×3 + w5×5\3×3 (Figure 5.2).

We can therefore encode the NAS decision di-

rectly into the superkernel of an MBConv layer as

a function of kernel weights as follows:

wk = w3×3 + 1(use 5× 5) ·w5×5\3×3 (5.1)

where 1(·) is the indicator function that encodes

the architectural NAS choice, i.e., if 1(·) = 1 then

wk = w3×3 + w5×5\3×3 = w5×5, else 1(·) = 0 then

wk = w3×3.

Trainable indicator/condition function: While the indicator function encodes the NAS decision, a

critical choice is how to formulate the condition over which the 1(·) is evaluated. Our intuition is that,

for an indicator function that represents whether to use the subset of weights, its condition should be

directly a function of the subset’s weights. Thus, our goal is to define an “importance” signal of the subset

weights that intrinsically captures their contribution to the overall DNN loss. We draw inspiration from

weight-based conditions that have been successfully used for quantization-related decisions [27] and we

use the group Lasso term. Specifically, for the indicator related to the w5×5\3×3 “outer shell” decision, we

write the following condition:

wk = w3×3 + 1(
∥∥∥w5×5\3×3

∥∥∥2
> tk=5) ·w5×5\3×3 (5.2)

where tk=5 is a latent variable that controls the decision (e.g., a threshold value) of selecting kernel 5× 5.

The threshold will be compared to the Lasso term to determine if the outer w5×5\3×3 weights are used

to the overall convolution. It is important to notice that, instead of picking the thresholds (e.g., tk=5) by

hand, we seamlessly treat them as trainable parameters to learn via gradient descent. To compute the

gradients for thresholds, we relax the indicator function g(x, t) = 1(x > t) to a sigmoid function, σ(·),

when computing gradients, i.e., ĝ(x, t) = σ(x > t).

Searching for expansion ratio and skip-op: Since the result of the kernel-based NAS decision wk

(Equation 5.2) is a convolution kernel itself, we can in turn apply our formulation to also encode NAS

decisions for the expansion ratio of the wk kernel. As illustrated in Figure 5.3, the channels of the depthwise
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convolution in an MBConv-k× k-3 layer with expansion ratio e = 3 can be viewed as using one half of the

channels of an MBConv-k× k-6 layer with expansion ratio e = 6, while “zeroing” out the second half of

channels {wk,6\3}. Finally, by “zeroing” out the first half of the output filters as well, the entire superkernel

contributes nothing if added to the residual connection of the MBConv layer: i.e., by deciding if e = 3, we

can encode the NAS decision of using, or not, only the “skip-op” path. For both decisions over wk kernel,

we write:

w = 1(
∥∥wk,3

∥∥2
> te=3) · (wk,3 + 1(

∥∥∥wk,6\3

∥∥∥2
> te=6) ·wk,6\3) (5.3)

Hence, for input x, the output of the i-th MBConv layer of the network is:

oi(x) = conv(x, wi|ti
k=5, ti

e=6, ti
e=3) (5.4)

Figure 5.3: Encoding expansion ratio decisions into the

searchable superkernel.

Searchable MBConv kernels: Each MBConv

uses 1 × 1 convolutions for the point-wise (first)

and linear stages, while the kernel-size decisions af-

fect only the (middle) k× k depthwise convolution

(Figure 5.4). To this end, we use our searchable

k × k depthwise kernel at this middle stage. In

terms of number of channels, the depthwise kernel

depends on the point-wise 1× 1 output, which al-

lows us to directly encode the expansion ratio e at

the middle stage as well: by setting the point-wise

1× 1 output to the maximum candidate expansion ratio, we can instead solve for which of them not to

“zero” out at the depthwise (middle) state. In other words, we directly use our searchable depthwise

convolution superkernel to effectively encode the NAS decision for the expansion ratio. Hence, our

single-path, convolution-based formulation can sufficiently capture any MBConv type (e.g., MBConv-3× 3-6,

MBConv-5× 5-3, etc.) in the MobileNetV2-based design space (Figure 5.4).

5.2.1 Single-path vs. existing multi-path assumptions

As a reminder, in Chapter 2 we briefly illustrated how multi-path existing methods [12, 79, 128] solve the

differentiable NAS problem, where the output of each layer i is a (weighted) sum defined over the output

of N different paths (Equation 2.2). Hence, it is easy to see how our novel single-path view is advantageous,

since the output of the convolution at layer i of our search space is directly a function of the weights of our
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Figure 5.4: Single-path NAS builds upon the MobileNetV2-based search space [122] to identify the mobile
inverted bottleneck convolution (MBConv) per layer (left). Our one-shot supernet encapsulates all possible
NAS architectures in the search space, i.e., different kernel size (middle) and expansion ratio (right) values,
without the need for appending each candidate operation as a separate path. Single-Path NAS directly
searches over the weights of the per-layer searchable “superkernel” that encodes all MBConv types.

single over-parameterized kernel (Equation 5.4):

oi
single−path(x) = oi(x) = conv(x, wi|ti

k=5, ti
e=6, ti

e=3) (5.5)

More importantly, with our single-path formulation, the overall network loss is directly a function of

the “superkernel” weights, where the learnable kernel- and expansion ratio-related threshold variables,

tk and te, are directly derived as a function (norm) of the kernel weights w. Consequently, Single-Path

NAS formulates the NAS problem as solving directly over the weight kernels w of a single-path, compact neural

network. Formally, the NAS problem becomes:

min
w
L(w|tk, te) (5.6)

Efficiency of Single-Path NAS: Unlike the bi-level optimization problem in prior differentiable NAS

methods (Section 2, Equation 2.3), solving our NAS formulation in Equation 5.6 is as expensive as

training the weights of a single-path, branchless, compact neural network with vanilla gradient descent.

Therefore, our formulation eliminates the need for separate gradient steps between the DNN weights and

the NAS parameters. Moreover, the reduction of the trainable parameters w per se, further leads to a

drastic reduction of the search cost down to just a few epochs, as our experimental results show later in

Section 5.3. Our NAS problem formulation allows us to efficiently solve Equation 5.6 with batch sizes of

1024, a four-fold increase compared to prior art’s search efficiency.

5.2.2 Hardware-aware NAS with differentiable runtime loss

To design hardware-efficient DNNs, the differentiable objective in Equation 5.6 should reflect both the

accuracy of the searched architecture and its inference latency on the target hardware. Hence, we use a
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latency-aware formulation [12, 128]:

L(w|tk, te) = CE(w|tk, te) + λ · log(R(w|tk, te)) (5.7)

The first term CE corresponds to the cross-entropy loss of the single-path model. The hardware-related

term R is the runtime in milliseconds (ms) of the searched NAS model on the target mobile platform.

Finally, the coefficient λ modulates the trade-off between cross-entropy and runtime.

Runtime model over the single-path design space: To preserve the differentiability of the objective,

another critical choice is the formulation of the latency term R. Prior art has showed that the total network

latency of a mobile DNN can be modeled as the sum of each i-th layer’s runtime Ri, since the runtime of

each operator is independent of other operators [8, 12, 128]:

R(w|tk, te) = ∑
i

Ri(wi|ti
k, ti

e) (5.8)

For our approach, we adapt the per-layer runtime model as a function of the NAS-related decisions

t. We profile the target mobile platform (Pixel 1) and we record the runtime for each candidate kernel

operation per layer i, i.e., Ri
3×3,3, Ri

3×3,6, Ri
5×5,3, and Ri

5×5,6. We denote the runtime of layer i by following

the notation in Equation 5.3. Specifically, the runtime of layer i is defined first as a function of the expansion

ratio decision:

Ri
e = 1(

∥∥wk,3
∥∥2

> te=3) · (Ri
5×5,3 + 1(

∥∥∥wk,6\3

∥∥∥2
> te=6) · (Ri

5×5,6 − Ri
5×5,3)) (5.9)

Next, by incorporating the kernel size decision, the total runtime is:

Ri =
Ri

3×3,6

Ri
5×5,6

· Ri
e + Ri

e · (1−
Ri

3×3,6

Ri
5×5,6

) · 1(
∥∥∥w5×5\3×3

∥∥∥2
> tk=5) (5.10)

As in Equation 5.2, we relax the indicator function to a sigmoid function σ(·) when computing gradients.

By using this model, the runtime term in the loss function remains differentiable with respect to layer-wise

NAS choices. As we show in our results, the model is accurate, with an average prediction error of 1.76%.

5.3 Experimental results

5.3.1 Experimental setup

We use Single-Path NAS to design DNNs for image classification on ImageNet [24]1. We use Pixel 1

as the target mobile platform. This experimental setup allows for a representative comparison with

prior hardware-efficient NAS that optimize for Pixel 1 devices around a target latency of 80ms [12, 122].

1https://github.com/dstamoulis/single-path-nas

https://github.com/dstamoulis/single-path-nas
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We implement our NAS framework in TensorFlow (TF-1.12) running on TPUs-v2 [59], following the

TPU-based MnasNet documentation2. We use Keras to implement our trainable superkernels, where

we define a custom Keras-based convolution kernel where the output is a function of both the weights

and the threshold-based decisions (Equations 5.2-5.3). Our custom layer also returns the layer runtime

(Equations 5.9-5.10).

5.3.2 Runtime profiling and modeling

Figure 5.5: The runtime model (Equation 5.8) is accu-

rate, with 1.76% mean prediction error.

To train the runtime model, we deploy the DNNs to

the mobile device with TensorFlow TFLite. On the

device, we profile runtime using the Facebook AI

Performance Evaluation Platform (FAI-PEP)3 that

supports profiling for tflite models with detailed

per-layer runtime breakdown. We record the run-

time per layer (MBConv breakdown) by profiling

DNNs with different MBConv types, i.e., we obtain

the Ri
3×3,3, Ri

3×3,6, Ri
5×5,3, and Ri

5×5,6 runtime val-

ues per MBConv layer i (Equations 5.9-5.10). To

evaluate the runtime-prediction accuracy of the model, we generate 100 randomly designed DNNs and we

measure their runtime on the device. As illustrated in Figure 5.5, our model can accurately predict the

DNN runtimes: the Root Mean Squared Error (RMSE) is 1.32ms (1.76% mean prediction error).

5.3.3 State-of-the-art runtime-constrained ImageNet classification

We apply our method to design DNNs for the Pixel 1 phone with an overall target latency of 80ms. We

train the derived Single-Path NAS model for 350 epochs, following the MnasNet training schedule [122].

We compare our method with mobile DNNs designed by human experts and state-of-the-art NAS methods

in Table 5.1, in terms of classification accuracy and search cost. In terms of hardware efficiency, prior

work has shown that low FLOP count does not necessarily translate to high hardware efficiency [31], we

therefore evaluate the various NAS methods with respect to the inference runtime on Pixel 1 (≤ 80ms).

Enabling a representative comparison: While we provide the original values from the respective

papers, our goal is to ensure a fair comparison. To this end, we retrain the baseline models following the

same schedule (in fact, we find that the MnasNet-based training schedule improves the top1 accuracy

2https://github.com/tensorflow/tpu/tree/master/models/official/mnasnet
3https://github.com/facebook/FAI-PEP

https://github.com/tensorflow/tpu/tree/master/models/official/mnasnet
https://github.com/facebook/FAI-PEP
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Table 5.1: Single-Path NAS achieves state-of-the-art accuracy (%) on ImageNet for similar mobile latency
setting compared to previous NAS methods (≤ 80ms on Pixel 1), with up to 5, 000× reduced search
cost in terms of number of epochs. *The search cost in epochs is estimated based on the claim [12] that
ProxylessNAS is 200× faster than MnasNet. ‡ChamNet does not detail the model derived under runtime
constraints [23] so we cannot retrain or measure the latency.

Method Top-1 Top-5 Mobile Search
Acc (%) Acc (%) Runtime (ms) Cost (epochs)

MobileNetV1 [50] 70.60 89.50 113
-MobileNetV2 1.0x [102] 72.00 91.00 75.00

MobileNetV2 1.0x (our impl.) 73.59 91.41 73.57
Random search 73.78 ± 0.85 91.42 ± 0.56 77.31 ± 0.9 ms -
MnasNet-B1 [122] 74.00 91.80 76.00 40,000MnasNet-B1 (our impl.) 74.61 91.95 74.65
ChamNet-B [23] 73.80 – – 240‡
ProxylessNAS-R [12] 74.60 92.20 78.00 200*ProxylessNAS-R (our impl.) 74.65 92.18 77.48
FBNet-B [128] 74.1 - - 90FBNet-B (our impl.) 73.70 91.51 78.33
Single-Path NAS (proposed) 74.96 92.21 79.48 8 (3.75 hours)

compared to what is reported in several previous methods). Similarly, we profile the models on the same

Pixel 1 device. For prior work that does not optimize for Pixel 1, we retrain and profile their model closest

to the MnasNet baseline (e.g., the FBNet-B and ChamNet-B networks [23, 128], since the authors use these

DNNs to compare against the MnasNet model). Finally, to enable a representative comparison of the search

cost per method, we directly report the number of epochs reported per method, hence canceling out the

effect of different hardware systems (GPU vs. TPU hours).

ImageNet classification: Table 5.1 shows that our Single-Path NAS achieves top-1 accuracy of 74.96%,

which is the new state-of-the-art ImageNet accuracy among hardware-efficient NAS methods. Specifically,

our method achieves better top-1 accuracy than ProxylessNAS by +0.31%, while maintaining on par target

latency of ≤ 80ms on the same target mobile phone. Single-Path NAS outperforms methods in this mobile

latency range, i.e., better than MnasNet (+0.35%), FBNet-B (+0.86%), and MobileNetV2 (+1.37%).

NAS search cost: Single-Path NAS has orders of magnitude reduced search cost compared to all

previous hardware-efficient NAS methods. Specifically, MnasNet reports that the controller uses 8k

sampled models, each trained for 5 epochs, for a total of 40k train epochs. In turn, ChamNet trains an

accuracy predictor on 240 samples, which assuming an aggressively fast training schedule of five epochs

per sample (same as in MnasNet), corresponds to a total search cost of 1.2k epochs. ProxylessNAS reports

200× search cost improvement over MnasNet, hence the overall cost is the TPU-equivalent of 200 epochs.

Finally, FBNet reports 90 epochs of training on a proxy dataset (10% of ImageNet). While the number

of images per epoch is reduced, we found that a TPU can accommodate a FBNet-like supermodel with
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Figure 5.6: Single-Path NAS search progress: Progress of both objective terms, i.e., cross entropy CE (left)
and runtime R (right) during NAS search.

maximum batch size of 128, hence the number of steps per FBNet epoch are still 8× more compared to the

steps per epoch in our method.

In comparison, Single-Path NAS has a total cost of eight epochs, which is 5,000× faster than MnasNet,

25× faster than ProxylessNAS, and 11× faster than FBNet. We use an aggressive training schedule similar

to the few-epochs schedule used in MnasNet to train the individual DNN samples [122]. We visualize the

search efficiency of our method in Figure 5.6, where we show the progress of both CE and R terms. Earlier

during our search (first six epochs), we employ dropout across the different subsets of the kernel weights

(Figure 5.6, right). Dropout is a common technique in NAS methods to prevent the supernet from learning

as an ensemble. That is, we randomly drop the subsets of the superkernel in our single-path search space.

We search for ∼ 10k steps (8 epochs with a batch size of 1024), which corresponds to total wall-clock time

of 3.75 hours on a TPUv2. In particular, given than a TPUv2 has 2 chips with 4 cores each, this corresponds

to a total of 30 TPU-hours.

Figure 5.7: Our method outperforms MobileNetV2 &

MnasNet across various size scales.

Different channel size scaling: Next, we fol-

low a typical analysis [12, 128], by rescaling the

networks using a width multiplier [102]. As shown

in Figure 5.7, we observe that our model consis-

tently outperforms prior methods under varying

runtime settings. For instance, Single-Path NAS

with 79.48ms is 1.56× faster than the MobileNetV2

scaled model of similar accuracy.

Visualization of Single-Path NAS DNN: Our

derived DNN architecture is shown in Figure 5.8.
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Figure 5.8: Hardware-efficient DNN found by Single-Path NAS, with top-1 accuracy of 74.96% on ImageNet
and inference time of 79.48ms on Pixel 1 phone.

Figure 5.9: Visualization of kernel-based architectural contributions. The standard deviation of superkernel
values across the kernel channels is shown in log-scale, with lighter colors indicating smaller values.

Moreover, to illustrate how the searchable superkernels effectively capture NAS decisions across subsets of

kernel weights, we plot the standard deviation of weight values in Figure 5.9 (shown in log-scale, with

lighter colors indicating smaller values). Specifically, we compute the standard deviation of weights across

the channel-dimension for all superkernels. For various layers shown in Figure 5.9 (per i-th DNN’s layer

from Figure 5.8), we observe that the outer w5×5\3×3 “shells” reflect the NAS architectural choices: for

layers where the entire w5×5 is selected, the w5×5\3×3 values drastically vary across the channels. On the

contrary, for all layers where 3× 3 convolution is selected, the outer shell values do not vary significantly.

5.3.4 Ablation study: kernel-based accuracy-efficiency trade-off

Our method searches over subsets of convolutional kernel weights. Hence, we conduct experiments to

highlight how kernel-weight subsets can capture accuracy-efficiency trade-off effectively. We use the

MobileNetV2 macro-architecture as a backbone (we maintain the location of stride-2 layers as default).

As two baseline networks, we consider the default MobileNetV2 with MBConv-3× 3-6 blocks (i.e., w3×3

kernels for all depthwise convolutions), and a network with MBConv-5× 5-6 blocks (i.e., w5×5 kernels).

Next, to capture the subset-based training of weights during a Single-Path NAS search, we consider a

DNN with MBConv-5× 5-6 blocks, where we compute the loss of the model over two subsets, (i) the inner
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Table 5.2: Searching across subsets of kernel weights: DNNs with weight values trained over subsets of the
kernels (3× 3 as subset of 5× 5) achieve performance (top-1 accuracy) similar to DNNs with individually
trained kernels.

Method Top-1 Acc (%) Top-5 Acc (%)
Baseline DNN - w3×3 kernels 73.59 91.41
Baseline DNN - w5×5 kernels 74.10 91.67
Single-Path DNN - inference w/ w3×3 kernels 73.43 91.42
Single-Path DNN - inference w/ w3×3 + w5×5\3×3 kernels 73.86 91.72

w3×3 weights, and (ii) by also using the remaining w5×5\3×3 weights. For each loss computed over these

subsets, we accumulate back-propagated gradients and update the respective weights, i.e., gradients are

being applied separately to the inner and to the entire kernel per layer. We follow training steps similar to

the “switchable” training across channels as in [135] (for the remaining training hyper-parameters we use

the same setup as the default MnasNet). As shown in Table 5.2, we observe the final accuracy across the

kernel granularity, i.e., with the inner w3×3 and the entire w5×5 = w3×3 + w5×5\3×3 kernels, follows an

accuracy change relative to DNNs with individually trained kernels.

Such finding is significant in the context of NAS, since choosing over subsets of kernels can effectively

capture the accuracy-runtime trade-offs similar to their individually trained counterparts. We therefore

conjecture that our efficient superkernel-based design search can be flexibly adapted and benefit the

guided search space exploration in other RL-based NAS methods. Beyond the NAS literature, our finding

is closely related to Slimmable networks [135]. SlimmableNets limit however their analysis across the

channel dimension, and our work is the first to study trade-offs across the NAS kernel dimension.

5.3.5 Single-Path NAS as feature extractor: COCO object detection

Last, we assess the performance of Single-Path NAS as a feature extractor for object detection. and we

use our network as a drop-in replacement for the backbone featurizer in the Mask-RCNN model [45].

Similarly, we compare with other backbones networks based on models from earlier mobile NAS methods.

We train our model on the COCO dataset [75]. We use the open-source implementation of TPU-trained

Mask-RCNN4. The models are trained on TPUs with batch size of 64. We train the different models

on COCO train2017 and we evaluate them on COCO val2017. We summarize the results on COCO

validation set in Table 5.3.

In particular, we observe that our designed DNN achieves higher average-precision (AP) on the

validation set compared using backbones from previous mobile AutoML methods. We note that the

Mask-RCNN head is less hardware efficient compared to MobileNet-like alternatives such as SSDLite [102].

Nonetheless, the focus of this analysis is to assess the NAS designs as feature extractors while assuming

4https://cloud.google.com/tpu/docs/tutorials/mask-rcnn

https://cloud.google.com/tpu/docs/tutorials/mask-rcnn
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Table 5.3: COCO Object Detection Performance

Method AP APS APM APL

MobileNet-V2 + Mask-RCNN 30.47 16.49 32.33 41.14
MnasNet + Mask-RCNN 32.47 17.74 34.45 43.88

ProxylessNAS + Mask-RCNN 32.93 17.76 34.86 44.43
Single-Path NAS + Mask-RCNN (Proposed) 33.03 17.82 35.48 44.76

the head design fixed. In fact, recent NAS work has extended the NAS search directly to the backbone [15]

and the detection head design [35]. Such searchable components can be flexibly incorporated into our

Single-Path NAS flow, whose exploration is an interesting direction for future work.

5.4 Discussion

In this Chapter, we propose Single-Path NAS, a NAS method that reduces the search cost for designing

hardware-efficient DNNs to less than 4 hours. The key idea is to revisit the one-shot supernet design space

with a novel single-path view, by formulating the NAS problem as finding which subset of kernel weights

to use in each DNN layer. Single-Path NAS reduces the search cost of hardware-efficient NAS down to

only 8 epochs (30 TPU-hours), which is up to 5,000× faster compared to prior work. While we used a

differentiable NAS formulation, our novel design space encoding can be flexibly incorporated into other

NAS methodologies. Hence, an interesting line of future work is to combine the efficiency of our one-shot

design space with RL- or EA-based NAS search strategies.

Another insightful research direction is to investigate how the performance of single-path one-shot

formulations can be improved further. In the next Chapter, we delve into the various factors that affect

the accuracy of the identified DNN design: search space, differentiable solver formulation, and solver

parameterization. Our exploration yields state-of-the-art Mobile AutoML results.



Chapter 6

Exploring the Neural Architecture Search Space

In this Chapter, we investigate the key components of a state-of-the-art one-shot NAS methodology: the

search space, the differentiable solver formulation, and the solver parameterization. Our goal is to assess

how each one of these aspects affects the NAS performance in terms of the accuracy of the identified DNN.

Our findings push the state-of-the-art performance of Mobile AutoML methods further, while maintaining

the overall search cost down to a few hours.

6.1 Chapter overview

The AutoML community has motivated the significance of understanding the properties of NAS solvers

and their limitations [54, 1, 83]. Nonetheless, a significant number of existing NAS methods are mainly

driven by strong empirical results [97, 137, 12]. This leaves a plethora of interesting questions to investigate:

“how the different NAS formulations, e.g., the encoding of NAS choices across multiple paths or a single path, affect

the overall performance of differentiable NAS.” Besides an inter-approach comparison, prior work on mobile

NAS [128, 12] lacks a detailed intra-level analysis on the statistics of differentiable NAS. That is, “by how

much the quality of the DNN design varies across multiple runs of the same NAS search?”

Developing some understanding of the factors that affect the performance of a NAS solver is paramount

to enhancing AutoML methodologies [1]. Such endeavor necessitates a comprehensive set of exploratory

experiments with the intention of analyzing the properties of a NAS system. A number of existing methods

share a similar goal. For instance, the properties of weight sharing within the one-shot supermodel are

studied in [1]. Similarly, Stochastic NAS [132] investigates the entropy of DNN distributions, while the

analysis in [70] shows that random search is a good baseline compared to complex NAS methodologies.

However, existing analyses are limited to the cell-based design based on DARTS [79] and the properties

are studied against proxy datasets, such as CIFAR-10. This could be attributed to the high computational

44
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burden that is intrinsic to NAS exploration. In this Chapter, we exploit the efficiency of novel single-path

one-shot formulations (as introduced in Chapter 5) to delve into the key aspects of a NAS solver. Specifically,

we identify the following three factors to investigate: (i) the differentiable solver formulation, (ii) the solver

parameterization, and (iii) the search space.

First, in terms of the solver formulation, we aim to quantitatively investigate various single- and multi-

path methods with different modeling approximations to encode/relax NAS decisions (e.g., sigmoid, softmax,

or STE functions). Second, in terms of solver parameterization, we note that existing methods approximate

Pareto optimal solutions by a customized weighted objective function based on a trade-off parameter λ.

Nonetheless, this value is manually picked. For instance, MnasNet employs an empirical rule based on

“prior” runtime-accuracy trade-off knowledge [122], while FBNet [128] and ProxylessNAS [12] do not

provide details on the λ value used or how it was picked. This gives rise to the following question: “What

is the value of the trade-off parameter λ that yields Pareto optimal solutions around a target latency?”

Last, we strive to enhance the NAS search space in order to further improve the DNN accuracy vs.

hardware efficiency trade-off. In particular, we investigate the addition of a Squeeze-and-Excitation [52]

(SE) path in the MobileNet-based search space. Prior work shows that the SE path can improve the overall

accuracy [49]. This finding has been adapted by recent RL-based designs [122, 123]. Nonetheless, the

exploration is limited to a binary decision of using SE or not. Instead, in our work we are the first to treat

the SE path as fully searchable (i.e., searching over various SE ratios). To this end, we introduce Single-Path+

NAS which achieves state-of-the-art Mobile AutoML performance [112].

Contributions and Chapter organization

In this Chapter, to the best of our knowledge, we make the following contributions:

1. Our work is the first to formulate the hyperparameter tuning of a differentiable NAS solver as a hy-

perparameter optimization problem itself, aiming to automatically find the trade-off hyperparameter

in differentiable NAS given a target runtime.

2. To the best of our knowledge, we are first to treat the Squeeze-and-Excitation [52] (SE) path as a fully

searchable operation in the MobileNet-based search space. Our methodology, namely Single-Path+

NAS, is the first single-path NAS approach with SE paths.

3. Single-Path+ NAS [112] achieves a new state-of-the-art: 75.62% top-1 accuracy on ImageNet with

∼ 80ms latency on a Pixel 1, i.e., a +0.42% improvement over the previously best hardware-aware
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NAS [122] and manually-designed [49] DNNs in similar latency settings, while maintaining the

efficiency of single-path one-shot formulations (i.e., 2.45 hours on TPU-v3, 24 TPU-hours).

The remainder of this Chapter is organized as follows: Sections 6.2 and 6.3 investigate the performance

of one-shot NAS under various solver formulations and parameterization schemes, respectively. Section 6.4

extends the Mobile NAS search space and discusses the state-of-the-art results for image classification

performance. Last, Section 6.5 provides the discussion.

6.2 Investigating one-shot NAS formulations

To comprehensively investigate various single- and multi-path methods, we consider the following differ-

entiable NAS formulations:

1. Multi-path with sigmoid: This implementation solves the bilevel, multi-path formulation of Equa-

tion 2.3. To this end, we implement a vanilla differentiable multi-path NAS solver [12]. While our

implementation replicates prior work’s methodology [128], we adjust the multi-path solver to the aggres-

sive few-epochs schedule used in [122, 113]. This allows us to assess whether existing multi-path methods

can reach a high-performing DNN within the same number of epochs as Single-Path NAS. Specifically, we

set the number of total steps to eight epochs and we update the warm-up and learning rate schedules

accordingly. We slim down the multi-path supernet by a width-multiplier factor of 0.5 (recent NAS work

also employs such search on a scaled-down model [123]). Similar to [128], we generate a proxy dataset (i.e.,

subset of ImageNet with 100 classes) to search on. We deploy our implementation on cloud TPUs.

2. Single-path with sigmoid: this is the default implementation reported so far. That is, during search

(backpropagation over the supernet) we approximate the indicator functions (e.g., 1(
∥∥∥w5×5\3×3

∥∥∥2
> tk=5))

with sigmoid functions σ().

3. Single-path with STE [2]: during search we approximate the indicator functions with the straight-

through estimator (STE) [134].

4. Single-path with softmax: This implementation is a hybrid between the single-path encoding of

the design space and the use of softmax, i.e., we encode the NAS choice of selecting across subsets of the

superkernel using a softmax function parameterized by τ, i.e., softmax(τ). For instance, we represent the

kernel-level decision as:

wk =
exp(τ3×3)

∑j exp(τj)
·w3×3 +

exp(τ5×5)

∑j exp(τj)
· (w3×3 + w5×5\3×3) (6.1)

We formulate the Single-Path search as a bilevel optimization problem min
τ

min
wτ
L(τ, wτ), where we alternate

the steps for updating the τ parameters and the DNN weights.
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Figure 6.1: “How the differentiable Mobile NAS formulation assumptions affect the overall performance (accuracy
and runtime) of the AutoML-designed DNN?” Statistics (mean and variance) for the (proxy) accuracy (top 1%)
and the runtime of DNNs designed via various formulations across 20 runs; for intra-run statistics, we pick
the Pareto optimal DNN out of the 20 samples and we train another 20 DNNs sampled from the softmax
distribution.

5. Random search: Parameter-free random search via constrained sampling (by rejection). Samples are

limited within the range of interest ∼ 80ms.

For all the aforementioned methods, we find the λ value that achieves the desired accuracy trade-off

∼ 80ms (to tune λ, we use the hyperparameter-tuning scheduler presented in subsection 6.3). We repeat the

same NAS search experiment 20 times and we measure the mean and (inter-) variance across the 20 runs

for both objective terms, i.e., validation accuracy and runtime of the AutoML-designed DNN, denoted as

inter-run. In addition, to capture the (intra-) variance within a single search in softmax-based methods, we

pick the best result among the 20 runs, and we train 20 new samples from the softmax distribution (in fact,

similar selection is used in [128] where 10 DNNs are sampled and trained to pick the best). We denote the

latter variant as intra-run. We train each DNN for a few epochs to obtain a representative proxy-accuracy

value, following the aggressive training used in MnasNet to study their RL method [122]. We summarize

our results in Figure 6.1.

Comparison vs. random search: This result is particularly interesting, since there has been recent

discussion within the NAS community on whether simple random search could find designs with per-

formance comparable to those of more complex methods [70]. Indeed, we observe that random search

performs on par with multi-path cases, which confirms similar observations by recent work [131, 20].

Nonetheless, it is important to note that random search is still inferior compared to Single-Path NAS in

terms of the (proxy) accuracy around the target latency range ∼ 80ms.

Furthermore, the nearly-zero search cost of random search is not necessarily representative: to avoid

training all random, constraint-satisfying samples, an AutoML practitioner would employ an evaluation

of a proxy task, by training each sample for few epochs and by picking the one with highest accuracy.

Hence, the actual search cost for random search is not negligible. In fact, the low search cost of our method

(8 epochs) is comparable to the number of training epochs during the aforementioned selection process.
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Given than Single-Path NAS gives DNNs with superior performance than random search at comparable

cost, we argue that NAS remains a better AutoML options than random search methods.

Softmax intra-run variance: Next, please notice the variance inherent to all the softmax-based cases.

That is, we observe that sampling the softmax of the best NAS search (selected from the 20 NAS repetitions)

yields high-variance in terms of both accuracy and runtime. This finding confirms a recent analysis that

shows the high entropy in the architecture distribution for cell-based multi-path designs [132].

Different single-path variants: Moreover, we compare our original Single-Path NAS (single-path

sigmoid) method against its two variants (i) with STE and (ii) with softmax (inter-run). First, once again we

notice that the softmax version has higher variance compared to both the sigmoid and the STE versions.

For the STE version, while the variance appears smaller than sigmoid, it is important to note that we had to

repeat the process multiple times to reach 20 completed searches due to encountered numerical instability

issues with STE (exploding gradients). A deeper study on the STE is an interesting direction for future

NAS work, similar to recent STE analysis in the context of hardware-aware quantization [134].

Single-Path NAS vs. prior work: Last, we highlight the advantage of using our proposed method

(single-path sigmoid) instead of existing methods [128, 12] (multi-path softmax, inter-run). We observe that

the variance across different Single-Path NAS runs is smaller than the variance of softmax-based methods

(both inter- and intra-run).

Overall, we observe that multi-path softmax methods sample either low accuracy samples (many

layers skipped, which is another issue previously observed [132]) or higher accuracy ones that violate

the constraint. We hypothesize that the inferior solutions are due to the fact that the bilevel problem

(Equation 2.3) is an intrinsically more complex optimization problem to solve, as also discussed in [79].

That is, it is difficult for the multi-path solver to reach a high quality solution within a few epochs, while

our proposed Single-Path NAS for the same number of steps is as costly as training a compact model.

Besides the optimization complexity, one would argue that the performance of multi-path methods is

decided by several hyperparameters. Indeed, we extensively experimented with numerous settings by

varying the number of epochs between the interleaved steps (NAS vs. DNN weights updates), the learning

rates for each update step, the batch size, the Gumbel-softmax parameters [128], to name a few. Given that

running each solver parameterization is expensive (hundreds of epochs), this highlights another limitation

related to the tuning cost for all the hyperparameters involved, making our proposed method even more

appealing to use. Next, we investigate how the parameterization of the NAS solver affects the end result

and how we can automate this tuning step.



CHAPTER 6. EXPLORING THE NEURAL ARCHITECTURE SEARCH SPACE 49

6.3 Hypertuning the NAS solver

In this Section, we answer this interesting question: “instead of empirically tuning the NAS trade-off hyper-

parameter, can we automatically find it given a target runtime from the hardware engineers?” To this end, we

formulate the tuning of λ (Equation 5.7) as a hyperparameter optimization problem itself. Specifically, we

solve for the λ value that maximizes the validation accuracy under the given runtime target RT . For a

representative analysis, we use the weighted objective introduced in [122] that approximates Pareto optimal

solutions, hence allowing our approach to traverse the Pareto front while solving for λ. Specifically:

max
λ

Accvalid(λ|w, tk, te, tse) ·
[

R(λ|w, tk, te, tse)

RT

]w

, with w =


0, if R(λ|w, tk, te, tse) ≤ RT

−1, otherwise
(6.2)

We would like to stress here that each evaluation of Equation 6.2 corresponds to new NAS search.

Therefore, solving this hyperparameter optimization problem would be impractical with previous NAS

methods where each function evaluation would cost hundreds of hours. Instead, we exploit the efficiency of

Single-Path NAS and we investigate various black-box hyperparameter optimization techniques. Specifically,

we consider the following methods:

1. Bayesian optimization [103]: Vanilla Bayesian optimization, as implemented in the Dragonfly

tool [62], available online1. The method fits a Gaussian process (GP) [95] (probabilistic model) to the

objective (Equation 6.2) by points sampled across the hyperparameter λ.

2. Multi-fidelity optimization [60]: Enhanced Bayesian optimization method where the GP fits both

the hyperparameter space (λ values) and the fidelity (budget) space. The intuition is that low-fidelity

evaluations could offer a good view of the function manifold at lower cost. We use discrete budget

choices from two up to eight (the default maximum in the vanilla case) as multiple fidelities. We use the

multi-fidelity method from Dragonfly [62] which, for each new sample to evaluate, it suggests the new λ

value and the sample budget (epochs).

3. Random search [3]: Parameter-free random search that randomly samples λ values.

We extend our AutoML framework to support this hyperparameter optimization. Our implementation

automates the process of launching multiple (sequential or parallel) runs on cloud TPUs and calls the

black-box optimization solver that suggests the next λ value to evaluate. Our goal is to find the trade-off

λ value that yields Pareto-optimal designs around the target runtime level RT = 80ms. We run each

solver for five runs with a total budget of 400 epochs and we track the current-best objective value. In

Figures 6.2 (right) and Figure 6.2 (left), we report the objective value and the distance from the target

runtime, respectively, where we plot the average-best and the variance across the five runs.
1https://github.com/dragonfly/dragonfly/

https://github.com/dragonfly/dragonfly/


CHAPTER 6. EXPLORING THE NEURAL ARCHITECTURE SEARCH SPACE 50

Figure 6.2: Progress of various hyperparameter optimization solvers with respect to the distance from the
target latency (left) and the overall reward (right).

Vanilla vs. multi-fidelity Bayesian optimization: we observe that vanilla Bayesian optimization

outperforms the multi-fidelity counterpart by reaching the near-optimal region faster and by converging

to a higher-reward final solution. This is an interesting finding, since prior work shows that, for other

hyperparameter settings (e.g., learning rate) multi-fidelity enhances the optimization process.

To fully investigate why this occurs, we employ grid search across budget epochs (from two to eight) and

different λ values, and we plot the objective value (Equation 6.2) of the NAS search result in Figure 6.3. The

result explains the suboptimality of the multi-fidelity case, since we can observe that the main assumption

that “low-cost samples give a representative view of the space” does not fully hold. In particular, as

highlighted in the Figure, we observe that initially promising λ values (brighter objective values obtained

after four or five epochs, middle right) become suboptimal (darker at eight epochs, bottom right).

Figure 6.3: Visualizing the objective value (Equation 6.2) across multiple fidelities (y-axis) and hyperpa-
rameter values (x-axis) via grid search. Interestingly, low-cost function evaluations (middle, right) that
reach the Pareto point around the target latency faster, tend to “overshoot” beyond this point towards
over-constrained, suboptimal designs (bottom, right).

From a NAS design standpoint, the larger values λ penalize the runtime term more so they approach

the Pareto point around the target latency faster, but they tend to “overshoot” beyond this point towards

over-constrained designs. We find this result interesting, since we postulate that other black-box optimization
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techniques that rely on low-cost (early) approximation (e.g., hyperband [71]) would encounter the same

issue. Studying this hyperparameter optimization problem is an interesting research direction for future

work currently under-explored.

Comparison vs. random search: We find that random search, while never outperforming the Bayesian

optimization result, has a relatively good performance at tuning the λ hyperparameter. Interestingly, recent

work shares similar observation when tuning NAS scaling hyperparameters via grid search [123]. We hope

that our analysis would further foster exploration towards this direction.

Figure 6.4: Single-Path+ search space [112]: we enhance the MobileNet-based space with fully searchable
Squeeze-and-Excitation [52] (SE) paths. Our method searches over the weights of both the depthwise
searchable superkernel (i.e., kernel size and expansion ratio values) and the searchable squeeze superkernel
(i.e., SE ratio value). We show that this search space further improves the accuracy-runtime trade-off.

6.4 Single-Path+: enhancing the one-shot NAS search space

We enhance the Mobile AutoML design space, as is shown in Figure 6.4. In particular, each mobile inverted

bottleneck convolution MBConv [102] micro-architecture is now also augmented with a Squeeze-and-

Excitation (SE) block [52]. That is, besides the kernel size and the expansion ration, each MBConv-k× k-e-se

layer is also parameterized by the Squeeze-and-Excitation [52] ratio se, i.e., the ratio between the number of

channels in the intermediate convolution and the input of the Squeeze-and-Excitation path.

Searching for SE ratio: Next, we extend the superkernel-based definition to encode the NAS decision

related to the Squeeze-and-Excitation [52] (SE) ratio se. In particular, we observe that the expansion

ratio decision (Equation 5.3) corresponds effectively to searching over the total number of channels of a

convolution kernel. As shown in Figure 6.5, we replace the convolution kernel of the squeeze convolution

of the SE path with a searchable superkernel, where the largest number of channels corresponds to the
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largest candidate se value, i.e., se = 0.5. By following an intuition similar to Equation 5.3, we observe that

“zero-ing out” the second half of the squeeze convolution corresponds to using se = 0.25, while “zero-ing

out” the entire kernel corresponds to not using a SE path (se = 0). We therefore write:

wse = 1(‖w0.25‖2 > tse=0.25) · (w0.25 + 1(
∥∥∥w0.5\0.25

∥∥∥2
> tse=0.5) ·w0.5\0.25) (6.3)

Overall, we now have two searchable superkernels, the original superkernel across the main MBConv

path, and the superkernel across the SE path. For input x, the output of the i-th MBConv becomes:

oi(x) = conv(x, wi|ti
k=5, ti

e=6, ti
e=3, ti

se=0.5, ti
se=0.25) (6.4)

Figure 6.5: Encoding NAS decisions into the squeeze superkernel:

We formulate all candidate Squeeze-and-Excitation (SE) path types

(i.e., SE ratio values) directly into the searchable superkernel.

Last, we need to properly incor-

porate this NAS decision into the

runtime term. To this end, we cap-

ture the effect that the SE path has

on the runtime. For notation consis-

tency, we denote the total runtime

of the i-th MBConv layer with ker-

nel size k, expansion ratio e, and

SE ratios 0.25 or 0.5 as Ri
k×k,e,se=0.25

and Ri
k×k,e,se=0.5, respectively. Sim-

ilarly, we denote the runtime of the

MBConv layer without a SE path as Ri
k×k,e,se=0. For notation clarity, let us denote the relative increase in

runtime due to the addition of the SE path compared to the runtime without the SE path as scaling factor:

si
k,e,0.25 = Ri

k×k,e,se=0.25/Ri
k×k,e,se=0 (6.5)

Based on our detailed runtime analysis presented in our results, we make two observations: (i) due to

the relatively smaller size of the squeeze convolution across the SE path compared to the k× k convolution

of the main path, the difference in the relative runtime increase from using either SE ratios is negligible, i.e.,

si
k,e,0.25 ≈ si

k,e,0.5. Next, (ii) the relative ratio of the runtimes with and without using the SE path differs for

each type of the main MBConv path. To this end, we express the overall runtime scaling as function of the

kernel and the expansion ratio choices:

si
k,e=6,0.25 = 1(

∥∥∥w5×5\3×3

∥∥∥2
> tk=5) · si

k=5,e=6,0.25 + (1− 1(
∥∥∥w5×5\3×3

∥∥∥2
> tk=5) · si

k=3,e=6,0.25 (6.6)

si
k,e=3,0.25 = 1(

∥∥∥w5×5\3×3

∥∥∥2
> tk=5) · si

k=5,e=3,0.25 + (1− 1(
∥∥∥w5×5\3×3

∥∥∥2
> tk=5) · si

k=3,e=3,0.25 (6.7)
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Hence, overall we have:

Ri =
(
1−1(

∥∥∥w0.5\0.25

∥∥∥2
> tse=0.25)

)
· Ri

k,e + 1(
∥∥∥w0.5\0.25

∥∥∥2
> tse=0.25)·{

1(
∥∥∥wk,6\3

∥∥∥2
> te=6) · si

k,e=6,0.25 +
(
1− 1(

∥∥∥wk,6\3

∥∥∥2
> te=6)

)
· si

k,e=3,0.25

}
· Ri

k,e

(6.8)

Figure 6.6: Hardware-efficient Single-Path+ DNN design [112], with top-1 accuracy of 75.62% on ImageNet
and inference time of 81.84ms on Pixel 1 phone. Compared to previous DNNs without SE [113] (Figure 5.8),
some of the earlier 5× 5 MBConvs have been replaced with smaller 3× 3− 3 MBConvs, and instead
Single-Path+ NAS selects SE paths with SE ratio of se = 0.5 in the last layers.

6.4.1 Analyzing the SE-based accuracy-runtime trade-off

Figure 6.7: Runtime profiling shows that SE ratios larger than 0.25

provide a better accuracy-runtime trade-off, since the squeeze step

is enhanced with more channels with negligible runtime overhead

(si
k,e,0.25 ≈ si

k,e,0.5), especially for the deeper layers (MBConv 18-21).

Our derived DNN is shown in Fig-

ure 6.6. To capture the overhead

possibly introduced by the use of

the SE path, we report the rela-

tive runtime increase per MBConv

types for each layer in Figure 6.7.

We can make the following obser-

vations. First, we observe that the

relative increase in the MBConv’s

runtime (scaling factor sk,e,0.25 in

Equation 6.8) is closer to 1.0 for the

last 4 layers. This is to be expected,

since the squeeze 1× 1 convolution

is performed on input feature maps

with reduced spatial dimensions.

Indeed, we observe that the Single-Path NAS appends SE paths in these last layers. More importantly, we

observe that the difference in the relative runtime increase from using either SE ratios of 0.25 or 0.5 is

negligible, i.e., si
k,e,0.25 ≈ si

k,e,0.5. This is important in the context of NAS decision since prior work only
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Table 6.1: Single-Path+ NAS, enhanced with fully searchable Squeeze-and-Excitation [52] (SE) paths, further
pushes the state-of-the-art accuracy (%) on ImageNet for the targeted mobile latency setting (≈ 80ms on
Pixel 1), currently outperforming both manually- and NAS-designed DNNs that also consider SE [49, 122].
† For MobileNetV3, we report the version that matches the MnasNet space backbone, since some additional
manual enhancements in the network head are directly applicable to all other DNNs below.

Method Top-1 Top-5 Mobile Search
Acc (%) Acc (%) Runtime (ms) Cost (epochs)

MobileNetV2 [102] 72.00 91.00 75.00 -MobileNetV3 [49] 75.20 – 78 †
MnasNet-B1 [122] 74.00 91.80 76.00 40,000MnasNet-A1 [122] 75.20 92.50 78.00
ProxylessNAS-R [12] 74.60 92.20 78.00 200
Single-Path NAS [113] 74.96 92.21 79.48 8
Single-Path+ NAS (proposed) 75.62 92.61 81.84 8 (2.45 hours)

searches over the binary decision of using se = 0.25 or not, without searching for the se value. Indeed,

Single-Path+ NAS uses a ratio of se = 0.5 for all the SE layers.

6.4.2 State-of-the-art Mobile AutoML results

To enable a representative evaluation, we train the DNN architecture identified by our SE-enhanced AutoML

method following the same training setup as in prior work [113, 122]. Table 6.1 shows that Single-Path+

NAS achieves top-1 accuracy of 75.62% with ∼ 80ms latency on a Pixel 1. This is a new state-of-the-art

ImageNet accuracy among hardware-efficient NAS methods, i.e., a +0.42% improvement compared to the

previously best hardware-aware NAS model (MnasNet-A1 [122]) and DNNs that combine both AutoML

and manual-design expertise (MobileNetV3 [49]). Interestingly, both these methods search over a similar

design space, augmented with an SE path.

Moreover, our proposed approach fully maintains the search cost efficiency of a single-path one-shot

formulation, hence being orders of magnitude faster compared to all previous hardware-efficient NAS

methods. That is, we search for ∼ 10k steps (8 epochs with a batch size of 1024), which corresponds to

total wall-clock time of 2.45 hours on a TPUv3-8 (i.e., 24 TPU-hours). Our method has a total cost of eight

epochs, which is 5,000× faster than MnasNet and 25× faster than ProxylessNAS.

Last, compared to the Single-Path NAS [113] design, we observe that some of the earlier MBConv types

with either 5× 5 kernels or expansion ration 6, have been replaced with smaller 3× 3− 3 MBConvs, and

instead the Single-Path+ NAS flow selects SE paths with SE ratio of se = 0.5 in the last few layers. As

the obtained top-1 accuracy of the fully-trained DNN attests, the use of a searchable SE improves the

accuracy-runtime trade-off of mobile DNNs.
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6.5 Discussion

In this Chapter, we delve into the key components of a one-shot NAS solver: the search space, the

differentiable solver formulation, and the solver parameterization. We assess how various implementation

choices affect the performance in terms of the identified DNN. Moreover, we exploit the search-cost

efficiency of single-path NAS to explore novel dimensions in the search space. Our enhanced NAS

methodology Single-Path+ achieves a new state-of-the-art: 75.62% top-1 accuracy on ImageNet with ∼ 80ms

latency on a Pixel 1, i.e., a +0.42% improvement over the previously best AutoML designs. An interesting

exploration for future work is to analyze how the accuracy of candidate models (based on single-path

weight-sharing) correlates to standalone proxy accuracy, similar to the analysis in [1] for the multi-path case.



Chapter 7

Related Work

Beyond the AutoML methodologies studied so far in this thesis, the field of hardware-efficient deep

learning (DL) spans numerous techniques across other AutoML formulations, applications, and design

paradigms. In this chapter, we discuss related methods that tackle the problem of efficient DL applications

from different viewpoints.

7.1 Modeling the hardware performance of DNNs

Modeling the hardware cost of DNN execution during inference is a critical component across several

AutoML methods. Earlier approaches have relied on simplistic proxies such as the DNN parameter

and FLOP count to approximate the overall memory consumption and the overall computational cost,

respectively [34]. By incorporating Joule-per-operation factors (based on technology node spreadsheets),

prior art has proposed counter-based models to approximate energy consumption [99, 105, 43]. Nonetheless,

recent work shows that low FLOP or parameter counts do not necessarily translate to hardware efficiency [31,

85]. To address this limitation, recent work on DNN modeling has introduced accurate, regression-based

predictive models trained on commercial GPUs [94, 8]. Recent AutoML literature employs similar profiling-

based methodologies where the DNN execution on hardware platforms is explicitly profiled and/or

modeled [31, 122]. In particular, for mobile AutoML tasks targeting deployment on smartphones, NAS

methods model the total runtime as a sum over the per-layer runtimes [12, 128].

Capturing DNN performance on hardware accelerators

The goal of deploying low-power DL models to edge devices, such as IoT nodes, has spurred the de-

velopment of methodologies that aim to (co-)optimize the design of hardware accelerators [82], hence

necessitating the development of accurate hardware simulators that would allow efficient design space

56
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exploration (DSE). Several recently introduced simulators (e.g., MAESTRO [66], SCALE-Sim [101], HER-

ALD [67]) aim to cater to this need, by modeling a wide range of hardware accelerator design choices.

Towards more accurate modeling of the accelerator performance, recent work investigates NAS in the

presence of manufacturing variability, but these efforts are limited to RTN-induced variability phenom-

ena [58]. Towards this direction, these simulation frameworks provide the foundation where other process

variation- [115, 17] or aging-aware models [9, 98, 111, 116, 118, 117, 21] could be flexibly incorporated.

7.2 Towards efficient DNN execution

7.2.1 Adaptive DNNs

Prior art has shown that a large percentage of images in a dataset are easy to classify with a simpler DNN

configuration [127]. This insight of dynamically trading off accuracy with energy efficiency can be found

in several existing approaches (e.g., conditional [90], scalable [127]). The early efforts to enable energy

efficiency were based on “early-exit” conditions placed at each layer of a DNN, aiming at bypassing later

stages of a DNN if the classifier has a “confident” prediction in earlier stages. These methods include

the scalable-effort classifier [127], the conditional deep learning classifier [90], the distributed neural

network [124], the edge-host partitioned neural network [64], and the cascading neural network [69]. At the

network-level, Takhirov et al. have trained an adaptive classifier [120]. Park et al. propose a two-network

adaptive design [92], where the decision of which network to process the input data is done by looking

into the “confidence score” of the network output. Bolukbasi et al. extend the formulation of network-level

adaptive systems to multiple networks [7]. Last, other works extend this approach to more tree-like

structures for image classification [89], across multiple resolution scales for video object detection [19], or

across variant granularity of the image labels [16].

7.2.2 Pruning & quantization

There is an enormous body of work on techniques aiming to reduce the DNN model complexity for efficient

hardware execution during inference: e.g., pruning of the network connections [43, 22, 133], quantization of

the network weights and activations [26, 27, 25, 28], hardware-efficient implementations of convolution

operations [18, 129], to name a few. Recent work shows that these design principles can be directly

incorporated into the AutoML search space. In [130], the authors introduce a quantization-aware NAS

method to simultaneously search for the arithmetic precision and the DNN architecture. Similarly, Cai et

al. [10, 11] jointly optimize for arbitrary number of filters and precision while searching the DNN backbone.
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That is, such enhancements can be viewed as appending more search dimensions in the AutoML search

space, hence providing an interesting line of future work for our methodologies.

7.3 Hardware-aware Bayesian optimization

Prior art has proposed formulations for constrained Bayesian optimization, motivating optimization

cases where the constraints can be expressed as known a priori [34]; these formulations enable models

that can directly capture candidate configurations as valid or invalid [40]. Hernández-Lobato et al.

developed a general framework for employing Bayesian optimization with unknown constraints or with

multiple objective terms [47]. This framework has been successfully used for the co-design of hardware

accelerators and DNNs [48, 96], and the design of DNNs under runtime constraints [47]. However, existing

methodologies evaluate only MNIST on hardware simulators [48, 96], do not consider power as key design

constraint [47], or rely on inaccurate count-based models instead of platform measurements.

7.4 Hardware-aware Neural Architecture Search (NAS)

NAS literature (standalone or one-shot) has investigated a plethora of solver formulations and search selection

strategies, spanning methods based on reinforcement learning (RL) [138, 137], evolutionary algorithms [97],

gradient-based methods [79, 93], Bayesian optimization [61, 23], to name a few.

Hardware-aware NAS: Earlier hardware-aware NAS methods focused on maximizing accuracy under

FLOPs constraints [132, 136], but low FLOP count does not necessarily translate to hardware efficiency [31].

More recent methods incorporate hardware terms (e.g., runtime, power) into cell-based NAS formu-

lations [31, 51], but cell-based implementations are not hardware friendly [128]. Breaking away from

cell-based assumptions in the search space encoding, recent work employs NAS over a generalized

MobileNetV2-based design space introduced in [122].

Hardware-aware multi-path differentiable NAS: Recent NAS literature has seen a shift towards one-

shot NAS formulations [93, 132]. Gradient-based NAS in particular has gained increased popularity

and has achieved state-of-the-art results [79, 84]. One-shot-based methods use an over-parameterized

super-model network, where, for each layer, every candidate operation is added as a separate trainable

path. Nonetheless, multi-path search spaces have an intrinsic limitation: the number of trainable parameters

that need to be maintained and updated with gradients during the search grows linearly with respect to

the number of different convolutional operations per layer, resulting in memory explosion [1, 12].

To this end, state-of-the-art approaches employ different novel “workaround” solutions. FBNet [128]

searches on a “proxy” dataset (i.e., subset of the ImageNet dataset). Despite the decreased search cost
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thanks to the reduced number of training images, these approaches do not address the fact that the entire

supermodel needs to be maintained in memory during search, hence the efficiency is limited due to

inevitable use of smaller batch sizes. ProxylessNAS [12] has employed a memory-wise one-shot model

scheme, where only a set of paths is updated during the search. However, such implementation-wise

improvements do not address a second key suboptimality of one-shot approaches, i.e., the fact that separate

gradient steps are needed to update the weights and the architectural decisions interchangeably [79].

Although the number of trainable parameters, with respect to the memory cost, is kept to the same level at

any step, the way that multi-path-based methods traverse the design space remains inefficient.

Hardware-aware single-path differentiable NAS: While concurrent methods consider relaxed convo-

lution formulations based on insights similar to our work [104, 53, 42], they either use design spaces and

objectives that have been shown to be hardware inefficient (e.g., cell-based space, FLOP count), or they

optimize over a subset of our design space. In our work, we optimize over multiple searchable kernels per

layer and we simultaneously search across several NAS decisions, i.e., kernel sizes, channels dimensions,

expansion ratio, or Squeeze-and-Excitation [52] ratio dimensions.



Chapter 8

Conclusion

In this thesis, we have demonstrated that AutoML methods can be both hardware aware and search-cost

efficient: our proposed methodologies can design hardware-efficient DNN architectures that achieve state-

of-the-art DL performance, in only a few hours. In this chapter, we summarize the key results of our work

and we discuss several interesting directions for future research that arise of our endeavor.

8.1 Key thesis results

8.1.1 Enhancing Bayesian optimization with hardware constraint-awareness

Vanilla BO treats the hardware cost as a low-cost, a priori-known constraint: with several point evaluations,

the BO solver models the likelihood that a point in the design space satisfies the constraints or not. Key

insight: we conjugate that BO methods could exploit a more accurate understanding of the underlying

hardware cost via accurate models which are trained offline. We train predictive models to capture the

power and memory consumption of DNNs running on GPUs, with an overall prediction accuracy of 93%.

Based on our key insight, we develop HyperPower, a BO-based method where the hardware-cost terms

are explicitly incorporated into the formulation, allowing for the solver to traverse the design space in a

constraint “complying” manner [109]. We show that HyperPower reaches the near-optimal region up to

3.5× faster compared to vanilla constrained BO methods.

8.1.2 AutoML for designing adaptive DNNs

The literature on adaptive DNNs has mainly focused on learning where each input image should be

classified among the DNNs, hence only optimizing with respect to the selection scheme. That is, prior

work treats each DNN as a blackbox (i.e., pre-trained off-the-shelf DNN). Key insight: we demonstrate
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that the hardware efficiency of adaptive DNNs can be greatly improved if the DNN architectures are

optimized jointly with the network selection scheme. Our work is the first to formulate the design of

adaptive DNNs as an AutoML problem under various energy, accuracy, and communication constraints.

We identify designs that outperform existing resource-constrained adaptive DNNs by up to 6× in terms of

minimum energy per image and by up to 31.13% in terms of accuracy improvement, when tested on a

commercial NVIDIA mobile board and the CIFAR-10 dataset.

8.1.3 Single-path one-shot NAS

Despite the strong empirical results in reducing the search cost and identifying state-of-the-art DNN

designs, existing one-shot multi-path NAS formulations exhibit a key suboptimality: by viewing the NAS

choices as an operation/path selection problem, each candidate operation is appended as a separate path

to the one-shot supernet. However, naïvely branching out all paths is inefficient due to the large number of

supernet parameters to be maintained and updated during the search. Hence, these techniques remain

considerably costly, with an overall computational demand of at least 200 GPU-hours.

To address this suboptimal formulation, we propose Single-Path NAS [113]. Key insight: our method

views the different candidate convolutional operations in NAS as subsets of a single “superkernel”,

allowing us to solve the NAS problem as finding which subset of kernel weights to use in each DNN layer.

We achieve an overall search cost of only 8 epochs (3.75 hours on TPUs-v2), which is up to 5,000× faster

compared to prior work, while outperforming existing Mobile AutoML methodologies in terms of top-1

accuracy on ImageNet with on-par mobile latency (≈ 80ms on a Pixel 1).

8.1.4 State-of-the-art Mobile AutoML performance

While analyzing the factors that affect the performance of a NAS solver is paramount to enhancing AutoML

methodologies, existing analyses are limited in their scope due to the high computational burden that is

intrinsic to NAS runs. Key insight: we exploit the efficiency of our novel single-path one-shot formulation

and we delve into the key aspects of a NAS solver. Specifically, we study how NAS implementation choices

such as the solver formulation or parameterization affect the search result. Moreover, we enhance the

NAS search space by treating the Squeeze-and-Excitation [52] (SE) path as a fully searchable operation.

Our enhanced Single-Path+ NAS [112] achieves a new state-of-the-art: 75.62% top-1 accuracy on ImageNet

with ∼ 80ms latency on a Pixel 1, i.e., a +0.42% improvement over the previously best hardware-aware

NAS [122] and manually-designed [49] DNNs in similar latency settings, while maintaining the efficiency

of single-path one-shot formulations (i.e., 2.45 hours on TPU-v3, 24 TPU-hours).
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8.2 Future work

AutoML constitutes a research topic of paramount importance, being viewed as a key factor towards the

democratization of DL [54]: the user would simply provide the data and AutoML would offer state-of-the-art

DNN solutions without the need for DL experts. As of this writing, we are witnessing a proliferation of

AutoML approaches, as demonstrated by the exponential increase in the number of AutoML papers [76].

The research community has highlighted that, despite the steady improvement in AutoML methods, the

comprehensiveness of evaluations in the field still lags behind compared to other areas in DL, ML, and

optimization [76]. Therefore, future work in AutoML, and especially in hardware-aware NAS, can explore

numerous interesting directions.

8.2.1 Jointly exploring the underlying hardware architecture space

While recent hardware-aware AutoML has achieved state-of-the-art performance for on-device DL applica-

tions, such effectiveness is bound by the underlying hardware resources [10]. The need to bring low-power

DL models to edge devices, such as IoT nodes, has spurred the development of NAS methodologies that

aim to jointly optimize the hardware accelerator design as well as the DNN [82]. Co-design NAS approaches

present several opportunities and challenges for future work. That is, the extra degree of freedom from

the underlying architecture design is expected to make the search complexity larger. To this end, recent

work aims to adapt existing standalone and multi-path NAS approaches to enable efficient co-design [82, 10].

Therefore, a straight-line future direction is to extend our single-path one-shot formulation to jointly optimize

the underlying accelerator design.

8.2.2 NAS beyond image classification

The NAS literature has mainly focused on image classification. Hence, an interesting direction for future

work is to extend AutoML to other DL applications. As of this writing, we note some initial steps

towards this direction: NAS for object detection (e.g., designing feature pyramid networks [35] and/or

backbones [15]), sequence-to-sequence tasks [108], semantic segmentation [77], to name a few. However,

these early “post-ImageNet” techniques are heavily biased to the knowledge from manual engineering: i.e.,

the search spaces and formulations are defined around previously best hand-tuned architectures (e.g., the

evolutionary algorithm seeded around Transformer-like modules [108]). As also noted in [54], these a priori

assumptions impose intrinsic limitations to the power of NAS methods. Thus, another direction of interest

is to explore more general and flexible search spaces.
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8.2.3 AutoML in distributed training settings: federated learning

Last, we note that current AutoML approaches assume a conventional, well-defined training setting, i.e.,

they train and evaluate candidate models on training and validation sets, respectively, that assume to

have all datapoints readily available. Such assumptions give rise to an interesting direction for future

work towards extending AutoML to novel model training paradigms, such as federated learning [72]. In

federated learning, the goal is to train DL models over a dataset of points that reside on remote distributed

devices. Each device may generate data that vary in terms of the underlying data distribution and the

number of datapoints, hence necessitating a departure from conventional training approaches [13, 41].

Consequently, extending AutoML methods to a distributed training setting while properly accounting for

the inherent statistical heterogeneity over heterogeneous and massive networks poses numerous challenges

and opportunities for future work.
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