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## Weicheng Ye


#### Abstract

This thesis consists of three parts involving two areas in the field of machine learning: deep learning and reinforcement learning.

Stochastic Lipschitz bandit algorithms are methods that govern exploration-exploitation trade-offs and have been used for a variety of important task domains, including zeroth-order optimization. In the first part, we present a framework for Lipschitz bandit methods that adaptively learns partitions of context- and arm-space. Due to this flexibility, the algorithm can efficiently optimize rewards and minimize regret, by focusing on the most relevant portions of the space. Tuning hyperparameters is a crucial problem in deep learning that is required in every single model. Although the deep neural network with high complexity can fit the large-scale data very well, it uses plenty of hyperparameters. Our algorithms can achieve state-of-the-art performance in challenging real-world tasks such as neural network hyperparameter tuning.

Model-free Reinforcement Learning algorithms, such as $Q$-learning, require less space and are more expressive to use compared to model-based approaches. Upper Confidence Bound (UCB) exploration policy improves the exploration bonuses in the $Q$-learning framework. In the second part of this work, we study the regret bound of the $Q$-learning algorithm with UCB exploration in the scenario of compact state-action metric space. We develop a $Q$-learning algorithm with UCB exploration policy that adaptively discretizes the continuous state-action space and iteratively updates $Q$-values. In addition, the algorithm can efficiently optimize rewards and minimize the cumulative regret. We provide a rigorous analysis of bounding the regret with concentration of measure analysis and combinatorial approaches. This is the first result of this kind to the best of our knowledge.

Data gathered from real-world applications often suffer from corruption. The low-quality data will hinder the performance of the learning system in terms of the classification accuracy, model building time, and interpretability of the classifier. Selective prediction, also known as prediction with a reject option, reduces the error rate by abstaining from prediction under uncertainty while keeping coverage as high as possible. In the third part of this work, we propose sophisticated threshold learning algorithms integrated with selective prediction that can estimate the intrinsic rejection rate of the dataset. Correspondingly, we provide a rigorous framework to generalize the estimation of data corruption rate. To leverage the advantage of multiple learning methods, we extend learning algorithms to a hierarchical two-stage system. Our methods have advantages of being noise-robust, intelligible, and flexible with any network architecture. The empirical results show that our algorithms can accomplish state-of-the-art performance in real-world datasets in many classification and regression problems.
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## 1 Introduction

### 1.1 Machine Learning Overview

Machine learning is a branch of Artificial Intelligence. As a quote from Tom M. Mitchell, a computer scientist, and machine learning pioneer at CMU: "Machine learning is the study of computer algorithms that allow computer programs to automatically improve through experience." Machine Learning is one of the most powerful ways to achieve AI. Neil Lawrence, a Professor from the University of Cambridge, described Machine Learning (ML) as "the principal technology underpinning the recent advances in artificial intelligence."

Machine Learning's development is highly correlated with AI history. Although AI arises in a variety of fields from both academia and industry nowadays, the development of AI is not smooth. The golden stage of AI came in the 1950s and 60s. The first-generation of AI researchers could design programs to achieve some elaborate goals like winning a simple chess game and proving a theorem. The way that AI programs complete these tasks is called "reasoning as a search". By searching through an environment, these programs were making a move step by step, and backtracking whenever the dead-end is reached. At the same time, researchers believed computers could communicate in natural languages like English. Daniel G. Bobrow, a researcher from MIT, built up the machine that could understand the language of math and solve simple high school algebra word problems. This program was called "STUDENT". After some success in the early stage, the first generation of AI researchers became optimistic. In the 1950s, Allen Newell and H.A. Simon, computer science professors from CMU believed: "within ten years, a digital computer will be the world's chess champion" and "within ten years, a digital computer will discover and prove an important new mathematical theorem." Bobrow's Ph.D. advisor, Marvin Minsky from MIT also claimed: "In from three to eight years we will have a machine with the general intelligence of an average human being."

However, the AI winter came in 1974. AI researchers encountered a bottleneck in their research due to several fundamental limits. These limits mainly included:

- limited computer powers
- computers' lack of common sense and knowledge
- Moravec's paradox: although complex tasks like proving theorems and solving geometry problems might be comparatively easy for computers, tasks simple for humans like face recognition and passing through the maze are extremely difficult.

Most of the AI tasks require large memory and fast processing speed of computers. Just like human beings, computers need a large amount of pictures and words to know what
the world looks like and talks about. Without data and memory, AI is hard to accomplish anything truly valuable in applications. For example, Ross Quillian's semantic network project in natural language could demonstrate with a vocabulary of only twenty words, since that was all the words that can fit into memory. Besides natural language processing, other major AI applications like computer vision also require enormous information to build up the fundamental system. When AI researchers' promised results failed to materialize, the national funding of AI projects also disappeared immediately. For example, the Defense Advanced Research Projects Agency (DARPA) was disappointed in the progress of the speech understanding projects at CMU and canceled the annual grant of three million dollars. At the same time, the field of connectionism (early name of neural network), was shut down for almost 10 years.

Recall that we highlight the main limits of AI development in the last paragraph. The first fundamental limit is resolved by the development of computers, while the latter two limits are improved by the accomplishment of machine learning. Due to the development of the computer system and the generation of large-scale data after the growth of the Internet, AI came back to researchers' eyes and achieved some of its oldest goals. A machine learning algorithm has a goal to maximize the performance of certain tasks. It is a data-driven approach to decision making and overlaps a great deal with statistics, applied math and operations research. In the first decades of the $21^{\text {st }}$ century, easier access to large amounts of data, known as "big data", and cheaper and faster computer system accelerates machine learning's success to many problems that were considered very hard in AI throughout the economy. By 2016, the market for machine learning-related products, hardware, and software reached more than 8 billion dollars.

We introduce some applications of machine learning in technology.
Example 1.1. Image search at Google: Google allows users to search for information in photos. Users can search for the subjects in the photos and similar photos online that have the same subjects or color palette. This search algorithm is based on machine learning. With sufficient data to train and learn, the machine learning algorithm can analyze color and shape patterns and pair that with any existing schema data about the photo to help the search engine understand uploaded images making them ready for future searches.

Example 1.2. Product Recommendations: Many of us shop online every day from dining to entertainment. After we shop a product online or even just open several pages of products, we might receive emails for related shopping recommendations. We must have also noticed that the shopping website or the app can recommend to us some items that mostly match with our taste. Machine learning refines the product recommendation based on our shopping experience, brand preferences, and similar customers' shopping cart.

Example 1.3. Social Media Services like Facebook.

- People Users May Know: machine learning works on a simple concept: understanding with users' experiences. To recommend the people users might know, the machine learning algorithm uses the data like the friends that users connect with, the profiles that users often visit, users' interests, and users' workplace.
- Face Recognition: if users upload photos of them with friends, then machine learning algorithm will recognize users' friends on the photos based on their poses, projections, and their friends' list.

Example 1.4. Commuting Predictions.

- Traffic Predictions: When users use GPS navigation services, the GPS will provide congestion in current traffic and the estimated arrival time. This is because users' current locations and velocities are being saved at a central server while using GPS. Machine learning algorithms use all the traffic data to build a map of current traffic and predict the congestion.
- Online Transportation Networks: when users ask a ride on Uber, machine learning is also the key algorithm to optimize the drivers for them and estimate the price of the ride given the current traffic.

Here at CMU, faculty has a tradition of bringing cutting-edge machine learning to the technology industry. Professor Jeff Schneider is leading Uber ATG's engineering team to use the machine learning model of defining price surge hours by predicting Uber's rider demand. Professor Ruslan Salakhutdinov is in charge of Apple's AI research team to make Siri more intelligent by deep neural networks. The head of the machine learning department, Professor Manuela Veloso is now the head of J.P. Morgan AI research and is directing a team to work on credit fraud detection and smart virtual assistant for clients.

After introducing some significant applications in industry, let us work on basic examples to elaborate on how the data is interpreted and machine learning works. The problem of searching for patterns in data is fundamental. The field of pattern recognition is concerned with the automatic discovery of regularities in data through the use of algorithms and with the use of these regularities to take actions such as classifying the data into different categories. Let us start with the classification of recognizing handwritten digits.

Example 1.5 (MNIST). We have 10 digits from $\{0, \cdots, 9\}$ LeCun, 1999. Each digit is corresponding to a $28 \times 28$ pixel image. We represent it as a 784 real number vector $x$ where each value on the vector stands for one-pixel value. Some examples are illustrated in Figure


Figure 1: Examples of handwriting digits (MNIST)

1. This is the MNIST dataset. The goal of machine learning is to take a new digit image (vector $x$ ) as input and predict which digit it stands for from $\{0, \cdots, 9\}$ as output. Let us say we have a large set of $N$ digit images, $x_{1}, \cdots, x_{N}$, in the training phase. The corresponding categories of digits for the training set are known in advance by inspecting them individually and hand-labeling them. The machine learning algorithm can generate an adaptive model to express a function $f$, where the output vector is $y=f(x)$, encoded in the same way as the target vectors. The training set is used to tune and revise the parameters of function $f$. After training, we use $f$ to determine the identity of new digit images in a test set. The ability to classify new digit test samples into the correct place is called generalization. In practice, improving generalization power is the central goal of machine learning.

Here is another classification example of pattern recognition called CIFAR-10. We have colorful objects with multiple classes.

Example 1.6 (CIFAR-10). We have object images with 10 classes Krizhevsky and Hinton, 2009|. These classes are airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. We illustrate a sample in Figure 2. The goal of machine learning is to take a new object image as input and predict the category it stands for as output. Each input image $(x)$ has $32 \times 32 \times 3$ pixels, where 3 stands for three hues of light RGB. Same as above, the machine learning algorithm generates an adaptive model to express function $f$, where $f$ could map $x$ to output $y$, a $10-d$ vector that represents the probability of the sample being into each class. The goal is to improve the generalization, the accuracy of prediction in the test set.

Example 1.7 (SVHN). In the Street View House Number Netzer et al., 2011, each input image $(x)$ is $32 \times 32 \times 3$ pixels and stands for the house number on the streets. Many of the house number images are noisy and with blur. One example is shown in Figure 3. Function $f$ generated by machine learning algorithm could map $x$ to the output $y$, which is the specific house number. The goal of the machine learning algorithm is again to improve the generalization of this noisy image dataset.


Figure 2: Examples of pattern recognition (CIFAR-10)

The above examples are the classification problem. Besides that, regression is another classical problem in machine learning with various applications. In regression, the output is a numerical value and the goal is to predict the output as accurately as possible. Let us see the following example.

Example 1.8 (Concrete Compressive Strength Data). This dataset uses materials ingredients and ages to predict the concrete compressive strength Dheeru and Taniskidou, 2017. Inputs are 8 numerical attributes including cement, water, fly ash and coarse aggregate, etc. and the corresponding output is concrete compressive strength. The goal of the machine learning algorithm is to construct a highly nonlinear function that can take 8 input attributes to predict the compressive strength value. The output will be 1- $d$ numerical value. Here we construct the training and test datasets by randomly splitting the whole dataset into two portions. We focus on the generalization power of the machine learning algorithm.

Machine Learning relies on two things: data and model. The high-quality prediction results of machine learning acknowledge access to massive data nowadays. Another important part is the evolution of machine learning models, especially in deep learning. Deep learning, as the most exciting and attractive subject in machine learning nowadays, contains many valuable models such as deep neural network, convolutional neural network and recurrent neural network. These models have revealed great contributions in practice. In the following sections, we introduce deep neural network and convolutional neural network, also with important concepts that are useful to later chapters. Because the practical problems usually involve large-scale data, complex models like deep neural networks typically can fit data


Figure 3: Examples of house number recognition (SVHN)
very well. In addition, complex models like neural network contain various hyperparameters. Hyperparameters are the variables that determine the network structure and how the network is trained (more details later). Optimizing the selection of hyperparameters to achieve the highest test accuracy is called hyperparameter tuning. Hyperparameter tuning is a crucial problem in deep learning that appears in every single model. In later sections, we will introduce some hyperparameters in models along the way.

### 1.2 Deep Neural Network

Human beings are very good at tasks like pattern and speech recognition. However, humans cannot memorize and process as much data as a machine. That's the reason why deep learning researchers use human brains' structure as a baseline model. A deep neural network inherits the biological structure of human brains as shown in Figure 4 Goodfellow et al. 2016. As we know, the perception of humans is generated through the signal transmission among neurons. In the neural network model, each node from the input, hidden, and output layers is called a neuron. Here, the input layer takes a numerical representation of data. We use Example 1.5 for illustration purpose. The input layer contains 784 neurons since the input data $x$ has dimension 784 . The output layer is $10-d$ which stands for the probability of being into 10 classes (10 digits). In between, hidden layers carry the most of the computations just like signal transmission in the human brain and can contain an arbitrary number of neurons. Each neuron carries out two-step computations. Assume there are $m$ neurons in hidden layer $L-1$ and the outputs from these neurons are $\left\{x_{1} \cdots, x_{m}\right\}$. For neuron $j$ in next hidden layer $L$, the computation will be two steps:

- Step 1: take the linear combination of the neurons in layer $L-1$ with bias: $\sum_{i=1}^{m} w_{i j}^{(L)} x_{i}+$
$b_{j}$, where $w_{i j}^{(L)}$ is the weight that connects node $i$ at layer $L-1$ and node $j$ at layer $L$ and $\left\{b_{j}\right\}$ are the bias. The reason to use a linear combination is because of the easy computation of gradients and its approximation of any nonlinear function.
- Step 2: apply activation function after Step 1. Assume activation function is $g$, then the final output after two steps will be $g\left(\sum_{i=1}^{m} w_{i j}^{(L)} x_{i}+b_{j}\right)$.

The goal of activation function is to apply simplicity or nonlinearity on the output. For example, two classical choices of activation functions are rectified linear unit (relu) and sigmoid. Relu activation is

$$
g(\xi)= \begin{cases}\xi & \text { if } \xi \geq 0  \tag{1.1}\\ 0 & \text { if } \xi<0\end{cases}
$$

where $\xi=\sum_{i=1}^{m} w_{i j}^{(L)} x_{i}+b_{j}$. Relu has two great properties: non-negativity and easy for differentiation. Sigmoid activation is

$$
\begin{equation*}
g(\xi)=\frac{1}{1+e^{-\xi}} \tag{1.2}
\end{equation*}
$$

The nonlinear sigmoid function could scale the output into $[0,1]$. This is valuable because many classification problems require the probability of classes as output and $[0,1]$ could be the expression of probability.

The output from two-step computations in each neuron then communicates to the next hidden layer and the same process is repeated. This forward process of signals is called the forward propagation. If we combine input, hidden, and output layers, then the neural network will represent a function $f$ that maps input $x$ to output $y$. Note that the number of layers and the number of neurons in each layer are undetermined. They are considered as hyperparameters in neural networks. As one might think, the different combinations of hyperparameters could lead to different results. How to tune the hyperparameters to get the optimal result is a challenging problem in machine learning research.

### 1.3 Convolutional Neural Network

Convolutional Neural Network (CNN) is a featured structure of deep learning that is specific for pattern/image recognition. They address the translation and scaling of the objects in the image classification problem. Recall that from Example 1.6, object images are with many pixels and 3 color channels RGB. If we use the regular neural network with fully connected architecture, then the amount of weights rapidly becomes unmanageable. Overfitting (which will be introduced later) will occur heavily if the model is too complex. Another issue is that


Figure 4: Neural Network
regular neural network is not translational invariant, which means it reacts very differently to an input image and its shifted version. For example, if the pattern of a dog appears in the top left in one picture and the bottom right of another picture, then the neural network will assume that a dog always appears in this section of the image. Thus, we believe that nearby pixels are more strongly related than distant ones. This phenomenon is shown in Figure 5.


Figure 5: Higher correlation of images on nearby pixels

CNN is a method to focus on the locality of images and leverage the spatial correlation of the image features. In CNN, filter is a tool to capture the local pattern in one image. When
running the algorithm, the filter will go through the image data from the top left to bottom right. Then the convolutional layer will take the convolution operation of the filter and every scanned local part of the image to highlight the feature. Filter is the key to CNN. It can do powerful jobs such as edge detection and sharpening as highlighted in Figure 6. For example, in Example 1.5, CNN could capture features such as vertical lines and circles in various digits. After the convolution is done, CNN has a pooling layer, typically max pooling, to extract the maximum convolution values locally since the significant feature only shows up once in the local region. For example, vertical lines or circles only show up once in a local region in a digit image. This max-pooling value represents the dominating feature of the pattern.


Figure 6: Filters in CNN

Readers might also be curious about how we decide the filters. At the beginning of training, we select the numbers of filters and randomly specify values in each filter. The values in filters continuously get updated as CNN is trained. In CNN, the number of filters and the dimension of each filter are also hyperparameters.

There is one more concept on CNN called padding. Padding is the way to adjust the dimension of output. Two typical paddings are zero padding and valid padding. Note that after convolutional and pooling layers, we will have the output with a smaller dimension. We might add zeros on the sides of the output matrix to remain the same dimension. This is called zero padding. On the other hand, if we accept the smaller dimension of the output without any modification, then it is valid padding. The choice of padding is necessary for CNN and also a hyperparameter.

Researchers have the trend of studying the deep architecture of CNN models to improve the accuracy in the large-scale image recognition setting. For example, models like AlexNet, VGG,

GoogLeNet, and ResNet are the most commonly used deep CNN architecture Krizhevsky et al., 2012, Simonyan and Zisserman, 2015, Szegedy et al., 2015, He et al., 2016.

### 1.4 Back-propagation

So far, we have introduced how the neural network computes output through forward propagation. In this section, we discuss back-propagation in neural networks which is important for the inverse problem, i.e. finding the network weights given multiple inputoutput pairs. Determining the weights is done as an inverse problem based on a suitable optimization problem. To this end, we define a loss as the difference between the predicted output and the true output. If the loss is large, then the model is far from optimal and requires additional training time. When loss becomes small and stable, then the training should complete. How to update weights and bias of all the neurons based on some measure of loss? This answer is from back-propagation. We review two important concepts in back-propagation: loss function and optimizers.

### 1.4.1 Loss Functions

Here we introduce several common loss functions. The first one is the mean squared loss. It is used in regression problem and has the following form:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{mse}}=\frac{1}{N} \sum_{i=1}^{N}\left(y_{i}-\hat{y}_{i}\right)^{2}, \tag{1.3}
\end{equation*}
$$

where $N$ stands for the size of the training dataset, $y_{i}$ is the true output, and $\hat{y}_{i}$ is the predicted output. Mean absolute loss is also very commonly seen in regression:

$$
\begin{equation*}
\mathcal{L}_{\text {mae }}=\frac{1}{N} \sum_{i=1}^{N}\left|y_{i}-\hat{y}_{i}\right| . \tag{1.4}
\end{equation*}
$$

The key difference is mean squared loss gives a relatively high weight to large errors and hence has the benefit of penalizing large errors. Mathematically, mean absolute loss has the absolute term, which is undesirable in differentiation.

One common loss function in classification is called cross-entropy loss. It is pretty often in binary class or multi-class classification problems such as Example 1.5 and 1.6. It is

$$
\begin{equation*}
\mathcal{L}_{\text {cross-entropy }}=-\sum_{i=1}^{N} \sum_{c=1}^{m} y_{i, c} \log p_{i, c} \tag{1.5}
\end{equation*}
$$

where $m$ is the number of classes, $y_{i}$ is $i^{\text {th }}$ sample's true class and $p_{i}$ is $i^{t h}$ sample's predicted output (predicted probability). As in Example 1.5. if $i^{\text {th }}$ image is actually digit " 3 ", then $y_{i}=\{0,0,1,0,0,0,0,0,0,0\}$, where $y_{1,3}=1$ and $y_{1, j}=0$ for $j \neq 3$.

The goal of back-propagation is to adjust the weights and biases of the network to minimize the loss. This is an optimization problem. The optimizers in machine learning do the above work. Classically, we have first-order and second-order optimization methods. However, the machine learning community often cares more about the first-order method due to its better performance. The second-order method requires the computation of hessian, which is too costly in each training iteration. Besides, the second-order method is much harder for distributed computing. For example, the second-order method KFAC requires plenty of work for distributed computing, but the result is still not better than the first-order method Osawa et al., 2019, Zhang et al., 2019. Therefore, we mainly focus on the first-order optimizer. We briefly review two first-order optimization methods, Stochastic Gradient Descent (SGD) and ADAM, since they are used frequently in later chapters.

### 1.4.2 Back-propagation with Gradient Descent

Gradient descent is the most classical optimization method and very popular in machine learning. In gradient descent, "batch" means the total number of samples to use in one training iteration. Batch gradient descent means the whole dataset as a batch. Since all the samples are being taken, the batch gradient descent will have less noisy information to converge to minima. The total iterations will be relatively small.

Let us see how the backpropagation with gradient descent works mathematically. Assume $\mathcal{L}$ is the loss function, the total number of layers in the neural network is $T$, and the number of neurons at layer $L$ is $n_{L}$. In addition, recall that $w_{j k}^{(L)}$ is the weight that connects node $j$ at layer $L-1$ and node $k$ at layer $L$. Denote by $z_{k}^{(L)}$ the value of node $k$ at layer $L$ before activation and $a_{k}^{(L)}$ the value of node $k$ at layer $L$ after activation, e.g., $a_{k}^{(L)}=g\left(z_{k}^{(L)}\right)$ where $g$ is the activation function. Assume parameter set $\vec{\theta}=\left\{w_{j k}^{(L)}, a_{k}^{(L)}\right\}_{j, k=1, \cdots, n_{L}}^{L=1, \cdots, T}$ stands for all the connecting weights and activation values. The way to update $\vec{\theta}$ in the batch gradient descent is

$$
\begin{equation*}
\vec{\theta}_{t+1} \leftarrow \vec{\theta}_{t}-\eta \nabla_{\vec{\theta}_{t}} \mathcal{L}\left(\vec{\theta}_{t}\right) \tag{1.6}
\end{equation*}
$$

where $\eta$ is the learning rate and the way to update $\mathcal{L}$ using the whole population batch.

For example, the gradient with respect to the connecting weight is

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial w_{j k}^{(L)}}=\frac{\partial \mathcal{L}}{\partial a_{j}^{(L)}} \frac{\partial a_{j}^{(L)}}{\partial z_{j}^{(L)}} \frac{\partial z_{j}^{(L)}}{\partial w_{j k}^{(L)}}=\frac{\partial \mathcal{L}}{\partial a_{j}^{(L)}} \cdot g^{\prime}\left(z_{j}^{(L)}\right) \cdot a_{k}^{(L-1)}, \tag{1.7}
\end{equation*}
$$

and the gradient with respect to the activation value is

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial a_{k}^{(L-1)}}=\sum_{j=0}^{n_{L}-1} \frac{\partial \mathcal{L}}{\partial a_{j}^{(L)}} \frac{\partial a_{j}^{(L)}}{\partial z_{j}^{(L)}} \frac{\partial z_{j}^{(L)}}{\partial a_{k}^{(L-1)}}=\sum_{j=0}^{n_{L}-1} \frac{\partial \mathcal{L}}{\partial a_{j}^{(L)}} \cdot g^{\prime}\left(z_{j}^{(L)}\right) \cdot w_{j k}^{(L)} \tag{1.8}
\end{equation*}
$$

with the sum over layer $L$ above. Backpropagation is to backtrack through all of its layers using gradient to update the weights and bias of each node in the opposite direction of the loss function. It is called backpropagation since the process is in the backward order. With the completion of updating weights and bias from the ending layer to the starting layer, it is the completion of one training epoch. Then one can use the newly updated weights to compute new output and repeat the process in the next training epoch.

However, the problem arises since each training step will be extremely costly when the dataset is huge. The problem of batch gradient descent could be solved by stochastic gradient descent (SGD). In SGD, the batch size is one in each iteration. All the samples are randomly shuffled and the algorithm picks one sample each iteration for gradient computation. This will introduce heavy noise. The convergence path will be much more zigzag than batch gradient descent, but the training time of each epoch will be significantly less. In practice, we mostly prefer to use SGD since it performs well in large datasets. For iteration $t$, given only one randomly picked training sample $x^{(i)}$ and corresponding label $y^{(i)}$, SGD performs the following parameter update:

$$
\begin{equation*}
\vec{\theta}_{t+1} \leftarrow \vec{\theta}_{t}-\eta \nabla_{\vec{\theta}_{t}} \mathcal{L}\left(\vec{\theta}_{t} ; x^{(i)} ; y^{(i)}\right) \tag{1.9}
\end{equation*}
$$

Note that the parameter update rule (1.9) is same as batch gradient in (1.6). The only difference is that the update of $\mathcal{L}$ here is to use one sample rather than the whole population, e.g., 1.3, 1.4, and 1.5 above have $N=1$. We use $\mathcal{L}\left(\vec{\theta}_{t} ; x^{(i)} ; y^{(i)}\right)$ to differentiate with $\mathcal{L}\left(\vec{\theta}_{t}\right)$ in batch gradient descent.

The difference of convergence paths from batch gradient descent and SGD is shown in Figure 7. Batch gradient descent performs lots of redundancy in the large dataset because it recomputes the gradients for the same samples over and over before the update of the parameter. SGD removes this redundancy due to the performance of the random sample each time. SGD is faster overall in training and also called the online learning algorithm.

To remedy the slow convergence of SGD due to inherent variance, researchers have been
working on the acceleration of SGD by variance reduction technique Johnson and Zhang, 2013 and make it work on distributed computing Lee et al., 2017, Cutkosky and Busa-Fekete, 2018. Interested readers can find the content from the cited literature.


Figure 7: Path from GD vs. Path from SGD

### 1.4.3 Adam Optimizer

Batch gradient descent takes too much computational time during each step, but SGD still takes too many iteration steps, although each iteration is fast. After several intermediate revolutionary methods including momentum method, Nesterov accelerated gradient (NAG), AdaGrad, RMSProp Duchi et al., 2011, Ruder, 2017, Sutskever et al., 2013, Kingma and Ba finally introduced Adaptive Moment Estimation (Adam) Kingma and Ba, 2014, an efficient optimization algorithm that updates the weights in network iteratively during training. Based on Kingma and Ba, Adam has the following advantages:

- straightforward to implement
- computationally efficient
- hyperparameters have intuitive interpretation and typically require little tuning time

We know SGD has high variance oscillations that result in more training steps. Machine learning researchers invent a term called momentum. The key idea is to accelerate SGD by navigating along the relevant direction and soften the oscillations in irrelevant directions. The name of momentum is exactly from Physics. In an optimization algorithm, it is the same as throwing a ball from hill where the ball gets momentum as the velocity increases. Methods like NAG, AdaGrad, RMSProp, and Adam are all momentum-based methods. Adam mainly keeps track of two things: the exponentially decaying average of past squared gradients $v_{t}$ at step $t$, and the exponentially decaying average of past gradients $m_{t}$, where the latter term is
momentum. Adam is like the ball on the hill with friction and its goal is to reach the flat minima on the hill. Let

$$
g_{t}=\nabla_{\vec{\theta}_{t}} \mathcal{L}\left(\vec{\theta}_{t}\right)
$$

where the computation of gradient is the same as the one shown in the previous backpropagation with gradient descent section. The decaying averages of past and past squared gradients $m_{t}$ and $v_{t}$ are respectively as the following:

$$
\begin{aligned}
m_{t} & \leftarrow \beta_{1} m_{t-1}+\left(1-\beta_{1}\right) g_{t} \\
v_{t} & \leftarrow \beta_{2} v_{t-1}+\left(1-\beta_{2}\right) g_{t}^{2}
\end{aligned}
$$

where $\beta_{1}$ and $\beta_{2}$ are hyperparameters in Adam. Mathematically, $m_{t}$ and $v_{t}$ are estimates of the first moment (the mean) and the second moment (the uncentered variance) of the gradients respectively. Note that the initialization of $m_{t}$ and $v_{t}$ are the vectors of 0 's, so during the initial training steps, both $m_{t}$ and $v_{t}$ are leaning towards zeros, especially when $\beta_{1}$ and $\beta_{2}$ are close to 1 (small decay rates). To resolve this issue, Kingma and Ba made a bias-corrected estimates

$$
\begin{aligned}
& \hat{m}_{t}=\frac{m_{t}}{1-\beta_{1}^{t}} \\
& \hat{v}_{t}=\frac{v_{t}}{1-\beta_{2}^{t}}
\end{aligned}
$$

From the introduction of the corrected formula, they made the final Adam update rule:

$$
\vec{\theta}_{t+1} \leftarrow \vec{\theta}_{t}-\eta \frac{\hat{m}_{t}}{\sqrt{\hat{v}_{t}}+\epsilon}
$$

Note that the typical default values for $\beta_{1}$ is 0.9 and for $\beta_{2}$ is 0.999 . $\epsilon$ is typically as $10^{-8}$. Adam has indicated great empirical results compared to other momentum methods and is the most favorable optimization method Ruder, 2017, Xu et al. 2016. Recently, the convergence issue of Adam has been fixed by endowing long term memory of past gradients Reddi et al., 2019.

### 1.5 Regularization in Deep Learning

Recall from examples that our main goal is to improve the generalization. In this section, we introduce some regularization techniques in machine learning and deep learning that can improve generalization. We start our conversation with the classical bias-variance trade-off.

### 1.5.1 Bias-Variance Trade-off

Bias-variance trade-off is one of the most important concepts in the foundation of machine learning Bishop, 1995, Belkin et al., 2019. Bias stands for the difference between the expected prediction of our model and the true output on a dataset. If the model is too simple and interprets the training data very little, then the model is with high bias. We call this phenomenon underfitting on dataset. At the underfitting stage, both the training and test errors are high. Variance is the variability of our model in explaining data. It shows the spread of our predicted results on a dataset. High variance typically means that the model fits the training data very well, but also over-interprets the data. As a result, it loses the generalization power on the new test data. This is called overfitting on dataset. The model with high variance performs very well on the training data, but is sensitive and makes significant errors on the test set. The difference of overfitting and underfitting is in Figure 8 ,


Figure 8: Bias-Variance Trade-off

We can express bias-variance trade-off in equations. Let us find a function $\hat{f}$ that approximates the true function $f$ as well as possible, by means of some learning algorithm on the training dataset. Assume we need to predict $y$ using data $x$. Given $y=f+\epsilon$, where $\mathbb{E}[\epsilon]=0$ and $\operatorname{var}(\epsilon)=\sigma_{\epsilon}^{2}$, the irreducible error, then the expected error is

$$
\operatorname{error}(x)=\mathbb{E}[y-\hat{f}(x)]^{2}
$$

Then with further decomposition,

$$
\begin{gathered}
\operatorname{error}(x)=(\mathbb{E}[\hat{f}(x)]-f(x))^{2}+\mathbb{E}\left[(\hat{f}(x)-\mathbb{E}[\hat{f}(x)])^{2}\right]+\sigma_{\epsilon}^{2}, \\
\operatorname{error}(x)=\operatorname{Bias}^{2}+\text { Variance }+ \text { Irreducible error } .
\end{gathered}
$$

The irreducible error above is also called Bayers error, the error that measures the noise from data and cannot be reduced by model. This concept will be revisited in chapter 4 . Since
this term is irreducible and data-dependent, machine learning researchers focus on the bias and variance in the equation. For example, if our model is simple with few parameters, say a linear function, then it is with high bias and low variance. On the other hand, complex models with a large number of parameters, such as Decision Trees and Deep Neural Network Quinlan, 1986, have low bias and high variance. Bias-variance trade-off is the subject to find the right and good balance without overfitting and underfitting on the dataset.

### 1.5.2 $L_{1}$ and $L_{2}$ Regularization

If our model contains too many parameters and hence overfits, the model is with very high variance and generalization power is low. In machine learning, regularization is an efficient way to prevent overfitting. The most standard regularization technique is $L_{2}$ and $L_{1}$ regularization. The idea is to add a penalty term concerning weights and bias to the loss function. With the control of the penalty term, the model will not learn interdependent feature weights during the training phase. $L_{2}$ (Gaussian) could control the scale of weights and bias. With the reasonably small scale of weights and bias, then small portions of outlier samples could not affect the whole model too much. This is a method to reduce the model variance. In addition, $L_{1}$ (Laplacian) conducts a feature selection in the model. $L_{1}$ will push some highly-correlated features to zero weights and hence reduce the model complexity. Assume parameters $\vec{\theta}=\left\{w_{j k}^{(L)}, a_{k}^{(L)}\right\}_{j, k=1, \cdots, n_{L}}^{L=1, \cdots, T}$. Then the loss with $L_{2}$ regularization is:

$$
\mathcal{L}_{2}(\vec{\theta})=\mathcal{L}(\vec{\theta})+\lambda\|\vec{\theta}\|_{2}^{2}
$$

and the loss with $L_{1}$ regularization is

$$
\mathcal{L}_{1}(\vec{\theta})=\mathcal{L}(\vec{\theta})+\lambda\|\vec{\theta}\|_{1} .
$$

$L_{1}$ and $L_{2}$ are the most common regularization techniques in classical machine learning algorithms such as support vector machine and logistic regression etc.

### 1.5.3 Dropout

In deep learning, it is more common to use dropout as the regularization technique. The concept is simple and from [Srivastava et al., 2014]. During training, dropout temporarily ignores some neurons so the network is only partially connected. The dropped-out neurons will be selected randomly during each training epoch. To be more specific, each neuron will have probability $p$ to remain in the training while $1-p$ to be dropped out for current training epoch. All the connected edges to and from the dropped-out neurons will also be temporarily
removed. This simpler network in training will reduce the variance and hence avoid overfitting. Besides, with dropout, each neuron could collaborate with different sets of neurons in each training epoch. This will enforce all the neurons' functioning. The philosophy is the same as the following. Workers change their teammates in different tasks, so each worker has no chance to lay back during tasks and hence each one is robust. The network with dropout is also more robust with all the neurons functioning. Note that the probability of being dropped, dropout rate, is also a hyperparameter.

### 1.5.4 Early Stopping

Early stopping is another useful method to avoid overfitting Caruana et al. 2000, Prechelt, 2012. Recent Alan Turing Award winner, Geoffrey Hinton said in his NeurIPS presentation: "Early stopping (is) beautiful free lunch." During training, we reserve a validation set for monitoring purposes. Early stopping is to monitor the change of the training error and validation error at the same time to terminate the training at a certain point. If the validation error does not improve significantly anymore, then we terminate the training process before the weights go up and the model becomes overfitted. Early stopping can help control the model complexity to the optimal point.

### 1.6 Batch Normalization

Recall that in backpropagation, the update of weights and bias will involve the product of multiple gradients. When the neural network is deep, such updates will involve a long product of gradients. As long as one of the gradients is close to zero, then the whole update will be close to zero. This is called the vanishing gradient, another challenging problem in neural network training. The vanishing gradient will slow down the training significantly. The notorious vanishing gradient problem is very common to occur without any preprocessing among layers. For example, if the change of weights and bias is significant at one layer, then the linear combination $\xi$ (as defined in section 1.2) might become extreme, and then the gradient of the activation value with respect to $\vec{\theta}$ (as defined in section 1.4), $\nabla_{\vec{\theta}} g(\vec{\theta})$ might be close to zero. This is easily observed based on the definition of relu or sigmoid in (1.1) and (1.2).

Batch normalization is about normalizing the hidden units' activation values for every mini-batch so that the distribution of the activation remains the same during training Ioffe and Szegedy, 2015. Technically, the final normalized version of the hidden activation is scaled and shifted. By applying batch normalization, we can choose a higher learning rate to accelerate the training and also care less about initialization. Researchers also find that
batch normalization can perform as a regularizer and reduce the need for dropout Ioffe and Szegedy, 2015. However, two powerful methods, batch normalization, and dropout might not be compatible. A new method called Jumpout is to combine the properties of these two regularizers Wang et al. 2019. Batch normalization and dropout are two of the most frequently used regularization methods in deep learning.

### 1.7 Reinforcement Learning

After the comprehensive introduction of deep learning, we briefly introduce reinforcement learning, another rich area in machine learning. Readers will find this a useful background for later chapters.

Reinforcement learning is learning how an agent could map situations (states) to suitable actions to maximize the numerical reward [Sutton and Barto, 1998, Francois-Lavet et al., 2018. In reinforcement learning, agents could utilize past information about state-action sequences and corresponding rewards to deciding for the next move (action). Then the immediate reward will be collected and agents could repeat this trial-and-error process. This immediate reward is typically depending on the situation and action. The current action will also have an impact on the reward for future subsequent steps. Here, the optimal outputs are not given like the past learning problems. Agents should discover them by a sequence of trial and error. The most important feature distinguishing reinforcement learning from other learning methods is to use the sequence of the training information to evaluate the action rather than instruct the correct action. Similar to the bias-variance trade-off, in reinforcement learning, there is another classical trade-off problem called exploration-and-exploitation trade-off. Exploitation is to maximize the expected reward based on current knowledge of values of the actions, while exploration is to collect information about unknown options. The exploration-and-exploitation trade-off in reinforcement learning matches the learning that humans and other animals do in life.

### 1.7.1 Multi-Armed Bandit

A (non-contextual) multi-armed bandit (MAB) problem is a classical learning problem in reinforcement learning. In MAB, agents are faced repeatedly with a choice among $k$ different options, or actions. After each choice, agents receive a numerical reward chosen from a stationary probability distribution that depends on the action taken. I prefer to use the multi-slot machine in Casino as an example. Assume one goes to Casino Night that has many slot machines to play. For each slot machine one plays, one can receive a certain payoff based on some unknown probability distribution. One's goal is to maximize payoff after
thousands of trials. The exploration vs exploitation dilemma arises in this scenario with incomplete information. In this case, pulling an arm that gives the highest payoff so far is exploitation, while exploring some other arms that might potentially turn out the better payoff is called exploration. MAB addresses the primary difficulty in sequential decision-making under uncertainty Sutton and Barto, 1998. Balancing exploitation-and-exploration trade-off is in terms of yielding the maximum total reward in the end. Bandit framework arises in multiple practical domains including clinical trials from health care, dynamic pricing from online retailers and information retrieval [Bouneffouf and Rish, 2019].

Let us see a short conclusion of the development of bandit strategies.

- No exploration: the most naive approach where agents always choose the same action without any exploration
- Agents make exploration at random
- $\epsilon$-greedy action selection: with probability $\epsilon$, agents take a random action, with probability $(1-\epsilon)$ pick the current best action
- Exploration smartly with preference for uncertain environment, such as
- Upper Confidence Bound (UCB) action selection:

$$
\begin{equation*}
A_{t}=\operatorname{argmax}_{a}\left[Q_{t}(a)+c \sqrt{\frac{\log t}{N_{t}(a)}}\right] \tag{1.10}
\end{equation*}
$$

where $Q_{t}(a)=\frac{\sum_{i=1}^{t-1} R_{i} \mathbb{1}_{A_{i}=a}}{\sum_{i=1}^{t-1} \mathbb{A}_{A_{i}=a}},\left\{R_{i}\right\}_{i=1}^{t-1}$ stands for the reward from round 1 to $t-1$, and $N_{t}(a)$ is the number of times that action $a$ has been selected prior to time $t$

- UCB action selection: Actions with lower reward estimates, or that have already been selected frequently, will be selected with decreasing frequency over time

Note that the idea of UCB action selection strategy is a tool we use in chapter 2 and 3.
The above introduction is non-contextual bandit problem. This is non-associative setting, one that does not involve learning to act in more than one situation. In comparison to non-contextual setting, in contextual bandit, agents' decisions are made with the aid of situation (contextual) information and the corresponding reward depends on the state and action pair.

### 1.7.2 Q Learning

In reinforcement learning, policy is a map from state (circumstance) to action. The goal of $Q$-learning is to learn a policy that can maximize the expected value of the total future
reward over all successive steps starting from the current step Watkins, 1989, Sutton and Barto, 1998]. Let us see the following example in $Q$-learning.

Example 1.9. A self-driving car needs to cross a map with obstacles such as trees and building blocks. The situations on the map are any possible location with/without obstacles. The actions can be moving forward, backward, turning left, and right. If the self-driving car hits obstacles, then it get certain penalties. While if it does not hit anything or successfully exits, then it gets reward. In this case, policy is the strategy it uses to achieve its goal. The goal of the car is to find the optimal policy and maximize the reward.

Here we look at a finite time horizon $Q$-learning problem with $H$ the number of steps in each episode. Denote by $\mathcal{S}$ a finite state space and $\mathcal{A}$ a finite action space. Let $(x, a) \in \mathcal{S} \times \mathcal{A}$ be the current state-action pair. $\mathcal{P}$ is the state transition function where the transitional probability from the current state-action pair in $\mathcal{S} \times \mathcal{A}$ to the next state is $x^{\prime} \sim \mathcal{P}(\cdot \mid x, a)$. Let the policy function be $\pi: \mathcal{S} \rightarrow \mathcal{A}$. The reward function at step $h \in[H]$, is $r_{h}: \mathcal{S} \times \mathcal{A} \rightarrow[0,1]$. Denote by $V_{h}^{\pi}: \mathcal{S} \rightarrow \mathbb{R}$ the value function at step $h$ under policy $\pi . V_{h}^{\pi}$ stands for the expected sum of remaining rewards collected from $x_{h}=x$ to the end of episode given by policy $\pi$. Mathematically,

$$
V_{h}^{\pi}(x):=\mathbb{E}\left[\sum_{h^{\prime}=h}^{H} r_{h^{\prime}}\left(x_{h^{\prime}}, \pi_{h^{\prime}}\left(x_{h^{\prime}}\right)\right) \mid x_{h}=x\right],
$$

which is the expectation of the future rewards. Accordingly, we can define $Q_{h}^{\pi}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ as the $Q$-value function at step $h$ under policy $\pi$. This gives the expected sum of the remaining rewards starting from $x_{h}=x, a_{h}=a$ to the end of episode. Mathematically,

$$
Q_{h}^{\pi}(x, a):=r_{h}(x, a)+\mathbb{E}\left[\sum_{h^{\prime}=h+1}^{H} r_{h^{\prime}}\left(x_{h^{\prime}}, \pi_{h^{\prime}}\left(x_{h^{\prime}}\right)\right) \mid x_{h}=x, a_{h}=a\right]
$$

There exists an optimal policy $\pi^{*}$ which gives the optimal value $V_{h}^{*}(x)=\sup _{\pi} V_{h}^{\pi}(x)$ Azar et al. 2017. Note that the Bellman equations for any (deterministic) policy $\pi$ is

$$
\left\{\begin{array}{l}
V_{h}^{\pi}(x)=Q_{h}^{\pi}(x, \pi(x)) \\
Q_{h}^{\pi}(x, a)=r_{h}(x, a)+\mathbb{E}_{x^{\prime} \sim P(\cdot \mid x, a)} V_{h+1}\left(x^{\prime}\right)
\end{array}\right.
$$

Denote by $V^{*}$ and $Q^{*}$ the optimal value and $Q$-value functions associated with the optimal
policy. Then the Bellman optimality equation is

$$
\left\{\begin{array}{l}
V_{h}^{*}(x)=\max _{a \in \mathcal{A}} Q_{h}^{*}(x, a)  \tag{1.11}\\
Q_{h}^{*}(x, a)=r_{h}(x, a)+\mathbb{E}_{x^{\prime} \sim P(\cdot \mid x, a)} V_{h+1}^{*}\left(x^{\prime}\right)
\end{array}\right.
$$

The goal is to find the optimal $Q$-values, $Q^{*}$. Since there is no best action to start with, we always pick randomly. We would also not find the optimal strategy immediately without the knowledge of higher $Q$-value. The updating of $Q$-value function is an iterative process. With trial and error in numbers of episodes, agents can explore enough steps and episodes and exploit the learning. With the continuing exploration of the environment and update on the $Q$-values, $Q$-value function gives us better approximations.

It is worth noting that the above setting can easily be extended to the infinite time horizon $Q$-learning with discount factor at each step. We omit the discussion here and readers can find more details in chapter 3 and in Watkins, 1989, Sutton and Barto, 1998.

### 1.8 Thesis Overview

Machine learning is one of the most fast-growing areas in the $21^{\text {st }}$ century. A variety of deep learning subjects and sub-fields have more than tens of thousands of publications annually. Today, in conferences and journals in the fields of learning representation, natural language processing, computer vision, and robotics, computer scientists have the trend of publishing purely empirical research work with no or very little theory supported. In scientific research and industry with production, many people are concerned about the potential risks since they require the explainability and interpretability of models due to trust and informativeness. To tackle these challenges, more mathematicians and statisticians get attracted to the theoretical foundation of machine learning and try to make machine learning more explainable and controllable. This satisfies my research interests while I always believe machine learning is an empirical science in need of support in theory and reasoning. My orientation is to develop methods with theoretical foundations, the tractability of reasoning, and practical values. However, one limitation of many theoretical works is that many researchers convert the problems into purely theoretical problems in their areas, and focus more on elaborate techniques for solutions. As the one who treats machine learning primarily as an empirical science, I add my thoughts in practice and extend the work into real-world challenging applications.

The statistician George Box has a famous aphorism: "All the models are wrong, but some are useful." In scientific research, no matter what kind of models we choose, these models are approximations and hence have their advantages/disadvantages. This is equivalent to
the classical trade-off concept in machine learning. As a machine learning researcher who cares about the theoretical foundation and interpretability of models, my works inherit the classical trade-off philosophy in machine learning. The methods and algorithms we propose in the thesis balance trade-offs including exploration-exploitation in bandits, error-reject in selective prediction, and bias-variance in generalization.

This thesis consists of three parts involving two areas in the field of machine learning: deep learning and reinforcement learning. Getting motivated by my advisor Professor Shlomo Ta'asan, I am interested in the most popular, challenging, and meaningful problems in the current machine learning challenges. For example, tuning hyperparameters is a crucial research problem in deep learning that appears in every single model. An optimal combination of hyperparameters can improve the models' generalization significantly. Although the deep neural network with high complexity can fit the large-scale data very well, it contains plenty of hyperparameters. It is challenging to find the best combination of hyperparameters for the given setting and model architecture. In chapter 2, we develop a novel stochastic Lipschitz bandit method that adaptively learns partitions of context- and arm-space. Due to this flexibility, the algorithm is able to efficiently optimize rewards and minimize regret. Our algorithm can achieve state-of-the-art performance in challenging real-world tasks such as neural network hyperparameter tuning.

The decision-making process of the robotics under uncertainty is one of the most growing learning applications. Applications like self-driving cars and drones require sophisticated Reinforcement Learning (RL) methods to perform well and intelligibly. Compared to modelbased RL approaches, model-free RL algorithms, such as $Q$-learning, require less space and are more expressive since specifying value functions or policies is more flexible than specifying the model for the environment. Upper Confidence Bound (UCB) exploration policy improves the exploration bonuses in the $Q$-learning framework. In chapter 3, we develop a $Q$-learning algorithm with UCB exploration policy in the scenario of compact state-action metric space. Our algorithm can adaptively discretize the continuous state-action space, iteratively update $Q$-values, and efficiently minimize the cumulative regret (error). Our algorithm can improve data efficiency while leveraging the advantages of model-free RL methods in a general state-action metric space.

Also, image and pattern recognition problems are considered as the major application in deep learning. Although large-scale data are easily accessible nowadays, data in many applications contain various kinds of noise. Low-quality data will hinder the performance of the learning system in terms of the classification accuracy, model building time, and interpretability of the classifier. In chapter 4, we propose noise-robust learning algorithms integrated with selective prediction that can effectively estimate the intrinsic rejection rate of
the dataset. Then we generalize our method to decision thresholds learning for asymmetrical costs binary classification. Correspondingly, we provide a rigorous framework to generalize the estimation of data corruption rate. To leverage the advantage of multiple learning methods through an ensemble, we extend learning algorithms to a hierarchical two-stage system. Empirical results show that our methods can achieve state-of-the-art performance in many classification and regression problems.

## 2 Practical Lipschitz Stochastic Bandits ${ }^{1}$

Stochastic Lipschitz bandit algorithms are methods that govern exploration-exploitation trade-offs and have been used for a variety of important task domains, including zeroth-order optimization. While the beautiful theory has been developed for the stochastic Lipschitz bandit problem, the methods arising from these theories are not practical, and accordingly, the development of practical well-performing Lipschitz bandit algorithms has stalled in recent years. In this chapter, we present a framework for Lipschitz bandit methods that adaptively learns partitions of context- and arm-space. Due to this flexibility, the algorithm is able to efficiently optimize rewards and minimize regret, by focusing on the most relevant portions of the space. Our experiments show that (1) using adaptively-learned partitioning, our method can surpass existing stochastic Lipschitz bandit algorithms, and (2) our algorithms can achieve state-of-the-art performance in challenging real-world tasks such as neural network hyperparameter tuning.

### 2.1 Introduction

A stochastic bandit problem assumes that the expected payoff is a Lipschitz function of the arm and payoffs are noisy and are drawn from an unchanging distribution. Stochastic Lipschitz bandit algorithms, as methods that leverage exploration-exploitation trade-offs using bandit strategies, span important task domains including zeroth-order optimization. These tasks arise in important real-world scenarios. For example, in medical trials, a doctor might deliver a sequence of treatment options to achieve the best total treatment effect or to allocate the best treatment option as efficiently as possible, without conducting too many trials.

The study of stochastic bandit problems started with the discrete arm setting, where the agent is faced with a finite set of choices. Classic works on this problem include Thompson sampling [Thompson, 1933, Agrawal and Goyal, 2012, Gittins index Gittins, 1979, $\epsilon$-greedy strategies Sutton and Barto, 1998, and UCB methods Lai and Robbins, 1985, Agrawal, 1995, Auer et al., 2002. These bandit strategies have led to powerful real-life applications. For example, Deep Q-Network Mnih et al., 2015 uses $\epsilon$-greedy for action exploration; and AlphaGO [Silver et al., 2016] uses UCT [Kocsis and Szepesvári, 2006], which is built on the UCB strategy. One recent line of work on stochastic bandit problems considers the case where the arm space is infinite. In this setting, the arms are usually assumed to be in a subset of the Euclidean space (or a more general metric space), and the expected payoff function is

[^0]assumed to be a function of the arms. Some works along this line model the expected payoff as a linear function of the arms Auer, 2002, Dani et al., 2008, Li et al., 2010, Abbasi-Yadkori et al., 2011, Agrawal and Goyal, 2012, Abeille and Lazaric, 2017; ; some algorithms model the expected payoff as Gaussian processes over the arms Srinivas et al., 2009, Contal et al., 2014, De Freitas et al., 2012, Vazquez and Bect, 2007; some algorithms assume that the expected payoff is a Lipschitz function of the arms Slivkins, 2014, Kleinberg et al., 2008, Bubeck et al., 2011, Magureanu et al., 2014; and some assume locally Hölder payoffs on the real line Auer et al., 2007. When the arms are continuous and equipped with a metric, and the expected payoff is Lipschitz continuous in the arm space, we refer to the problem as a stochastic Lipschitz bandit problem. Also, when the agent's decisions are made with the aid of contextual information, we refer to the problem as a contextual stochastic Lipschitz bandit problem. In this chapter, we focus our study on the (contextual) stochastic Lipschitz bandit problem. While our analysis focuses on the case of Lipschitz expected payoffs, our empirical results do not. They demonstrate that our methods can adapt to the complicated landscape of real-world payoff functions, even on discrete domains, and leverage properties other than Lipschitzness. This means our methods have much better practical performance than analyses for Lipschitz bandit problems might suggest.

To accomplish our goals, we propose a framework that converts a general decision tree algorithm into an algorithm for stochastic Lipschitz bandit problems. In Theorem 2.3, we show that as long as the decision tree algorithm satisfies certain conditions, the converted bandit algorithm asymptotically admits zero average regrets, since a decision tree algorithm flexibly fits the observed (context-) arm reward tuples. Our methods can empirically outperform existing benchmark methods for stochastic Lipschitz bandit problems.

Relation to prior work: One general way of solving stochastic Lipschitz bandit problems is to finely discretize (partition) the arm space and treat the problem as a finite-arm problem. An Upper Confidence Bound (UCB) strategy can thus be used. Previous algorithms of this kind include the UniformMesh algorithm Kleinberg et al. 2008, the HOO algorithm Bubeck et al., 2011, and the (contextual) Zooming Bandit algorithm Kleinberg et al. 2008, Slivkins, 2014. While all these algorithms employ different analysis techniques, we show that as long as a discretization of the arm space fulfills certain requirements (outlined in Theorem 2.3), these algorithms (or a possibly modified version) can be analyzed in a unified framework.

The practical problem with previous methods is that they require either a fine discretization of the full arm space or a restrictive control of the partition formation, leading to implementations that are not flexible. By using decision trees that are grown adaptively during the run of the algorithm, our partition is essentially learned. This advantage enables the algorithm to (1) outperform the HOO Bubeck et al., 2011 algorithm, the (contextual) Zooming bandit

Kleinberg et al., 2008, Slivkins, 2014 and Contextual Combined KL-UCB (CCKL-UCB) Magureanu et al. 2014 algorithms on benchmark tasks, and (2) be competitive on hard real-world problems that can involve difficult arm space and reward landscape. As shown in the experiments, in neural network hyperparameter tuning, our methods can outperform the state-of-the-art benchmarks that are tailored for hyperparameter selection.

In summary, our contributions are: 1) We develop a novel stochastic Lipschitz bandit framework, TreeUCB and its contextual counterpart Contextual TreeUCB. Our framework converts a general decision tree algorithm into a stochastic Lipschitz bandit algorithm. Algorithms arising from this framework empirically outperform benchmarks methods. 2) As a byproduct, we use our analysis framework to derive previous known regret bounds via unified arguments.

We begin by introducing the proposed framework: TreeUCB. We then analyze the framework and provide its contextual counterpart: Contextual TreeUCB.

### 2.2 The TreeUCB framework

The goal of a stochastic bandit algorithm is to locate the global maximum (minimum) of a payoff function in as few iterations as possible, balancing exploration and exploitation. The performance of the algorithm is typically measured by what is called regret. In this section, we focus our study on the following setting. A payoff function is defined over an arm space that is a compact metric space $(\mathcal{A}, d)$, the payoff function of interest is $f: \mathcal{A} \rightarrow[0,1]$, and the actual observations are given by $y(a)=f(a)+\epsilon_{a}$. In our setting, the noise distribution $\epsilon_{a}$ could vary with $a$, as long as it is uniformly mean zero, almost surely bounded, and independent of $f$ for every $a$. Our results easily generalize to sub-Gaussian noise Shamir, 2011. In the analysis, we assume that the (expected) payoff function $f$ is Lipschitz, i.e., $\forall a^{\prime}, a^{\prime \prime} \in \mathcal{A}$, $\left|f\left(a^{\prime}\right)-f\left(a^{\prime \prime}\right)\right| \leq L \cdot d\left(a^{\prime}, a^{\prime \prime}\right)$ for some Lipschitz constant $L$. An agent is interacting with this environment in the following fashion. At each round $t$, based on past observations $\left(a_{1}, y_{1}, \cdots, a_{t-1}, y_{t-1}\right)$, the agent makes a query at point $a_{t}$ and observes the (noisy) payoff $y_{t}$, where $y_{t}$ is revealed only after the agent has made a decision $a_{t}$. For an agent executing algorithm Alg , the regret incurred up to time $T$ is defined to be:

$$
R_{T}(\mathrm{Alg})=\sum_{t=1}^{T}\left(f\left(a^{*}\right)-f\left(a_{t}\right)\right)
$$

where $a^{*}$ is the global maximizer of $f$.

### 2.2.1 Partition to UCB Strategy

Any TreeUCB algorithm runs by maintaining a sequence of finite partitions of the arm space. Intuitively, at each step $t$, TreeUCB treats the problem as a finite-arm bandit problem with respect to the partition bins at $t$, and chooses an arm uniformly at random within the chosen bin. The partition bins become smaller and smaller as the algorithm runs. Thus, at any time $t$, we maintain a partition $\mathcal{P}_{t}=\left\{P_{t}^{(1)}, \ldots, P_{t}^{\left(k_{t}\right)}\right\}$ of the input space. That is, $P_{t}^{(1)}, \cdots, P_{t}^{\left(k_{t}\right)}$ are subsets of $\mathcal{A}$, are mutually disjoint and $\cup_{i=1}^{k_{t}} P_{t}^{(i)}=\mathcal{A}$. Each element in the partition is called a region and by convention $\mathcal{P}_{0}=\{\mathcal{A}\}$. The regions could be leaves in a tree, or chosen in some other way.

Given any $t$, if for any $P^{(i)} \in \mathcal{P}_{t+1}$, there exists $P^{(j)} \in \mathcal{P}_{t}$ such that $P^{(i)} \subset P^{(j)}$, we say that $\left\{\mathcal{P}_{t}\right\}_{t \geq 0}$ is a sequence of nested partitions. In words, at round $t$, some regions (or no regions) of the partition are split into multiple regions to form the partition at round $t+1$. We also say that the partition grows finer.

### 2.2.2 The TreeUCB algorithm

Based on the partition $\mathcal{P}_{t}$ at time $t$, we define an auxiliary function - the Region Selection function.

Definition 2.1 (Region Selection Function). Given partition $\mathcal{P}_{t}$, a function $p_{t}: \mathcal{A} \rightarrow \mathcal{P}_{t}$ is called a Region Selection Function with respect to $\mathcal{P}_{t}$ if for any $a \in \mathcal{A}, p_{t}(a)$ is the region in $\mathcal{P}_{t}$ containing $a$.

As the name TreeUCB suggests, our algorithm is an Upper Confidence Bound (UCB) strategy. In order to define our Upper Confidence Bound, we require several definitions.

Definition 2.2. Let $\mathcal{P}_{t}$ be the partition of $\mathcal{A}$ at time $t(t \geq 1)$ and let $p_{t}$ be the Region Selection Function associated with $\mathcal{P}_{t}$. Let $\left(a_{1}, y_{1}, a_{2}, y_{2}, \cdots, a_{t^{\prime}}, y_{t^{\prime}}\right)$ be the observations received up to time $t^{\prime}\left(t^{\prime} \geq 1\right)$. We define

- The count function $n_{t, t^{\prime}}^{0}: \mathcal{A} \rightarrow \mathbb{R}$, such that $n_{t, t^{\prime}}^{0}(a)=\sum_{i=1}^{t^{\prime}} \mathbb{1}\left[a_{i} \in p_{t}(a)\right]$.
- The corrected average function $m_{t, t^{\prime}}: \mathcal{A} \rightarrow \mathbb{R}$, such that

$$
m_{t, t^{\prime}}(a)=\left\{\begin{array}{l}
\frac{\sum_{i=1}^{t^{\prime}} y_{i} \mathbb{1}\left[a_{i} \in p_{t}(a)\right]}{n_{t, t^{\prime}}^{0}(a)}, \text { if } n_{t, t^{\prime}}^{0}(a)>0  \tag{2.1}\\
1, \\
\text { otherwise }
\end{array}\right.
$$

- The corrected count function, such that

$$
\begin{equation*}
n_{t, t^{\prime}}(a)=\max \left(1, n_{t, t^{\prime}}^{0}(a)\right) \tag{2.2}
\end{equation*}
$$

When $t=t^{\prime}$, we shorten the notation from $m_{t, t^{\prime}}$ to $m_{t}, n_{t, t^{\prime}}^{0}$ to $n_{t}^{0}$, and $n_{t, t^{\prime}}$ to $n_{t}$.
In words, $n_{t, t^{\prime}}^{0}(a)$ is the number of points among $\left(a_{1}, a_{2}, \cdots, a_{t^{\prime}}\right)$ that are in the same region as arm $a$, with regions as elements in $\mathcal{P}_{t}$. We also denote by $D(\mathcal{S})$ the diameter of $\mathcal{S} \subset \mathcal{A}$, and $D(\mathcal{S}):=\sup _{a^{\prime}, a^{\prime \prime} \in \mathcal{S}} d\left(a^{\prime}, a^{\prime \prime}\right)$.

At time $t$, based on the partition $\mathcal{P}_{t-1}$ and observations $\left(a_{1}, y_{1}, a_{2}, y_{2}, \cdots, a_{t-1}, y_{t-1}\right)$, our bandit algorithm uses, for $a \in \mathcal{A}$,

$$
\begin{equation*}
U_{t}(a)=m_{t-1}(a)+C \sqrt{\frac{4 \log t}{n_{t-1}(a)}}+L \cdot D\left(p_{t-1}(a)\right) \tag{2.3}
\end{equation*}
$$

for some $C$ and $L$ as the Upper Confidence Bound of arm $a$; and we play an arm with the highest $U_{t}$ value (with ties broken uniformly at random). Here $C$ depends on the almost sure bound on the reward, and $L$ is the Lipschitz constant of the expected payoff function, which are both problem intrinsics.

Since $U_{t}$ is a piece-wise constant function in the arm-space and is constant within each region, playing an arm with the highest $U_{t}$ with random tie-breaking is equivalent to selecting the best region (under UCB) and randomly selecting an arm within the region. After deciding which arm to play,

```
Algorithm 1 TreeUCB (TUCB)
    1: Parameter: L\geq0.C>0. Tree fitting rule \mathcal{R}}\mathrm{ that satisfies 1-4 in Theorem 2.3.
                            \triangleright C \text { depends on the a.s. bound of the reward.}
                        D is the Lipschitz constant of the expected payoff function.
    for t=1,2,\ldots,N do
        Fit the tree }\mp@subsup{f}{t-1}{}\mathrm{ using rule }\mathcal{R}\mathrm{ on observations ( }\mp@subsup{a}{1}{},\mp@subsup{y}{1}{},\mp@subsup{a}{2}{},\mp@subsup{y}{2}{},\ldots,\mp@subsup{a}{t-1}{},\mp@subsup{y}{t-1}{})\mathrm{ .
        With respect to the partition }\mp@subsup{\mathcal{P}}{t-1}{}\mathrm{ defined by leaves of ft-1
    (2.1) and (2.2). Play
                at}\in\operatorname{arg}\mp@subsup{\operatorname{max}}{a\in\mathcal{A}}{}{\mp@subsup{U}{t}{}(a)}
where \(U_{t}\) is defined in (2.3). Ties are broken uniformly at random.
5: \(\quad\) Observe the reward \(y_{t}\).

Theorem 2.3. Suppose that the payoff function \(f\) defined on a compact domain \(\mathcal{A}\) satisfies \(f(a) \in[0,1]\) for all \(a\) and is Lipschitz. Let \(\mathcal{P}_{t}\) be the partition at time \(t\) in Algorithm 1. If the tree fitting rule \(\mathcal{R}\) satisfies
1. \(\left\{\mathcal{P}_{t}\right\}_{t \geq 0}\) is a sequence of nested partitions (or the partition grows finer);
2. \(\left|\mathcal{P}_{t}\right|=o\left(t^{\gamma}\right)\), as \(t \rightarrow \infty\), for some \(\gamma<1\);
3. \(D\left(p_{t}(a)\right)=o(1)\), as \(t \rightarrow \infty\), for all \(a \in \mathcal{A}\), where \(D\left(p_{t}(a)\right):=\sup _{a^{\prime \prime}, a^{\prime} \in p_{t}(a)} d\left(a^{\prime \prime}, a^{\prime}\right)\) is the diameter of region \(p_{t}(a)\);
4. given all realized observations \(\left\{\left(a_{t}, y_{t}\right)\right\}_{t=1}^{T}\), the partitions \(\mathcal{P}_{1}, \cdots, \mathcal{P}_{T}\) are deterministic; then the regret for Algorithm 1 satisfies \(\lim _{T \rightarrow \infty} \frac{R_{T}(T U C B)}{T}=0\) with probability 1.

The proof of Theorem 2.3 is presented in later sections. The above assumptions are all mild and reasonable. For item 1, we can use incremental tree learning Utgoff, 1989 to enforce nested partitions. For item 2, we may put a cap (that may depend on \(t\) ) on the depth of the tree to constrain it. For item 3, we may put a cap (that may depend on \(t\) ) on tree leaf diameters to ensure it. For item 4, any non-random tree learning rule meets these criteria, since in this case, the randomness only comes from the data (and/or number of data points observed).

\section*{Adaptive partitioning}

TreeUCB shall be implemented using regression trees or incremental regression trees. This naturally leverages the practical advantages of regression trees. Leaves in a regression tree form a partition of the space. Also, a regression tree is designed to fit an underlying function. This leads to an adaptive partitioning where the underlying function values within each region should be relatively similar to each other. We defer the discussion on the implementation we use in our experiments to section 2.5.1. Please refer to Breiman et al. 1984 for more details about regression tree fitting.

\subsection*{2.2.3 The Contextual TreeUCB algorithm}

Next, we discuss the contextual counterpart of the TreeUCB algorithm. We present an extension of Algorithm 1 for the contextual stochastic bandit problem. The contextual stochastic bandit problem is an extension of the stochastic bandit problem. In this problem, at each time, context information is revealed, and the agent chooses an arm based on past experience as well as the contextual information. Formally, the expected payoff function \(f\) is defined over the product of the context space \(\mathcal{Z}\) and the arm space \(\mathcal{A}\) and takes values from \([0,1]\). Similar to the previous discussions, compactness of the product space and Lipschitzness of the payoff function is assumed. Besides, a mean zero, almost surely bounded noise that is independent of the expected reward function is added to the observed rewards.

Same as in section 2.2.2, we can define the corresponding Region Selection function for the contextual version (over the joint space \(\mathcal{Z} \times \mathcal{A}\) ).

Definition 2.4 (Region Selection Function). Given partition \(\mathcal{P}_{t}\), for a fixed \(z_{t} \in \mathcal{Z}\), function \(p_{t}: \mathcal{Z} \times \mathcal{A} \rightarrow \mathcal{P}_{t}\) is called a Region Selection Function with respect to \(\mathcal{P}_{t}\) and \(z_{t}\) if for any \(a \in \mathcal{A}, p_{t}\left(z_{t}, a\right)\) is the region in \(\mathcal{P}_{t}\) containing \(\left(z_{t}, a\right)\).

We also require several corresponding definitions in the contextual version to define the contextual version of the UCB strategy.

Definition 2.5. Let \(\mathcal{P}_{t}\) be the partition of \(\mathcal{Z} \times \mathcal{A}\) at time \(t(t \geq 1)\) and let \(p_{t}\) be the Region Selection Function associated with \(\mathcal{P}_{t}\) and \(z_{t}\). Let \(\left\{\left(z_{i}, a_{i}\right), y_{i}\right\}_{i=1}^{t^{\prime}}\) be the observations received up to time \(t^{\prime}\left(t^{\prime} \geq 1\right)\). We define
- The count function \(n_{t, t^{\prime}}^{0}: \mathcal{Z} \times \mathcal{A} \rightarrow \mathbb{R}\), such that \(n_{t, t^{\prime}}^{0}\left(z_{t}, a\right)=\sum_{i=1}^{t^{\prime}} \mathbb{1}\left[\left(z_{i}, a_{i}\right) \in p_{t}\left(z_{t}, a\right)\right]\).
- The corrected average function \(m_{t, t^{\prime}}: \mathcal{Z} \times \mathcal{A} \rightarrow \mathbb{R}\), such that
\[
m_{t, t^{\prime}}(a)=\left\{\begin{array}{l}
\frac{\sum_{i=1}^{t^{\prime}} y_{i} \mathbb{1}\left[\left(z_{i}, a_{i}\right) \in p_{t}\left(z_{t}, a\right)\right]}{\left.n_{t, t^{\prime}}^{\prime} z_{t}, a\right)}, \text { if } n_{t, t^{\prime}}^{0}\left(z_{t}, a\right)>0  \tag{2.5}\\
1, \quad \text { otherwise }
\end{array}\right.
\]
- The corrected count function, such that
\[
\begin{equation*}
n_{t, t^{\prime}}\left(z_{t}, a\right)=\max \left(1, n_{t, t^{\prime}}^{0}\left(z_{t}, a\right)\right) \tag{2.6}
\end{equation*}
\]

Similarly, when \(t=t^{\prime}\), we shorten the notation from \(m_{t, t^{\prime}}\) to \(m_{t}, n_{t, t^{\prime}}^{0}\) to \(n_{t}^{0}\), and \(n_{t, t^{\prime}}\) to \(n_{t}\).
Now, we can define the contextual version of the UCB strategy similar as 2.3. At time \(t\), based on the partition \(\mathcal{P}_{t-1}\) and observations \(\left\{\left(z_{i}, a_{i}\right), y_{i}\right\}_{i=1}^{t-1}\), for fixed \(z_{t}\), our bandit algorithm uses, for \(a \in \mathcal{A}\),
\[
\begin{equation*}
U_{t}\left(z_{t}, a\right)=m_{t-1}\left(z_{t}, a\right)+C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a\right)}}+L \cdot D\left(p_{t-1}\left(z_{t}, a\right)\right) \tag{2.7}
\end{equation*}
\]
for same \(C\) and \(L\) as before. We again play an arm with the highest \(U_{t}\) value, which is equivalent to selecting the best region (under UCB) and randomly selecting an arm within the region.
```

Algorithm 2 Contextual TreeUCB (CTUCB)
Parameter: $L>0, C>0$, and tree fitting rule $\mathcal{R}$.
for $t=1,2, \ldots, N$ do
Observe context $z_{t}$.
Fit a regression tree $f_{t-1}$ (using rule $\mathcal{R}$ ) on observations $\left\{\left(z_{i}, a_{i}\right), y_{i}\right\}_{i=1}^{t-1}$.
With respect to the partition $\mathcal{P}_{t-1}$ defined by leaves of $f_{t-1}$, define $m_{t-1}$ and $n_{t-1}$ in
(2.5) and (2.6) (over the joint space $\mathcal{Z} \times \mathcal{A}$ ). Play
$a_{t} \in \arg \max _{a \in \mathcal{A}}\left\{U_{t}\left(\left(z_{t}, a\right)\right)\right\}$,
where $U_{t}(\cdot)$ is defined in (2.7). Ties are broken at random.
6: $\quad$ Observe the reward $y_{t}$.

```

At each time \(t\), a contextual vector \(z_{t} \in \mathcal{Z}\) is revealed and the agent plays an arm \(a_{t} \in \mathcal{A}\). The performance of the agent following algorithm Alg is measured by the cumulative contextual regret
\[
\begin{equation*}
R_{T}^{c}(\mathrm{Alg})=\sum_{t=1}^{T} f\left(z_{t}, a_{t}^{*}\right)-f\left(z_{t}, a_{t}\right) \tag{2.8}
\end{equation*}
\]
where \(f\left(z_{t}, a_{t}^{*}\right)\) is the maximal value of \(f\) given contextual information \(z_{t}\). A simple extension of Algorithm 1 can solve the contextual version problem. In particular, in the contextual case, we partition the joint space \(\mathcal{Z} \times \mathcal{A}\) instead of the arm space \(\mathcal{A}\). As in (2.5) and (2.6), we define the corrected count \(n_{t}\) and the corrected average \(m_{t}\) over the joint space \(\mathcal{Z} \times \mathcal{A}\) with respect to \(\mathcal{P}_{t}, z_{t}\), and observations in the joint space \(\left(\left(z_{1}, a_{1}\right), y_{1}, \cdots,\left(z_{t}, a_{t}\right), y_{t}\right)\). The guarantee of Algorithm 2 is in Theorem 2.6 .

Theorem 2.6. Suppose that the payoff function \(f\) defined on a compact metric space \((\mathcal{Z} \times \mathcal{A}, d)\) satisfies \(f(z, a) \in[0,1]\) for all \((z, a)\) and is Lipschitz. If the tree growing rule satisfies assumptions 1-4 listed in Theorem 2.3, then \(\lim _{T \rightarrow \infty} \frac{R_{T}^{c}(C T U C B)}{T}=0\) with probability 1.

Theorem 2.6 is the contextual version of Theorem 2.3. In the next section, we discuss the analysis of the proof of Theorem 2.3 and 2.6 by using additional claims and lemma.

\subsection*{2.3 Main Analysis}

We use \(\tilde{\mathcal{O}}\) to hide poly-log terms unless otherwise noted.

\section*{Outline}

The proof of Theorem 2.3 and 2.6 are in fact the same since all the components in the proof are equivalent. As an outline, we first prove Propositions 2.7 and 2.8 to bound the single step regret. Both of the propositions are proved in the contextual version. The analysis can simply be reduced to the non-contextual version when the context is set to a fixed value. Then we prove Lemma 2.9, the point scattering inequalities. Since the point scattering inequalities hold for any sequence of (context-)arms, we have Lemma 2.9 true for both non-contextual and contextual settings. If we combine Propositions 2.7, 2.8 and Lemma 2.9 with assumptions (1) - (3) in Theorem 2.3 and 2.6, we can hence conclude Theorem 2.3 and 2.6. Thus, the regret holds for both non-contextual and contextual stochastic Lipschitz bandit problem.

\subsection*{2.3.1 Supported Propositions}

Below, we state and prove Proposition 2.7, a contextual version of concentration. This naturally gives us the non-contextual version of concentration.

Proposition 2.7. For any context \(z\), arm a, and time \(t\), with probability at least \(1-\frac{1}{t^{4}}\), we have:
\[
\begin{equation*}
\left|m_{t-1}(z, a)-f(z, a)\right| \leq L \cdot D\left(p_{t-1}(z, a)\right)+C \sqrt{\frac{4 \log t}{n_{t-1}(z, a)}} \tag{2.9}
\end{equation*}
\]
for a constant \(C\).
Proof. The proof of Proposition 2.7 uses Lipschitzness and the Azuma-Hoeffding inequality for stopped martingales Bubeck et al. 2011. First of all, when \(t=1\), this is trivially true by Lipschitzness. Now let us consider the case when \(t \geq 2\). Let us use \(A_{1}, A_{2}, \cdots, A_{t}\) to denote the random variables of arms selected up to time \(t, Z_{1}, Z_{2}, \cdots, Z_{t}\) to denote the random context up to time \(t\), and \(Y_{1}, Y_{2}, \cdots, Y_{t}\) to denote random variables of rewards received up to time \(t\). Then the random variables \(\left\{\sum_{t=1}^{T}\left(f\left(Z_{t}, A_{t}\right)-Y_{t}\right)\right\}\) is a martingale sequence. This is easy to verify since the noise is mean zero and independent. In addition, since there is no randomness in the partition formation (given a sequence of observations), for a fixed \(a\), we have the times \(\mathbb{1}\left[\left(Z_{i}, A_{i}\right) \in p_{t-1}(z, a)\right](i \leq t)\) is measureable with respect to \(\sigma\left(Z_{1}, A_{1}, Y_{1}, \cdots, Z_{t}, A_{t}, Y_{t}\right)\). Therefore, the sequence \(\left\{\sum_{i=1}^{t}\left(f\left(Z_{i}, A_{i}\right)-Y_{i}\right) \mathbb{1}\left[\left(Z_{i}, A_{i}\right) \in p_{t-1}(z, a)\right]\right\}_{t=1}^{T}\) is a stopped martingale. Since stopped martingale is also a martingale, we apply the Azuma-Hoeffding
inequality (with sub-Gaussian tails) Shamir, 2011. For simplicity, we write
\[
\begin{align*}
B_{t}(z, a) & :=C \sqrt{\frac{4 \log t}{n_{t-1}(z, a)}}+L \cdot D\left(p_{t-1}(z, a)\right)  \tag{2.10}\\
\mathcal{E}_{t}^{i}(z, a) & :=\left(Z_{i}, A_{i}\right) \in p_{t-1}(z, a) \tag{2.11}
\end{align*}
\]

Combined with Lipschitz continuity, we get there is a constant \(C\) (depends on the a.s. bound of the reward, as a result of Hoeffding inequality). From Azuma-Hoeffding's inequality, we have
\[
\begin{aligned}
& \mathcal{P}\left\{\frac{1}{n_{t-1}(z, a)} \sum_{i=1}^{n_{t-1}(z, a)}\left|\left(f\left(Z_{i}, A_{i}\right)-Y_{i}\right) \mathbb{1}\left[\mathcal{E}_{t}^{i}(z, a)\right]\right| \geq \epsilon\right\} \\
& =\mathcal{P}\left\{\sum_{i=1}^{n_{t-1}(z, a)}\left|\left(f\left(Z_{i}, A_{i}\right)-Y_{i}\right) \mathbb{1}\left[\mathcal{E}_{t}^{i}(z, a)\right]\right| \geq \epsilon \cdot n_{t-1}(z, a)\right\} \\
& \leq 2 \exp \left\{-\frac{n_{t-1}^{2} \epsilon^{2}}{2 \cdot n_{t-1} \cdot C_{t}}\right\} .
\end{aligned}
\]

If \(\epsilon=C \sqrt{\frac{4 \log t}{n_{t-1}}}=\sqrt{\frac{8 C_{t} \log t}{n_{t-1}}}\), then \(2 \exp \left\{-\frac{n_{t-1}^{2} \epsilon^{2}}{2 \cdot n_{t-1} \cdot C_{t}}\right\}=\frac{1}{t^{4}}\). This implies that
\[
\begin{equation*}
\mathcal{P}\left\{\frac{1}{n_{t-1}(z, a)} \sum_{i=1}^{n_{t-1}(z, a)}\left|\left(f\left(Z_{i}, A_{i}\right)-Y_{i}\right) \mathbb{1}\left[\mathcal{E}_{t}^{i}(z, a)\right]\right| \geq C \sqrt{\frac{4 \log t}{n_{t-1}(z, a)}}\right\} \leq \frac{1}{t^{4}} \tag{2.12}
\end{equation*}
\]

In addition, since by the Lipschitz continuity,
\[
\begin{align*}
\left|f(z, a)-\frac{1}{n_{t-1}(z, a)} \sum_{i=1}^{t-1} f\left(Z_{i}, A_{i}\right) \mathbb{1}\left[\mathcal{E}_{t}^{i}(z, a)\right]\right| & \leq \frac{1}{n_{t-1}(z, a)} \sum_{i=1}^{n_{t-1}(z, a)}\left|f(z, a)-f\left(Z_{i}, A_{i}\right) \mathbb{1}\left[\mathcal{E}_{t}^{i}(z, a)\right]\right| \\
& \leq L \cdot D\left(p_{t-1}(z, a)\right) \tag{2.13}
\end{align*}
\]

Combining (2.12) and (2.13), we have
\[
\begin{align*}
& \mathcal{P}\left\{\left|m_{t-1}(z, a)-f(z, a)\right|>B_{t}(z, a)\right\} \\
\leq & \mathcal{P}\left\{\left|\frac{1}{n_{t-1}(z, a)} \sum_{i=1}^{n_{t-1}(z, a)}\left(f\left(Z_{i}, A_{i}\right)-Y_{i}\right) \mathbb{1}\left[\mathcal{E}_{t}^{i}(z, a)\right]\right|\right. \\
& +\left|f(z, a)-\frac{1}{n_{t-1}(z, a)} \sum_{i=1}^{n_{t-1}(z, a)} f\left(Z_{i}, A_{i}\right) \mathbb{1}\left[\mathcal{E}_{t}^{i}(z, a)\right]\right| \\
& \left.>C \sqrt{\frac{4 \log t}{n_{t-1}(z, a)}}+L \cdot D\left(p_{t-1}(z, a)\right)\right\} \\
\leq & \frac{1}{t^{4}} . \tag{2.14}
\end{align*}
\]

Next, we prove Proposition 2.8, a contextual version of single-step regret. The proof of Proposition 2.8 uses the definition of the algorithm and Proposition 2.7. Same as Proposition 2.7. this naturally gives us the non-contextual version.

Proposition 2.8. At any \(t\), with probability at least \(1-\frac{1}{t^{4}}\), the single step contextual regret satisfies:
\[
\begin{equation*}
f\left(z_{t}, a_{t}^{*}\right)-f\left(z_{t}, a_{t}\right) \leq 2 L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right)+2 C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}} \tag{2.15}
\end{equation*}
\]
for a constant \(C\). Here \(a_{t}^{*}\) is the optimal arm for the context \(z_{t}\).
Proof. Since we always play the arm with highest \(U_{t}\), then for the choice of \(a_{t}\) corresponding to \(z_{t}\) at \(t\), we have
\[
\begin{equation*}
U_{t}\left(z_{t}, a_{t}\right) \geq U_{t}\left(z_{t}, a_{t}^{*}\right) \tag{2.16}
\end{equation*}
\]
where \(U_{t}\) is the context version of UCB strategy shown in (2.7).
Combining (2.16) and Proposition 2.7, then with probability at least \(1-\frac{1}{t^{4}}\), we have the
following (2.17) to 2.19 hold simultaneously,
\[
\begin{align*}
& \quad m_{t-1}\left(z_{t}, a_{t}\right)+C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}}+L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right) \\
& \geq m_{t-1}\left(z_{t}, a_{t}^{*}\right)+C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}^{*}\right)}}+L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}^{*}\right)\right)  \tag{2.17}\\
& \geq f\left(z_{t}, a_{t}^{*}\right),  \tag{2.18}\\
& \\
& \quad \quad-L\left(z_{t}, a_{t}\right) \geq m_{t-1}\left(z_{t}, a_{t}\right)-C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}}  \tag{2.19}\\
& \\
& \quad-L\left(p_{t-1}\left(z_{t}, a_{t}\right)\right)
\end{align*}
\]

This is equivalent to
\[
\begin{align*}
-f\left(z_{t}, a_{t}\right) \leq & -m_{t-1}\left(z_{t}, a_{t}\right)+C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}} \\
& +L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right) \tag{2.20}
\end{align*}
\]

This is true since we first take a one-sided version of Hoeffding-type tail bound in (2.9), and then take a union bound over the two points \(\left(z_{t}, a_{t}\right)\) and \(\left(z_{t}, a_{t}^{*}\right)\). By doing these two steps, we first halve the probability bound and then double it. Then we take the complementary event to get 2.18 and 2.19 simultaneously hold with probability at least \(1-\frac{1}{t^{4}}\). We then take another union bound over time \(t\), as discussed in the main text. Note that throughout the proof, we do not need to take union bounds over all arms or all regions in the partition.
(2.17) above holds from the UCB algorithm definition. Otherwise we will not select \(a_{t}\) at time \(t\). Combining (2.18) and 2.20, we get
\[
\begin{aligned}
& f\left(z_{t}, a_{t}^{*}\right)-f\left(z_{t}, a_{t}\right) \\
= & f\left(z_{t}, a_{t}^{*}\right)-m_{t-1}\left(z_{t}, a_{t}\right) \\
& +m_{t-1}\left(z_{t}, a_{t}\right)-f\left(z_{t}, a_{t}\right) \\
\leq & 2 C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}}+2 L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right) .
\end{aligned}
\]

For the non-contextual version of Proposition 2.8, we set all \(z_{t}\) to a fixed value.

\subsection*{2.3.2 Point Scattering Inequalities}

While the tree fitting rule \(\mathcal{R}\) may be specified to control \(D\left(p_{t-1}\left(a_{t}\right)\right)\) and \(\left|\mathcal{P}_{t}\right|\), the rule does not directly control \(\sum_{t=1}^{T} \frac{1}{n_{t-1}\left(a_{t}\right)}\). In addition, as the tree (partition) grows finer, the term \(n_{t-1}(a)\) is not necessarily increasing with \(t\) (for an arbitrary fixed \(a\) ). Therefore part of the difficulty is in bounding \(\sum_{t=1}^{T} \frac{1}{n_{t-1}\left(a_{t}\right)}\). Next, we introduce the point scattering inequalities in Lemma 2.9 to bound this term. Note that although the results and proofs below are given in the non-contextual setting, we can easily extend the analysis into the contextual version. The point scattering inequalities in Lemma 2.9 in fact hold for any sequence of (context-)arms.

Lemma 2.9 (Point Scattering Inequalities). For an arbitrary sequence of points \(a_{1}, a_{2}, \cdots\) in a space \(\mathcal{A}\), and any sequence of nested partitions \(\mathcal{P}_{1}, \mathcal{P}_{2}, \cdots\) of the same space \(\mathcal{A}\), we have, for any \(T\),
\[
\begin{align*}
& \sum_{t=1}^{T} \frac{1}{1+n_{t-1}^{0}\left(a_{t}\right)} \leq\left|\mathcal{P}_{T}\right|\left(1+\log \frac{T}{\left|\mathcal{P}_{T}\right|}\right)  \tag{2.21}\\
& \sum_{t=1}^{T}\left(\frac{1}{1+n_{t-1}^{0}\left(a_{t}\right)}\right)^{\alpha} \leq \frac{1}{1-\alpha}\left|\mathcal{P}_{T}\right|^{\alpha} T^{1-\alpha}, 0<\alpha<1 \tag{2.22}
\end{align*}
\]
where \(n_{t-1}^{0}\) is the count as in Definition 2.2. and \(\left|\mathcal{P}_{T}\right|\) is the cardinality of the finite partition \(\mathcal{P}_{T}\).

To prove (2.21) and (2.22), we use a relabelling trick. We start with the proof of 2.21. Proof of (2.21). Consider the partition \(\mathcal{P}_{T}\) at time \(T\). We label the regions of the partitions by \(j=1,2, \cdots,\left|\mathcal{P}_{T}\right|\). Let \(t_{j, i}\) be the ordered sequence of time when the \(i\)-th point in the \(j\)-th region in \(\mathcal{P}_{T}\) being selected in some previous time. Let \(b_{j}\) be the number of total points in region \(j\). Then we have
\[
\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j}=T
\]

If we split all the \(T\) arms into \(\left|\mathcal{P}_{T}\right|\) groups of final partitions at \(T\), then
\[
\begin{equation*}
\sum_{t=1}^{T} \frac{1}{1+n_{t-1}^{0}\left(a_{t}\right)} \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{1+n_{t_{j, i}-1}^{0}\left(a_{t_{j, i}}^{0}\right)} \tag{2.23}
\end{equation*}
\]

The above is true since the left hand side \(1+n_{t-1}^{0}\left(a_{t}\right) \geq 1+n_{t_{j, i}-1}^{0}\left(a_{t_{j, i}}^{0}\right)\) on the right hand side. The nested partition becomes finer so the final partition region at \(T\) counted on the
right-hand side is a subset of the actual region counted on the left-hand side.
Since the partitions are nested, we have \(1+n_{t_{j, i}-1}^{0}\left(a_{t_{j, i}}\right) \geq i\) for all \(i, j\). Then for \(T \geq 1\),
\[
\sum_{i=1}^{b_{j}} \frac{1}{1+n_{t_{j, i}-1}^{0}\left(a_{t_{j, i}}^{0}\right)} \leq \sum_{i=1}^{b_{j}} \frac{1}{i} .
\]

Summing up to \(\left|\mathcal{P}_{T}\right|\) on both hand sides, we have
\[
\begin{equation*}
\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{1+n_{t_{j, i}-1}^{0}\left(a_{t_{j, i}}^{0}\right)} \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{i} . \tag{2.24}
\end{equation*}
\]

Combine 2.23) and (2.24),
\[
\begin{align*}
\sum_{t=1}^{T} \frac{1}{1+n_{t-1}^{0}\left(a_{t}\right)} & \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{i}  \tag{2.25}\\
& \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|}\left(1+\log b_{j}\right) \\
& =\left|\mathcal{P}_{T}\right|+\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \log b_{j} \\
& =\left|\mathcal{P}_{T}\right|+\log \prod_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j} \\
& \leq\left|\mathcal{P}_{T}\right|+\left|\mathcal{P}_{T}\right| \log \frac{T}{\left|\mathcal{P}_{T}\right|} \tag{2.26}
\end{align*}
\]
where 2.26 uses AM-GM inequality and \(\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j}=T\).

Before we prove the general inequality bound with power \(\alpha\), we start our analysis with power \(\frac{1}{2}\).

Proposition 2.10. The Point Scattering Inequality for power \(\frac{1}{2}\) is \(\sum_{t=1}^{T} \frac{1}{\sqrt{1+n_{t-1}^{0}\left(a_{t}\right)}} \leq\) \(2 \sqrt{T \cdot\left|\mathcal{P}_{T}\right|}\).

Proof. Assume at \(T\), we have partition \(\mathcal{P}_{T}\). Assume there are \(b_{j}\) arms in the \(j^{\text {th }}\) partition at \(T\). Then we have \(\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j}=T\). Let \(t_{j, i}\) be the ordered sequence of time when the \(i\)-th point in the \(j\)-th region in \(\mathcal{P}_{T}\) being selected in some previous time. Given we split all the \(T\) arms
into \(\left|\mathcal{P}_{T}\right|\) groups of final partitions at \(T\), then
\[
\begin{equation*}
\sum_{t=1}^{T} \frac{1}{\sqrt{1+n_{t-1}^{0}\left(a_{t}\right)}} \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{\sqrt{1+n_{t_{j, i}}^{0}\left(a_{t_{j, i}}^{0}\right)}} \tag{2.27}
\end{equation*}
\]

The above is true since for the same arm \(x\), the left hand side \(\sqrt{1+n_{t-1}^{0}\left(a_{t}\right)} \geq \sqrt{1+n_{t_{j, i}}^{0}\left(a_{t_{j, i}}^{0}\right)}\) on the right hand side since our nested partition becomes finer. The final partition region at \(T\) counted on the right hand side is a subset of the actual region counted on the left hand side.

Since the partitions are nested, we have \(1+n_{t_{j, i}-1}^{0}\left(a_{t_{j, i}}\right) \geq i\) for all \(i, j\). Then for \(T \geq 1\),
\[
\sum_{i=1}^{b_{j}} \frac{1}{\sqrt{1+n_{t_{j, i}}^{0}\left(a_{t_{j, i}}^{0}\right)}} \leq \sum_{i=1}^{b_{j}} \frac{1}{\sqrt{i}}
\]

Summing up to \(\left|\mathcal{P}_{T}\right|\) on both hand sides, we have
\[
\begin{equation*}
\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{\sqrt{1+n_{t_{j, i}}^{0}\left(a_{t_{j, i}}^{0}\right)}} \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{\sqrt{i}} \tag{2.28}
\end{equation*}
\]

Since
\[
\sum_{i=1}^{b_{j}} \frac{1}{\sqrt{i}} \leq 2 \int_{1}^{b_{j}} \frac{1}{\sqrt{x}} d x \leq 2 \sqrt{b_{j}}
\]
which implies
\[
\begin{equation*}
\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{\sqrt{i}} \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} 2 \sqrt{b_{j}} . \tag{2.29}
\end{equation*}
\]

By the concavity of function, we have
\[
\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} 2 \sqrt{b_{j}}=2\left|\mathcal{P}_{T}\right| \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \frac{1}{\left|\mathcal{P}_{T}\right|} \sqrt{b_{j}} \leq 2\left|\mathcal{P}_{T}\right| \sqrt{\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \frac{1}{\left|\mathcal{P}_{T}\right|} b_{j}}
\]

This implies that
\[
\begin{equation*}
\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} 2 \sqrt{b_{j}} \leq 2\left|\mathcal{P}_{T}\right| \sqrt{\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \frac{1}{\left|\mathcal{P}_{T}\right|} b_{j}}=2 \sqrt{\left|\mathcal{P}_{T}\right|} \sqrt{\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j}}=2 \sqrt{T \cdot\left|\mathcal{P}_{T}\right|} \tag{2.30}
\end{equation*}
\]

Combining (2.27), (2.28), (2.29) and (2.30) above, we hence have
\[
\sum_{t=1}^{T} \frac{1}{\sqrt{1+n_{t-1}^{0}\left(a_{t}\right)}} \leq 2 \sqrt{T \cdot\left|\mathcal{P}_{T}\right|}
\]

Now we can generalize to the proof of 2.22 . For the proof of inequality 2.22 , the idea is similar to that of (2.21) and the proof of Proposition 2.10).

Proof of (2.22). For \(0<\alpha<1\),
\[
\begin{align*}
\sum_{t=1}^{T}\left(\frac{1}{1+n_{t-1}^{0}\left(a_{t}\right)}\right)^{\alpha} & =\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}}\left(\frac{1}{1+n_{t_{j, i}}^{0}\left(a_{t_{j, i}}^{0}\right)}\right)^{\alpha} \\
& \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \sum_{i=1}^{b_{j}} \frac{1}{i^{\alpha}} \\
& \leq \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} \frac{1}{1-\alpha} b_{j}^{1-\alpha} \\
& =\frac{1}{1-\alpha} \sum_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j}^{1-\alpha} \cdot 1 \\
& \leq \frac{1}{1-\alpha}\left(\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j}\right)^{1-\alpha}\left(\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} 1\right)^{\alpha}  \tag{2.31}\\
& \leq \frac{1}{1-\alpha}\left|\mathcal{P}_{T}\right|^{\alpha} T^{1-\alpha},
\end{align*}
\]
where the inequality (2.31) is due to the Hölder's inequality and
\[
\sum_{j=1}^{\left|\mathcal{P}_{T}\right|} b_{j}=T
\]

\subsection*{2.3.3 Provable Guarantee for TreeUCB Algorithm}

Now we can use the above results to complete the proof of Theorem 2.3 and 2.6. As claimed, the point scattering inequalities hold for the contextual version with a trivial extension in the proof of Lemma 2.9.

Proof of Theorem 2.6. Recall that \(R_{T}^{c}(\mathrm{CTUCB})=\sum_{t=1}^{T} f\left(z_{t}, a_{t}^{*}\right)-f\left(z_{t}, a_{t}\right)\). From 2.14, for each \(t\), if we define the event
\[
E_{t}:=\left\{\left(z_{t}, a_{t}\right): f\left(z_{t}, a_{t}^{*}\right)-f\left(z_{t}, a_{t}\right)>2 L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right)+2 C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}}\right\}
\]
then \(\mathcal{P}\left(E_{t}\right) \leq \frac{1}{t^{4}}\). This implies
\[
\sum_{t=1}^{\infty} \mathcal{P}\left(E_{t}\right)<\infty
\]

From Borel-Cantelli Lemma 1,
\[
\mathcal{P}\left(\lim _{t \rightarrow \infty} \sup _{s \geq t} E_{s}\right)=\mathcal{P}\left(E_{t} ; \text { i.o. }\right)=0
\]

This is equivalent to
\[
\mathcal{P}\left(\liminf _{t \rightarrow \infty} E_{s \geq t}^{c}\right)=\mathcal{P}\left(E_{t}^{c} ; \mathrm{ev}\right)=1
\]
where \(E_{t}^{c}\) is the complement of \(E_{t}\) and ( \(E_{t}^{c} ; \mathrm{ev}\) ) means \(E_{t}^{c}\) eventually always happen. In words, with probability \(1, E_{t}\) only occurs finitely many times. Let \(t^{\prime}\) be the final time that \(E_{t^{\prime}}\) happens, then for any \(\tau>t^{\prime}\),
\[
f\left(z_{\tau}, a_{\tau}^{*}\right)-f\left(z_{\tau}, a_{\tau}\right) \leq 2 L \cdot D\left(p_{\tau-1}\left(z_{\tau}, a_{\tau}\right)\right)+2 C \sqrt{\frac{4 \log \tau}{n_{\tau-1}\left(z_{\tau}, a_{\tau}\right)}} .
\]

Therefore, with probability 1 ,
\[
\begin{equation*}
\lim _{T \rightarrow \infty} R_{T}^{c}(\mathrm{CTUCB}) \leq \lim _{T \rightarrow \infty} 2 \sum_{t=1}^{T}\left\{L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right)+C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}}\right\} \tag{2.32}
\end{equation*}
\]

From the contextual version of the novel point scattering inequality (2.21) above, we know
\[
\begin{equation*}
\sum_{t=1}^{T} \frac{1}{1+n_{t-1}^{0}\left(z_{t}, a_{t}\right)} \leq\left|\mathcal{P}_{T}\right|\left(1+\log \frac{T}{\left|\mathcal{P}_{T}\right|}\right) \tag{2.33}
\end{equation*}
\]

By Cauchy-Schwarz inequalities, we have
\[
C \sum_{t=1}^{T} \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}} \leq C \sqrt{T \log T} \sqrt{\left|\mathcal{P}_{T}\right|\left(1+\log \frac{T}{\left|\mathcal{P}_{T}\right|}\right)}<o\left(T^{\frac{1+\gamma}{2}}\right)<o(T),
\]
where the second last inequality is from the assumption (2) in Theorem 2.3 and 2.6, where \(\left|\mathcal{P}_{t}\right|=o\left(t^{\gamma}\right)\) for some \(\gamma<1\). This means
\[
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} C \sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a_{t}\right)}}=0 \tag{2.34}
\end{equation*}
\]

In addition, by the assumption (3) in Theorem 2.3 and 2.6, where \(D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right)=o(1)\),
\[
\sum_{t=1}^{T} L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right)<o(T)
\]

This is equivalent to
\[
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} L \cdot D\left(p_{t-1}\left(z_{t}, a_{t}\right)\right)=0 \tag{2.35}
\end{equation*}
\]

Combine (2.32), 2.34), and 2.35), then with probability 1,
\[
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{R_{T}^{c}(\mathrm{CTUCB})}{T}=0 \tag{2.36}
\end{equation*}
\]

We hence complete the proof.

The proof of Theorem 2.3 (non-contextual version) is the same as above.

\subsection*{2.4 Some Applications of Point Scattering Inequalities}

In this section, we give examples of using the point scattering inequalities to derive regret bounds for some other known algorithms. For our purpose of illustrating the point scattering inequalities, the discussed algorithms are simplified. We also assume that the reward and the sub-Gaussianity are properly scaled so that the parameter before the Hoeffding-type concentration term is 1 .

\subsection*{2.4.1 The UCB1 algorithm}

The classic UCB1 algorithm Auer et al. 2002 assumes a finite set of arms, each having a different reward distribution. Following our notation, at time \(t\), the UCB1 algorithm (with
known horizon \(T\) ) plays
\[
\begin{equation*}
a_{t} \in \arg \max _{a \in \mathcal{A}}\left\{m_{t-1}(a)+\sqrt{\frac{4 \log T}{n_{t-1}(a)}}\right\} \tag{2.37}
\end{equation*}
\]

Indeed, this equation can be interpreted as (2.4) under the discrete 0-1 metric: two points are distance zero if they coincide and distance 1 otherwise. Thus the Lipschitzness term vanishes in this case and Propositions 2.7 and 2.8 can be modified appropriately.
```

Algorithm 3 UCB1 Algorithm Auer et al., 2002
Input: finite $K$ arms in $\mathcal{A}$.
for $t=1,2, \ldots, T$ do
With respect to $\mathcal{A}$, define/update $m_{t-1}$ and $n_{t-1}$. Play $a_{t} \in$
$\arg \max _{a \in \mathcal{A}}\left\{m_{t-1}(a)+\sqrt{\frac{4 \log T}{n_{t-1}(a)}}\right\}$. Ties are broken at random.
Observe the reward $y_{t}$.

```

Assume \(K\) is the number of arms in the UCB1 algorithm. We have the following theorem of the regret bound in the UCB1 algorithm. In this analysis, we apply the point scattering inequality with the partition \(\mathcal{P}_{t}\) being the set of arms at all \(t\).

Theorem 2.11 (The Regret of UCB1 Algorithm). Algorithm 3 admits regret bound \(\mathbb{E} R_{T}(U C B 1)=\) \(\tilde{\mathcal{O}}(\sqrt{K \cdot T})\).

Proof. First, we need a concentration result like Proposition 2.7 for the UCB1 framework. Note that there are finite \(K\) arms with stochastic rewards in \([0,1]\). Since each of the \(K\) arms is always itself a region in the partition, then the diameter of each region that contains each arm is 0 . In other words, \(L \cdot D\left(p_{t-1}(a)\right)\) in Proposition 2.7 will be eliminated. Following the proof of Proposition 2.7, with Azuma-Hoeffding inequality, we have
\[
\begin{equation*}
\left|m_{t-1}(a)-f(a)\right| \leq \sqrt{\frac{4 \log t}{n_{t-1}(a)}} \leq \sqrt{\frac{4 \log T}{n_{t-1}(a)}} \tag{2.38}
\end{equation*}
\]
with probability at least \(1-\frac{1}{t^{4}}\). From the UCB1 updating rule in 2.37), at any time \(t\),
\[
\begin{equation*}
m_{t-1}\left(a_{t}\right)+\sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}} \geq m_{t-1}\left(a^{*}\right)+\sqrt{\frac{4 \log T}{n_{t-1}\left(a^{*}\right)}} . \tag{2.39}
\end{equation*}
\]

Otherwise, arm \(a_{t}\) will not be selected at time \(t\). Following the proof of Proposition 2.8 and (2.38), with probability at least \(1-\frac{1}{t^{4}}\), we have the inequality (we use one-sided Azuma-

Hoeffding inequality and union bound),
\[
\begin{align*}
f\left(a^{*}\right) & \leq m_{t-1}\left(a^{*}\right)+\sqrt{\frac{4 \log T}{n_{t-1}\left(a^{*}\right)}} \\
& \leq m_{t-1}\left(a_{t}\right)+\sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}} \leq f\left(a_{t}\right)+2 \sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}} \tag{2.40}
\end{align*}
\]

This is equivalent to, with probability at least \(1-\frac{1}{t^{4}}\),
\[
\begin{equation*}
f\left(a^{*}\right)-f\left(a_{t}\right) \leq 2 \sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}} \tag{2.41}
\end{equation*}
\]
as analog to Proposition 2.8. Note that
\[
\begin{align*}
& \sum_{t=1}^{T} 2 \sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}} \\
& \leq 4 \sqrt{\sum_{t=1}^{T} \log T} \cdot \sqrt{\sum_{t=1}^{T} \frac{1}{n_{t-1}\left(a_{t}\right)}}  \tag{2.42}\\
& \leq 4 \sqrt{T \log T} \cdot \sqrt{\left|\mathcal{P}_{T}\right| \log \left(1+\frac{T}{\left|\mathcal{P}_{T}\right|}\right)}  \tag{2.43}\\
& =\tilde{\mathcal{O}}(\sqrt{K \cdot T}) \tag{2.44}
\end{align*}
\]
where (2.42) uses Cauchy-Schwarz inequality, and 2.43 uses the novel point scattering inequality (2.21). (2.44) is true since the total number of arms is \(K\), which means \(\left|\mathcal{P}_{T}\right|=K\).

Let us find the regret bound of UCB1 algorithm. We split the sum of the regret,
\[
R_{T}=\sum_{t=1}^{T}\left(f\left(a^{*}\right)-f\left(a_{t}\right)\right)=\sum_{t=1}^{\lfloor\sqrt{T}\rfloor}\left(f\left(a^{*}\right)-f\left(a_{t}\right)\right)+\sum_{\lfloor\sqrt{T}\rfloor+1}^{T}\left(f\left(a^{*}\right)-f\left(a_{t}\right)\right)
\]

From 2.41. we know with probability at least \(1-\frac{2}{3} T^{\frac{-3}{2}}\),
\[
\begin{equation*}
f\left(a^{*}\right)-f\left(a_{t}\right) \leq 2 \sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}} \tag{2.45}
\end{equation*}
\]
hold simultaneously for all \(t=\lfloor\sqrt{T}\rfloor+1, \cdots, T\). This is a result of taking a union bound at
\(a_{t}\) and \(a^{*}\), and then over \(t=\lfloor\sqrt{T}\rfloor+1, \cdots, T\). Let \(E\) be the event where
\[
E:=\left\{f\left(a^{*}\right)-f\left(a_{t}\right) \leq 2 \sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}}, \text { for all } t=\lfloor\sqrt{T}\rfloor+1, \cdots, T\right\} .
\]

Denote by \(E^{c}\) the complement of \(E\). In the following, we use \(R_{T}\) to represent \(R_{T}(U C B 1)\). By the law of total expectation, we get
\[
\begin{align*}
& \mathbb{E}\left[R_{T}\right]=\mathbb{E}\left[R_{T} \mid E\right] \mathcal{P}(E)+\mathbb{E}\left[R_{T} \mid E^{c}\right](1-\mathcal{P}(E)) \\
& \leq \mathbb{E}\left[\sum_{t=1}^{\lfloor\sqrt{T}\rfloor} f\left(a^{*}\right)-f\left(a_{t}\right) \mid E\right]+\mathbb{E}\left[\sum_{t=\lfloor\sqrt{T}\rfloor+1}^{T} f\left(a^{*}\right)-f\left(a_{t}\right) \mid E\right]+T \cdot \frac{2}{3} \cdot T^{\frac{-3}{2}} \\
& \leq \sqrt{T}+\sum_{t=\lfloor\sqrt{T}\rfloor+1}^{T} 2 \sqrt{\frac{4 \log T}{n_{t-1}\left(a_{t}\right)}}+\frac{2}{3} T^{\frac{-1}{2}}  \tag{2.46}\\
& \leq \sqrt{T}+\tilde{\mathcal{O}}(\sqrt{K \cdot T})+\frac{2}{3} T^{\frac{-1}{2}}  \tag{2.47}\\
& \leq \tilde{\mathcal{O}}(\sqrt{K \cdot T})
\end{align*}
\]
where (2.46) is from \(f\left(a^{*}\right)-f\left(a_{t}\right) \leq 1\) and (2.45, while 2.47) is from 2.44).
The algorithm hence admits regret bound \(\mathbb{E} R_{T}(U C B 1)=\tilde{\mathcal{O}}(\sqrt{K \cdot T})\).
This result matches the gap-independent (independent of the reward gap between an arm and the optimal arm) bound derived using other traditional methods in the UCB1 algorithm Auer et al., 2002, Bubeck and Cesa-Bianchi, 2012.

\subsection*{2.4.2 The UniformMesh algorithm in \([0,1]^{d}\)}

A modified version of the UniformMesh algorithm Kleinberg et al. 2008 can use the point scattering inequality for regret analysis. The idea of the UniformMesh algorithm is to finitely uniformly partition the space, and treat the problem as a finite arm problem.

Theorem 2.12 (The Regret of UniformMesh Algorithm). Algorithm 4 admits regret bound \(\mathbb{E} R_{T}(\) UniformMesh \()=\tilde{\mathcal{O}}\left(T^{\frac{d+1}{d+2}}\right)\).

\subsection*{2.4.3 The contextual UniformMesh in \([0,1]^{d}\)}

A modified version, the contextual UniformMesh algorithm [Slivkins, 2014], can also use the point scattering inequality for regret analysis. The idea of the contextual UniformMesh
```

Algorithm 4 Simple UniformMesh [Kleinberg et al., 2008]
Input: $\mathcal{P}_{0}$ as the whole space.
for $t=1,2, \ldots, T$ do
With respect to the partition $\mathcal{P}_{t-1}$ of the space $\mathcal{A}$, define/update $m_{t-1}$ and $n_{t-1}$. Play
$a_{t} \in \arg \max _{a \in \mathcal{A}}\left\{m_{t-1}(a)+\sqrt{\frac{4 \log t}{n_{t-1}(a)}}\right\}$. Ties are broken at random.
Make sure $D\left(p_{t-1}(a)\right) \leq 2 \sqrt{d} t^{-\frac{1}{d+2}}$ for all $a$ at any $t$. Only when this is violated, break
all hypercubes in $\mathcal{P}_{t-1}$ into $2^{d}$ identical (sub-)hypercubes with half its diameter. $\triangleright$ The
regions in the partitions are hypercubes, and the diameter of the regions are edge length.
Observe the reward $y_{t}$.

```
algorithm is also to finitely uniformly partition the space, and treat the problem as a finite problem.
```

Algorithm 5 Simple contextual UniformMesh [Slivkins, 2014
Input: $\mathcal{P}_{0}$ as the whole space.
for $t=1,2, \ldots, T$ do
Observe context $z_{t}$.
With respect to the partition $\mathcal{P}_{t-1}$ of the context-arm space $\mathcal{Z} \times \mathcal{A}$, define/update $m_{t-1}$
and $n_{t-1}$. Play $a_{t} \in \arg \max _{a \in \mathcal{A}}\left\{m_{t-1}\left(z_{t}, a\right)+\sqrt{\frac{4 \log t}{n_{t-1}\left(z_{t}, a\right)}}\right\}$. Ties are broken at random.
Make sure $D\left(p_{t-1}(z, a)\right) \leq 2 \sqrt{d} t^{-\frac{1}{d+2}}$ for all $(z, a)$ at any $t$. Only when this is violated,
break all hypercubes in $\mathcal{P}_{t-1}$ into $2^{d}$ identical (sub-)hypercubes with half its diameter. $\triangleright$
The regions in the partitions are hypercubes, and the diameter of the regions are edge
length.
6: $\quad$ Observe the reward $y_{t}$.

```

Theorem 2.13 (The Regret of Contextual UniformMesh Algorithm). Algorithm 5 admits contextual regret bound \(\mathbb{E} R_{T}^{c}(\) UniformMesh \()=\tilde{\mathcal{O}}\left(T^{\frac{d+1}{d+2}}\right)\).

Now we provide a proof for Theorem 2.12. The argument can be easily generalized to Theorem 2.13. To prove Theorem 2.12, we need the partition in UniformMesh Algorithm to conform to the following legal partition rule.

Definition 2.14 (Legal Partition Rule). For a sequence of arms \(\left\{a_{1}, a_{2}, \ldots, a_{t}\right\} \subset[0,1]^{d}\), a partition \(\mathcal{P}_{t}=\left\{P_{t}^{(1)}, P_{t}^{(2)}, \ldots, P_{t}^{\left(k_{t}\right)}\right\}\) of \([0,1]^{d}\) is said to conform to a legal partition rule if for all \(a \in[0,1]^{d}\), for any \(i=1, \cdots, t\) and for any \(P_{i} \in \mathcal{P}_{i}\),
\[
\begin{equation*}
D\left(P_{i}\right) \leq 2 \sqrt{d} \cdot i^{-\frac{1}{d+2}} \tag{2.48}
\end{equation*}
\]

The legal partition rule above satisfies assumption (3) in Theorem 2.3. The legal partition rule always holds if we conform to the following construction.

The Construction of Legal Partition: note that the initial \([0,1]^{d}\) is a hypercube. As shown below, we guarantee all partitions in \(\mathcal{P}_{i}\) at time \(i\) are hypercubes during the construction. With the increment of \(i\), the upper bound in legal partition rule (2.48) will decrease. Assume at some specific \(i(i<t),(2.48)\) is violated for some hypercube \(P_{i} \in \mathcal{P}_{i}\). Then our algorithm will enforce every hypercube in \(\mathcal{P}_{i}\) to further break into \(2^{d}\) smaller identical (sub-)hypercubes where the diameters of the new (child) hypercubes are one-half of the original (parent) hypercubes. These new hypercubes will compose up and become a new partition \(\mathcal{P}_{i}\). This is a nested partition that satisfies assumption (1) in Theorem 2.3. After breaking, (2.48) will again hold. The new partition will stay the same until (2.48) would be violated again after adding more arms into \([0,1]^{d}\). In that case, our algorithm will repeat the same process and construct further nested partitions.

We have the following property with the construction of legal partition.
Lemma 2.15. For the UniformMesh in \([0,1]^{d}\), the cardinality of partition \(\left|\mathcal{P}_{t}\right|\), based on the legal partition construction, has order \(\mathcal{O}\left(t^{\frac{d}{d+2}}\right)\).

Proof. Following the legal partition construction, assume at time \(t\), we have total \(r\) rounds of partitions where each hypercube breaks into equal \(2^{d}\) (sub-)hypercubes in each round. These \(2^{d}\) (sub-)hypercubes are identical with the same diameters and then become a new partition set \(\mathcal{P}_{t}\). Thus, we multiply the original partition cardinality by \(2^{d}\) after each round of partition. By the same reason, we have all the hypercubes with diameter \(\sqrt{d}\left(\frac{1}{2}\right)^{r}\) after \(r\) rounds of partitions.

In addition, having \(r\) rounds of partitions up to \(t\) means that the diameter of hypercubes after \((r-1)\) rounds, \(\sqrt{d}\left(\frac{1}{2}\right)^{r-1}\), must violate the legal partition rule 2.48 before reaching \(t\). It is equivalent to say,
\[
\begin{equation*}
\sqrt{d}\left(\frac{1}{2}\right)^{r-1}>2 \sqrt{d} \cdot \tau^{-\frac{1}{d+2}} \geq 2 \sqrt{d} \cdot t^{-\frac{1}{d+2}} \tag{2.49}
\end{equation*}
\]
for some \(\tau \leq t\). Thus,
\[
\begin{align*}
& 2^{-(r-1)}>2 t^{-\frac{1}{d+2}} \\
& 2^{-r}>t^{-\frac{1}{d+2}} \\
& 2^{r}<t^{\frac{1}{d+2}} \tag{2.50}
\end{align*}
\]

Recall that the partition cardinality is multiplied by \(2^{d}\) after each round of partition. At \(t\),
with total \(r\) rounds of partitions happened, \(\left|\mathcal{P}_{t}\right|=\left(2^{d}\right)^{r}\). From 2.50, this implies
\[
\begin{equation*}
\left|\mathcal{P}_{t}\right|=\left(2^{d}\right)^{r}<t^{\frac{d}{d+2}} \tag{2.51}
\end{equation*}
\]

It is worth noting that the coefficient \(\sqrt{d}\) in legal partition cancels out the dimension dependent coefficient in the arm space \([0,1]^{d}\).

The above result satisfies assumption (2) in Theorem 2.3. Now we can complete the proof of Theorem 2.12.

Proof of Theorem 2.12. From the point scattering inequality in 2.22 and Lemma 2.15, with \(\alpha=\frac{1}{2}\),
\[
\begin{equation*}
\sum_{t=1}^{T} \sqrt{\frac{1}{n_{t-1}\left(a_{t}\right)}} \leq \frac{1}{1-\frac{1}{2}}\left|\mathcal{P}_{T}\right|^{\frac{1}{2}} \cdot T^{\frac{1}{2}}=\mathcal{O}\left(T^{\frac{d}{d+2}} \cdot T^{\frac{1}{2}}\right)=\mathcal{O}\left(T^{\frac{d+1}{d+2}}\right) \tag{2.52}
\end{equation*}
\]

We split the sum of the regret,
\[
\sum_{t=1}^{T}\left(f\left(a^{*}\right)-f\left(a_{t}\right)\right)=\sum_{t=1}^{\lfloor\sqrt{T}\rfloor}\left(f\left(a^{*}\right)-f\left(a_{t}\right)\right)+\sum_{\lfloor\sqrt{T}\rfloor+1}^{T}\left(f\left(a^{*}\right)-f\left(a_{t}\right)\right) .
\]

From the non-contextual version of Proposition 2.8. we know with probability at least \(1-\frac{2}{3} T^{\frac{-3}{2}}\),
\[
\begin{equation*}
f\left(a^{*}\right)-f\left(a_{t}\right) \leq\left[2 \sqrt{\frac{4 \log t}{n_{t-1}\left(a_{t}\right)}}+2 L \cdot D\left(p_{t-1}\left(a_{t}\right)\right)\right] \tag{2.53}
\end{equation*}
\]
hold simultaneously for all \(t=\lfloor\sqrt{T}\rfloor+1, \cdots, T\). This is a result of taking a union bound at \(a_{t}\) and \(a^{*}\), and then over \(t=\lfloor\sqrt{T}\rfloor+1, \cdots, T\). Let \(E\) be the event where
\[
\begin{aligned}
& E:=\left\{f\left(a^{*}\right)-f\left(a_{t}\right) \leq B_{t}, \text { for all } t=\lfloor\sqrt{T}\rfloor+1, \cdots, T\right\}, \\
& B_{t}:=\left[2 \sqrt{\frac{4 \log t}{n_{t-1}\left(a_{t}\right)}}+2 L \cdot D\left(p_{t-1}\left(a_{t}\right)\right)\right] .
\end{aligned}
\]

Denote by \(E^{c}\) the complement of \(E\). In the following, we use \(R_{T}\) to represent \(R_{T}\) (UniformMesh).

By the law of total expectation, we get
\[
\begin{align*}
& \mathbb{E}\left[R_{T}\right]=\mathbb{E}\left[R_{T} \mid E\right] \mathcal{P}(E)+\mathbb{E}\left[R_{T} \mid E^{c}\right](1-\mathcal{P}(E)) \\
& \leq \mathbb{E}\left[\sum_{t=1}^{\lfloor\sqrt{T}\rfloor} f\left(a^{*}\right)-f\left(a_{t}\right) \mid E\right]+\mathbb{E}\left[\sum_{t=\lfloor\sqrt{T}\rfloor+1}^{T} f\left(a^{*}\right)-f\left(a_{t}\right) \mid E\right]+T \cdot \frac{2}{3} \cdot T^{\frac{-3}{2}} \\
& \leq \sqrt{T}+\sum_{t=\lfloor\sqrt{T}\rfloor+1}^{T}\left[2 \sqrt{\frac{4 \log t}{n_{t-1}\left(a_{t}\right)}}+2 L \cdot D\left(p_{t-1}\left(a_{t}\right)\right)\right]+\frac{2}{3} T^{\frac{-1}{2}}  \tag{2.54}\\
& \leq \sqrt{T}+4 \sqrt{\log T} \sum_{t=1}^{T} \sqrt{\frac{1}{n_{t-1}\left(a_{t}\right)}}+2 L \sum_{t=\lfloor\sqrt{T}\rfloor+1}^{T} 2 \sqrt{d} t^{-\frac{1}{d+2}}+\frac{2}{3} T^{\frac{-1}{2}}  \tag{2.55}\\
& \leq \sqrt{T}+4 \sqrt{\log T} \cdot \mathcal{O}\left(T^{\frac{d+1}{d+2}}\right)+4 L \sqrt{d} \cdot \Theta\left(T^{\frac{d+1}{d+2}}\right)+\frac{2}{3} T^{\frac{-1}{2}}  \tag{2.56}\\
& \leq \tilde{\mathcal{O}}\left(T^{\frac{d+1}{d+2}}\right) \tag{2.57}
\end{align*}
\]
where (2.54) is from (2.53), and (2.55) is from the legal partition rule in (2.48). (2.56) above is from \((2.52)\), which is from the point scattering inequality. We hence complete the proof.

Note that in our simplified version, we assume the reward is properly scaled so that \(C=1\), and the term \(D\left(p_{t-1}(a)\right)\) takes the same value for all \(a \in \mathcal{A}\) and all \(t=1,2, \cdots, T\) for the UniformMesh algorithm. This recovers the form of UCB strategy in Algorithm 4. The proof of Theorem 2.13 trivially extends from the proof of Theorem 2.12 .

\subsection*{2.5 Empirical Study \({ }^{2}\)}

Since the TreeUCB algorithm imposes only mild constraints on tree formation, we use greedy decision tree training to fit the reward function, instead of controlling only the region diameters and the partition cardinality. For the experiments in this section, we use the greedy decision tree training rule: at each split, we find the split that maximizes the reduction in the Mean Absolute Error (MAE) (1.4), and we stop growing the tree once the maximal possible reduction is below a certain threshold \(\eta\). We state a more detailed description of the tree fitting below.

\footnotetext{
\({ }^{2}\) The author acknowledges Tianyu Wang since he is the main contributor to the corresponding experiments in this joint work by accessing powerful computing resources.
}

\subsection*{2.5.1 Tree Fitting Rule in Experiments}

One nice property of Algorithm 1 is that it only imposes loose rules on the partition formation. Therefore we can use a greedy criterion for constructing regression trees to construct the partition. Leaves in a regression tree form a partition of the space. At the same time, a regression tree is designed to fit the underlying function. This property tends to result in an adaptive partition where the underlying function values within each region are relatively close to each other. In the experiments here, we use the Mean Absolute Error (MAE) reduction criterion |Breiman et al., 1984] to adaptively construct a regression tree. More specifically, a node \(\boldsymbol{N}\) containing a sequence of data samples \(\left\{\left(a_{1}, y\left(a_{1}\right)\right),\left(a_{2}, y\left(a_{2}\right)\right), \ldots,\left(a_{n}, y\left(a_{n}\right)\right)\right\}\) is split along a feature (can be randomly selected for scalability) into \(\boldsymbol{N}_{1}\) and \(\boldsymbol{N}_{2}\) (where \(\boldsymbol{N}_{1} \cup \boldsymbol{N}_{2}=\boldsymbol{N}\) and \(\boldsymbol{N}_{1} \cap \boldsymbol{N}_{2}=\phi\) ) such that the following reduction in \(M A E\) is maximized:
\[
\begin{equation*}
M A E(\boldsymbol{N})-\left(\frac{\left|\boldsymbol{N}_{1}\right|}{|\boldsymbol{N}|} M A E\left(\boldsymbol{N}_{1}\right)+\frac{\left|\boldsymbol{N}_{2}\right|}{|\boldsymbol{N}|} M A E\left(\boldsymbol{N}_{2}\right)\right) \tag{2.58}
\end{equation*}
\]
where \(\operatorname{MAE}(\boldsymbol{N})=\frac{1}{|\boldsymbol{N}|} \sum_{a_{i} \in \boldsymbol{N}}\left|y\left(a_{i}\right)-\hat{y}(\boldsymbol{N})\right|\) and \(\hat{y}(\boldsymbol{N})=\frac{1}{|\boldsymbol{N}|} \sum_{a_{i} \in \boldsymbol{N}} y\left(a_{i}\right)\). The nodes are recursively split until the maximal possible reduction in \(M A E\) is smaller than \(\eta\). The leaves are then used to form a partition. Each region is again associated with a corrected mean and corrected count. Using regression trees, we develop the TreeUCB algorithm (TUCB), and the Contextual TreeUCB algorithm (CTUCB), as summarized in Algorithms 1 and 2 , The code is provided on request, and can also be implemented via the scikit-learn package Pedregosa et al., 2011.

\subsection*{2.5.2 Synthetic Data}

Here we compare the performance of our TUCB against the HOO algorithm and the Zooming Bandit Algorithm Bubeck et al., 2011, Kleinberg et al., 2008. We also compare the performance of CTUCB against the Contextual Zooming Bandit Algorithm and the CCKL-UCB algorithm |Slivkins, 2014, Magureanu et al., 2014]. We set the tree fitting rule \(L=1\) and \(C=1\) for TUCB (CTUCB). We use the Himmelblau function and the Goldstein function as test functions. These two functions are frequently used in the study of optimization. The test functions are two-dimensional. In the experiments for contextual algorithms: (1) we use one input dimension of the test function as the context, and this dimension is randomly sampled at each round; (2) we let the algorithm choose a point (an arm) from the other dimension.

Let us look at the following details. The (negated) Himmelblau function used for the
synthetic experiment in Figure 9 is
\[
f\left(x_{1}, x_{2}\right)=-\left[\left(x_{1}^{2}+x_{2}-11\right)^{2}+\left(x_{1}+x_{2}^{2}-7\right)^{2}\right]
\]
where \(x_{1}, x_{2} \in[-5,5]\).
The (negated) Goldstein function used for the synthetic experiment in Figure 9 is
\[
\begin{aligned}
f\left(x_{1}, x_{2}\right) & =-\left[1+\left(x_{1}+x_{2}+1\right)^{2}\left(19-14 x_{1}+3 x_{1}^{2}-14 x_{2}+6 x_{1} x_{2}+3 x_{2}^{2}\right)\right] \\
& \times\left[30+\left(2 x_{1}-3 x_{2}\right)^{2}\left(18-32 x_{1}+12 x_{1}^{2}+48 x_{2}-36 x_{1} x_{2}+27 x_{2}^{2}\right)\right]
\end{aligned}
\]
where \(x_{1}, x_{2} \in[-2,2]\).
Note that we rescale the domains of the above functions to \([-0.5,0.5]^{2}\), and rescale their ranges to within \([0,1]\) in our experiments. For the competing algorithms, the coefficients for the exploration term are all 1 (default for Zooming, Contextual Zooming, and HOO's concent). In particular for HOO, we set \(v_{1}=0.1, \rho=0.1\) (see Algorithm 1 in Bubeck et al., 2011 for details about their \(v\) and \(\rho\) in HOO's setting).

As shown in Figure 9, TreeUCB and CTUCB outperform the benchmark algorithms on synthetic data. The performance gain is from the fact TreeUCB is adaptively learning the partition, instead of only controlling the partition with strict rules. In this experiment, we implemented an incremental tree to enforce the nested partitions.

\subsection*{2.5.3 Neural Network Tuning}

One application of stochastic bandit algorithms is zeroth order optimization. Here we consider deep convolutional neural network model on three classical datasets MNIST, SVHN, and CIFAR-10 as introduced in Example 1.5, 1.7 |LeCun, 1999, Netzer et al., 2011, Krizhevsky and Hinton, 2009. We apply TUCB to tuning neural networks. In this setting, we treat the hyperparameter configurations (e.g. learning rate and network architecture as covered in chapter 1) as the arms of the bandit, and use validation accuracy as a reward. The task is to select a hyperparameter configuration and train the network to observe the validation accuracies as rewards and locate the best hyperparameter configuration rapidly. This experiment shows that TUCB can compete with the state-of-the-art methods such as Spearmint, SMAC, Tree Parzen Estimator (TPE), and Harmonica on such hard real-world tasks Snoek et al., 2012, Hutter et al., 2011, Bergstra et al., 2011, Hazan et al., 2017. The \(x\)-axis in the left most subplot of Figure 10 is time, which proves TreeUCB's scalability when implemented using scikit-learn. The details of the neural network model architecture and the hyperparameter configuration for each model are covered in section 2.7 .


Figure 9: Upper Left: Himmelblau for the non-contextual task. Upper Right: Goldstein for the non-contextual task. Lower Left: Himmelblau for the contextual task. Lower Right: Goldstein for the contextual task. All methods use 1 as exploration parameter. (C)TUCB \({ }_{1}\), \((\mathrm{C}) \mathrm{TUCB}_{2},(\mathrm{C}) \mathrm{TUCB}_{3}\) corresponds to TUCB (CTUCB) with \(\eta=0.02, \eta=0.01, \eta=0.005\) correspondingly ( \(\eta\) as discussed at the beginning of this section).

\subsection*{2.6 Conclusion}

We propose the TreeUCB and the Contextual TreeUCB frameworks that use decision trees (regression trees) to flexibly partition the arm space and the context-arm space as an Upper Confidence Bound strategy is played across the partition regions. This regret analysis via the point scattering inequalities can provide a unified analysis framework for multiply known algorithms such as UCB1 and UniformMesh Algorithms. We also provide implementations using decision trees that learn the partition. Empirical studies show that TUCB and CTUCB can empirically outperform HOO, Zooming bandit, and CCKL-UCB. Also, TUCB is competitive with state-of-the-art hyperparameter optimization methods in hard tasks like neural network
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Figure 10: For MNIST, each plot is averaged over 10 runs. For SVHN and CIFAR-10, each plot is averaged over 5 runs. The implementation of TUCB here uses sci-kit-learn package. In the left-most subplot, \(x\)-axis is time (in seconds). This shows TUCB's scalability, since TUCB's curve goes up the fastest.
tuning and could save substantial computing resources. This suggests that, in addition to random search and Bayesian optimization methods, more bandit algorithms should be considered as benchmarks for difficult real-world problems such as neural network-tuning.

\subsection*{2.7 Supplementary}

In this section, we present the architecture of the neural network model and the corresponding hyperparameter configuration details for the experiment in neural network tuning. Following the tree fitting rule in the experiment, we use \(C=0.1, L=0.01\) and \(\eta=0.001\) for TreeUCB. Since the parameter choices are first discretized, we use the following way to compute "diameter" of a leaf region in TreeUCB: for a leaf region \(l\), we count how many points in the discretized parameter space \(l\) covers, and use the ratio of this count over a total number of discretized grids as the diameter for \(l\). All other algorithms use their default setting.

\section*{MLP for MNIST}

The architecture and the hyperparameters for the simple Multi-Layer Perceptron (MLP) are: in the feed-forward direction, there are the input layer, the fully connected hidden layer with dropout ensemble, and then the output layer. The hyperparameter search space is number of hidden neurons (range \([10,784])\), learning rate \(([0.0001,4)\) ), dropout rate \(([0.1,0.9))\), batch
size \(([10,500])\), number of iterations \(([30,243])\). The settings are for Figure 10a.

\section*{AlexNet CNN for SVHN}

The architecture of this CNN and the corresponding hyperparameters are summarized in Tables 1 and 2 below. The settings are for Figure 10b.
\begin{tabular}{ccc} 
Layer & Hyperparameters & values \\
\hline \hline \multirow{2}{*}{ Conv1 } & conv1-kernel-size & \(*\) \\
& conv1-number-of-channels & 200 \\
& conv1-stride-size & \((1,1)\) \\
& conv1-padding & "same" \\
\hline \multirow{3}{*}{ MaxPooling1 } & pooling1-size & \((3,3)\) \\
& pooling1-stride & \((1,1)\) \\
& pooling1-padding & "same" \\
\hline \multirow{3}{*}{ Conv2 } & conv2-kernel-size & \(*\) \\
& conv2-number-of-channels & 200 \\
& conv2-stride-size & \((1,1)\) \\
& conv2-padding & "same" \\
\hline \multirow{3}{*}{ MaxPooling2 } & pooling2-size & \((3,3)\) \\
& pooling2-stride & \((2,2)\) \\
& pooling2-padding & "same" \\
\hline \multirow{3}{*}{ Conv3 } & conv3-kernel-size & \((3,3)\) \\
& conv3-number-of-channels & 200 \\
& conv3-stride-size & \((1,1)\) \\
& conv3-padding & "same" \\
\hline \multirow{2}{*}{ AvgPooling3 } & pooling3-size & \((3,3)\) \\
& pooling3-stride & \((1,1)\) \\
& pooling3-padding & "same" \\
\hline \multirow{2}{*}{ Dense } & batch-normalization & default \\
& number-of-hidden-units & 512 \\
& dropout-rate & 0.5 \\
\hline
\end{tabular}

Table 1: CNN architecture for SVHN experiments. A value with * means that this parameter is tuned, and the batch-normalization layer uses all Tensorflow's default setting.

\section*{AlexNet CNN for CIFAR-10}

The architecture of this AlexNet-type CNN Krizhevsky et al. 2012] and the corresponding hyperparameters are summarized in Table 3 and 4 below. The settings are for Figure 10c.
\begin{tabular}{cc} 
Hyperparameters & Range \\
\hline \hline conv1-kernel-size & \(\{1,2, \cdots, 7\}\) \\
\hline conv2-kernel-size & \(\{1,2, \cdots, 7\}\) \\
\hline\(\beta_{1}\) & \(\{0,0.05, \cdots, 1\}\) \\
\hline\(\beta_{2}\) & \(\{0,0.05, \cdots, 1 \mid\) \\
\hline learning-rate & \(1 \mathrm{e}-6\) to 5 \\
\hline training-iteration & \(\{300,400, \cdots, 1500\}\) \\
\hline
\end{tabular}

Table 2: Hyperparameter search space for the SVHN experiments. \(\beta_{1}\) and \(\beta_{2}\) are parameters for the Adam optimizer [Kingma and Ba, 2014]. The learning rate is discretized in the following way: from \(1 \mathrm{e}-6\) to 1.08 , we log-space the learning rate into 50 points, and from 1.08 to 5 , we linear-space the learning rate into 49 points.
\begin{tabular}{ccc} 
Layer & Hyperparameters & values \\
\hline \hline \multirow{3}{*}{ Conv1 } & conv1-kernel-size & \(*\) \\
& conv1-no.-of-channels & 200 \\
& conv1-stride-size & \((1,1)\) \\
& conv1-padding & "same" \\
\hline \multirow{3}{*}{ MaxPooling1 } & pooling1-size & \(*\) \\
& pooling1-stride & \((1,1)\) \\
& pooling1-padding & "same" \\
\hline \multirow{3}{*}{ Conv2 } & conv2-kernel-size & \(*\) \\
& conv2-no.-of-channels & 200 \\
& conv2-stride-size & \((1,1)\) \\
& conv2-padding & "same" \\
\hline \multirow{3}{*}{ MaxPooling2 } & pooling2-size & \(*\) \\
& pooling2-stride & \((2,2)\) \\
& pooling2-padding & "same" \\
\hline \multirow{3}{*}{ Conv3 } & conv3-kernel-size & \(*\) \\
& conv3-no.-of-channels & 200 \\
& conv3-stride-size & \((1,1)\) \\
& conv3-padding & "same" \\
\hline \multirow{2}{*}{ AvgPooling3 } & pooling3-size & \(*\) \\
& pooling3-stride & \((1,1)\) \\
& pooling3-padding & "same" \\
\hline \multirow{3}{*}{ Dense } & batch-normalization & default \\
& no.-of-hidden-units & 512 \\
& dropout-rate & 0.5 \\
\hline
\end{tabular}

Table 3: CNN architecture for CIFAR-10. A value with * means that this parameter is tuned, and the batch-normalization layer uses all Tensorflow's default setting.
\begin{tabular}{cc} 
Hyperparameters & Range \\
\hline \hline conv1-kernel-size & \(\{1,2, \cdots, 7\}\) \\
\hline conv2-kernel-size & \(\{1,2, \cdots, 7\}\) \\
\hline conv3-kernel-size & \(\{1,2,3\}\) \\
\hline pooling1-size & \(\{1,2,3\}\) \\
\hline pooling2-size & \(\{1,2,3\}\) \\
\hline pooling3-size & \(\{1,2, \cdots, 6\}\) \\
\hline\(\beta_{1} \& \beta_{2}\) & \(\{0,0.05, \cdots, 1\}\) \\
\hline learning-rate & \(1 \mathrm{e}-6\) to 5 \\
\hline learning-rate-redeuction & \(\{1,2,3\}\) \\
\hline training-iteration & \(\{200,400, \cdots, 3000\}\) \\
\hline
\end{tabular}

Table 4: Hyperparameter search space for the CIFAR-10 experiments. \(\beta_{1}\) and \(\beta_{2}\) are parameters for the Adam optimizer. The learning rate is discretized in the following way: from 1e-6 to 1.08 , we log-space the learning rate into 50 points, and from 1.08 to 5 , we linear-space the learning rate into 49 points. The learning-rate-reduction parameter is how many times the learning rate is going to be reduced by a factor of 10 . For example, if the total training iteration is 200 , the learning-rate is \(1 \mathrm{e}-6\), and the learning-rate-reduction is 1 , then for the first 100 iteration the learning rate is \(1 \mathrm{e}-6\), and the for last 100 iterations the learning rate is \(1 \mathrm{e}-7\).

\section*{3 The Analysis of Performance Measure in Q Learning 3}

Compared to model-based Reinforcement Learning (RL) approaches, model-free RL algorithms, such as \(Q\)-learning, require less space and are more expressive since specifying value functions or policies is more flexible than specifying the model for the environment. This makes model-free algorithms more prevalent in modern deep RL. However, model-based methods can more efficiently extract the information from available data than the model-free approaches. UCB bandit can improve the exploration bonuses and hence increase the data efficiency in the \(Q\)-learning framework. The cumulative regret of \(Q\)-learning algorithm with Upper Confidence Bound (UCB) exploration policy in the episodic Markov Decision Process (MDP) has been recently explored in the underlying environment of finite time horizon and finite state-action space Jin et al. 2018. In this chapter, we study the regret bound of the \(Q\)-learning algorithm with UCB exploration in the scenario of compact state-action metric space. We present an algorithm that adaptively discretizes the continuous state-action space and iteratively updates \(Q\)-values. The algorithm is able to efficiently optimize rewards and minimize the cumulative regret. We provide a rigorous analysis of bounding the regret with concentration of measure analysis and combinatorial approaches. This is the first result of this kind to the best of our knowledge.

\subsection*{3.1 Preliminaries}

\subsection*{3.1.1 Markov Decision Process}

Markov Decision Process (MDP) is a discrete-time sequential decision-making problem. In MDP, there is a finite set of states \(\mathcal{S}\) and a finite set of actions \(\mathcal{A}\). At time step \(t\), the agent is at some state \(s \in \mathcal{S}\), and it takes some action \(a \in \mathcal{A}\). By the state transition probability function \(\mathcal{P}\), the agent moves to some new state \(s^{\prime} \in \mathcal{S}\) at time \(t+1\) where \(s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)\). The agent will then receive some immediate reward \(r\left(s^{\prime}, a\right)\), the reward after transitioning to state \(s^{\prime}\), due to action \(a\). In MDP, for the certain pair \((s, a)\), the state transition process satisfies the Markov property. That means the process is conditionally independent of all of the past states and actions. For example, if there exists only one action in each state (fixed transition probability in each state) and all the rewards are zeros, then MDP reduces to Markov Chain.

As introduced in chapter 1 , policy \(\pi\) is a map from state to action \((\pi: \mathcal{S} \rightarrow \mathcal{A})\). If the environment has finite time steps, then we call it a finite time horizon. Otherwise, the environment is an infinite time horizon. The core problem in MDP is to find an optimal policy that can maximize the cumulative function of random rewards over finite/infinite time

\footnotetext{
\({ }^{3}\) A small portion of this chapter is based on the collaboration with Debsoumya Chakraborti. The author is grateful to Tianyu Wang for his comments and insights.
}
horizon. The typical cumulative function of random reward in the finite time horizon is a sum of rewards. For example, for specific policy \(\pi\) at with finite time horizon \(H\), it is
\[
\mathbb{E}_{s_{t+1} \sim \mathcal{P}\left(\cdot \mid s_{t}, \pi\left(s_{t}\right)\right)}\left[\sum_{t=0}^{H} r\left(s_{t+1}, \pi\left(s_{t}\right)\right)\right] .
\]

In chapter 1, we mentioned the discount factor for the infinite time horizon scenario without details. The discount factor is in favor of earlier actions. The typical cumulative function in infinite time horizon is a discounted sum of rewards. For example, for policy \(\pi\), it is
\[
\mathbb{E}_{s_{t+1} \sim \mathcal{P}\left(\cdot \mid s_{t}, \pi\left(s_{t}\right)\right)}\left[\sum_{t=0}^{\infty} \gamma^{t} \cdot r\left(s_{t+1}, \pi\left(s_{t}\right)\right)\right]
\]
where \(\gamma\) is the discount factor \(0<\gamma<1\).
MDP contains two important functions: the reward function \(r\) and state transition function \(\mathcal{P}\). If we know both functions, that is, we can predict which reward will be received and which states will be in the next transition, then MDP can be solved by Dynamic Programming (DP). DP requires the full description of MDP, with known transition probabilities and reward functions.

\subsection*{3.1.2 Model-based and Model-free Reinforcement Learning}

However, for most cases, reward function \(r\) and state transition function \(\mathcal{P}\) are not precisely known. The purpose of RL is to solve MDP when the reward and transition functions are unknown.

One approach in RL is to learn a model of how the environment works from its observation and then find a solution using that model. For example, with a new state-action pair and the observation of the corresponding reward, we can update the estimate of \(r\) and \(\mathcal{P}\). With the simulation of different actions in many states, we can have a learned transition function and learned reward function with high confidence. If we adequately model the environment, then we can use the learned model to find policy. This approach is called model-based RL. However, model-based RL requires too many trials to learn a particular task independent of the choice of policy iteration or value iteration. Thus, model-based RL methods are often largely inapplicable to large-scale systems. On the other hand, we do not need to learn a model but can directly find a policy. For example, \(Q\)-learning algorithm is one approach that learns MDP and solves it to find the optimal policy at the same time. \(Q\)-learning directly estimates the optimal \(Q\)-values for each action in each state, and the policy could be derived by choosing the action with the highest \(Q\)-value in the given state. Since we do not learn a
model of the environment, we call it model-free RL. The core idea of \(Q\)-learning is to balance the exploration and exploitation trade-off: trying random actions to explore the underlying MDP, meanwhile following the so-far optimal policy to maximize the long-term reward.

\subsection*{3.2 Introduction}

Reinforcement Learning (RL), as a learning problem to maximize the numerical reward, learns how to map situations to actions in unknown underlying system dynamics Sutton and Barto, 1998. While model-based RL can approach high-quality and effective decisions, the stability issue about scaling up to the approximate setting with high-dimensional state and action spaces has been demonstrated Asadi et al. 2018, Arulkumaran et al., 2017]. Besides, due to the assumption of the model, model-based RL suffers from model bias especially when the samples are few and informative prior knowledge is limited Schaal, 1997, Schneider, 1997, Deisenroth and Rasmussen, 2011. On the contrary, model-free RL algorithms can directly update the value and policy functions without any assumption on the model environment Sutton and Barto, 1998. As the most classical model-free RL algorithm, \(Q\)-learning was introduced by Watkins in his Ph.D. dissertation. Watkins designs the action-reply MDP algorithm, which achieves the convergence to optimal \(Q\) function with finite state and action space setting Watkins, 1989, Watkins and Dayan, 1992. This approach is considered as a simpler way of learning optimality in a controlled Markov domain. From the classical \(Q\)-learning algorithm to modern DQN Mnih et al. 2013, A3C Mnih et al. 2016, and TRPO Schulman et al., 2015, most state-of-the-art RL are in the model-free approach. Model-free RL algorithms require less space and are more expressive since specifying value functions or policies are more flexible compared to specifying the model of the environment. The advantages of model-free methods underly its success in deep RL applications Jin et al., 2018.

However, model-based methods are generally more promising to efficiently extract the information from available data than the model-free approaches such as \(Q\)-learning Deisenroth and Rasmussen, 2011, Schulman et al., 2015. The requirement of data efficiency in model-free RL is hence increasing. The key to achieve good data efficiency generally lies in the trade-off between exploration and exploitation. Using bandit to explore the uncertain environment while maximizing the reward has been imported to obtain optimal data efficiency Agrawal and Jia, 2017, Azar et al., 2017, Jin et al., 2018. However, \(Q\)-learning with a common \(\epsilon\)-greedy exploration strategy takes exponentially many episodes to learn, which is very inefficient Jin et al., 2018. Upper Confidence Bound (UCB) algorithm, as a multi-armed bandit algorithm, assigns exploration bonuses in many stochastic settings Kleinberg et al., 2008, Bubeck et al., 2011, Auer and Ortner, 2010. UCB exploration policy is hence considered as a tool for
improving the exploration bonuses in \(Q\)-learning Jin et al. 2018]. This approach can improve data efficiency while leveraging the advantages of model-free methods. However, \(Q\)-learning algorithm with UCB exploration is restricted to the environment of finite state and action space Watkins, 1989, Strehl et al., 2006, Jin et al., 2018.

Due to the natural settings of RL applications, RL over underlying MDP with the environment of continuous state and action space has substantially been an intractable and challenging problem Szepesvari and Smart, 2004, Tsitsiklis and van Roy, 1996. For example, most robotic applications of RL require continuous state spaces defined utilizing continuous variables such as position, velocity, and torque, etc. Although \(Q\)-learning is commonly applied to problems with discrete states and actions, it has been extended to continuous space under different scenarios Gaskett et al., 1999, Irpan, 2015. This motivates us to extend the state-of-the-art \(Q\)-learning algorithm equipped with UCB exploration policy to continuous state-action space environment. In modern RL, the algorithm that can leverage the advantages of model-free methods and data efficiency in the continuous state-action space is demanding.

Our contributions are: 1) Develop a state-of-the-art \(Q\)-learning algorithm with UCB exploration policy to compact state and action metric space and 2) Achieve a tight bound for the cumulative regret for the underlying algorithm using the covering dimension techniques. We provide a rigorous analysis of bounding the regret with concentration of measure analysis and combinatorial approaches. For bounding the cumulative regret (performance measure), covering dimension on the regret bound has been suggested Kleinberg et al., 2008, Bubeck et al., 2011, Slivkins, 2014. This is the first analysis of this kind to the best of our knowledge.

\subsection*{3.3 Notations and Settings}

\subsection*{3.3.1 \(\quad Q\)-Learning}

In this chapter, we attack the \(Q\)-learning data efficiency problem in the setting of the episodic MDP formalism. In this setting, an episode consists of a run of MDP dynamics for \(H\) steps, where the agent aims to maximize total reward over multiple episodes. This setup follows from Jin et al., 2018. We consider a setting of episodic MDP \((\mathcal{S}, \mathcal{A}, H, \mathcal{P}, r)\), where state space is a compact metric space \(\left(\mathcal{S}, d_{\mathcal{S}}\right)\), and action space is also a compact metric space \(\left(\mathcal{A}, d_{\mathcal{A}}\right) . \mathcal{S} \times \mathcal{A}\) is a product compact metric space with metric \(d_{\mathcal{S} \times \mathcal{A}} . H\) is the number of steps in each episode. \(\mathcal{P}\) is the state transition function where the transitional probability from the current state-action pair in \(\mathcal{S} \times \mathcal{A}\) to the next state is \(x^{\prime} \sim \mathcal{P}(\cdot \mid x, a)\). The reward function at step \(h \in[H]\), is \(r_{h}: \mathcal{S} \times \mathcal{A} \rightarrow[0,1]\). Since we discuss the finite time horizon \(Q\)-learning here, there is no discount factor included in the value function.

Let the policy function be \(\pi: \mathcal{S} \rightarrow \mathcal{A}\). We denote by \(V_{h}^{\pi}: \mathcal{S} \rightarrow \mathbb{R}\) the value function at
step \(h\) under policy \(\pi\). \(V_{h}^{\pi}\) stands for the expected sum of remaining rewards collected from \(x_{h}=x\) to the end of episode given by policy \(\pi\). Mathematically,
\[
V_{h}^{\pi}(x):=\mathbb{E}\left[\sum_{h^{\prime}=h}^{H} r_{h^{\prime}}\left(x_{h^{\prime}}, \pi_{h^{\prime}}\left(x_{h^{\prime}}\right)\right) \mid x_{h}=x\right] .
\]

Accordingly, we can define \(Q_{h}^{\pi}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}\) as the \(Q\)-value function at step \(h\) under policy \(\pi\). This gives the expected sum of the remaining rewards starting from \(x_{h}=x, a_{h}=a\) to the end of episode. Mathematically,
\[
Q_{h}^{\pi}(x, a):=r_{h}(x, a)+\mathbb{E}\left[\sum_{h^{\prime}=h+1}^{H} r_{h^{\prime}}\left(x_{h^{\prime}}, \pi_{h^{\prime}}\left(x_{h^{\prime}}\right)\right) \mid x_{h}=x, a_{h}=a\right] .
\]

For simplicity, we define the expected future value
\[
\mathcal{P}_{h} V_{h}(x, a):=\mathbb{E}_{x^{\prime} \sim P(\cdot \mid x, a)} V_{h+1}\left(x^{\prime}\right)
\]

The empirical counterpart of episode \(k\), say \(x_{h+1}^{k}\) the next observed state from \((x, a)\), is
\[
\begin{equation*}
\hat{\mathcal{P}}_{h}^{k} V_{h}(x, a):=V_{h+1}\left(x_{h+1}^{k}\right) . \tag{3.1}
\end{equation*}
\]

The above notations follow from Jin et al. 2018. Define the optimal policy \(\pi^{*}\) by the optimal value \(V_{h}^{*}(x)=\sup _{\pi} V_{h}^{\pi}(x)\). Now recall from chapter 1 , Bellman equation for any (deterministic) policy \(\pi\) is
\[
\left\{\begin{array}{l}
V_{h}^{\pi}(x)=Q_{h}^{\pi}(x, \pi(x)) \\
Q_{h}^{\pi}(x, a)=r_{h}(x, a)+\mathcal{P}_{h} V_{h}^{\pi}(x, a)
\end{array}\right.
\]

In addition, \(V^{*}\) and \(Q^{*}\) are the value and \(Q\)-value functions associated with the optimal policy:
\[
\left\{\begin{array}{l}
V_{h}^{*}(x)=\sup _{a \in \mathcal{A}} Q_{h}^{*}(x, a)  \tag{3.2}\\
Q_{h}^{*}(x, a)=r_{h}(x, a)+\mathcal{P}_{h} V_{h}^{*}(x, a)
\end{array}\right.
\]

\subsection*{3.3.2 Lipschitz Assumption}

In this work, we assume \(V^{*}\) is Lipschitz continuous with Lipschitz constant \(D\). Assume the next step from the current state-action pair is Lipschitz continuous. That is, let \(x_{h+1}\) be the next step from \(\left(x_{h}, a_{h}\right)\) and \(y_{h+1}\) is the next step from \(\left(y_{h}, b_{h}\right)\). Then \(d_{\mathcal{S}}\left(x_{h+1}, y_{h+1}\right) \leq\)
\(M \cdot d_{\mathcal{S} \times \mathcal{A}}\left(\left(x_{h}, a_{h}\right),\left(y_{h}, b_{h}\right)\right)\) with probability 1 . This implies that \(\hat{\mathcal{P}} V^{*}\) is also Lipschitz continuous:
\[
\begin{align*}
\left\|\hat{\mathcal{P}}_{h} V_{h}^{*}\left(x_{h}, a_{h}\right)-\hat{\mathcal{P}_{h}} V_{h}^{*}\left(y_{h}, b_{h}\right)\right\| & =\left\|V_{h+1}^{*}\left(x_{h+1}\right)-V_{h+1}^{*}\left(y_{h+1}\right)\right\| \\
& \leq D \cdot d_{\mathcal{S}}\left(x_{h+1}, y_{h+1}\right) \leq D \cdot M \cdot d_{\mathcal{S} \times \mathcal{A}}\left(\left(x_{h}, a_{h}\right),\left(y_{h}, b_{h}\right)\right) \\
& =L \cdot d_{\mathcal{S} \times \mathcal{A}}\left(\left(x_{h}, a_{h}\right),\left(y_{h}, b_{h}\right)\right) \tag{3.3}
\end{align*}
\]
for \(L=D \cdot M\). The Lipschitz constant is \(L\) for \(\hat{\mathcal{P}} V^{*}\).

\subsection*{3.3.3 Performance Measure}

Our main interest is to provide a practical algorithm that can bound the regret. Assume \(K\) is the total number of episodes. At the beginning of each episode \(k\), the adversary picks a starting state \(x_{1}^{k}\). The agent will choose a corresponding greedy policy \(\pi_{k}\) before the starting of episode \(k\). Then the cumulative regret (performance measure) of \(K\) episodes is
\[
\begin{equation*}
\operatorname{Regret}(K):=\sum_{k=1}^{K}\left(V_{1}^{*}\left(x_{1}^{k}\right)-V_{1}^{\pi_{k}}\left(x_{1}^{k}\right)\right) \tag{3.4}
\end{equation*}
\]

Recall \(V_{h}^{\pi_{k}}\) is the value function of \(\pi_{k}\) in episode \(k\).

\subsection*{3.3.4 Iterative Updating Rule}

As mentioned in the introduction, \(Q\)-learning with UCB exploration strategy is data-efficient. Since \(\mathcal{S} \times \mathcal{A}\) is a compact metric space, running the algorithm will partition the space into a discrete framework, e.g., balls. In the algorithm, for \((x, a) \in \mathcal{S} \times \mathcal{A}\) at episode \(k\), we look at all the past state-action pairs that are in the same ball of \((x, a), B(x, a)\), from episode up to \(k-1\). Assume at past episode \(k_{i} \in\{1, \cdots, k-1\}\) and step \(h,\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right) \in B(x, a)\) was selected. We call \(\left\{\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\right\}\) active points. We denote by \(n_{h}^{k}(x, a)\) the total number of state-action pairs \(\left\{\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\right\}\) in \(B(x, a)\) at step \(h\) up to episode \(k\). Also its observed state at next step \(h+1\) is \(x_{h+1}^{k_{i}}\) for episode \(k_{i}\).

We denote by \(Q_{h}^{k}, V_{h}^{k}, n_{h}^{k}\) as \(Q_{h}, V_{h}\), and \(n_{h}\) at the beginning of episode \(k\).
Definition 3.1 (Iterative updating rule of \(Q_{h}^{k}\) ).
\[
Q_{h}^{k+1}(x, a)= \begin{cases}\left(1-\alpha_{t}\right) Q_{h}^{k}(x, a)+\alpha_{t}\left[r_{h}(x, a)+V_{h+1}^{k}\left(x_{h+1}^{k}\right)+b_{t}\right] & \text { if }\left(x_{h}^{k}, a_{h}^{k}\right) \text { in } B(x, a)  \tag{3.5}\\ Q_{h}^{k}(x, a) & \text { otherwise }\end{cases}
\]

Here \(t\) is the counter for how many times the algorithm has visited the \(B(x, a)\) at step \(h\), so \(t=n_{h}^{k}(x, a)\). For the choice of learning rate \(\alpha_{t}\) in the updating rule, we choose \(\alpha_{t}:=\frac{1}{t}\).

Accordingly, the iterative updating rule for \(V_{h}^{k}\) is
\[
\begin{equation*}
V_{h}^{k}(x) \leftarrow \min \left\{H, \sup _{a^{\prime} \in \mathcal{A}} Q_{h}^{k}\left(x, a^{\prime}\right)\right\}, \forall x \in \mathcal{S} \tag{3.6}
\end{equation*}
\]

Based on the learning rate \(\alpha_{t}\), we can define the following related quantities:
\[
\begin{equation*}
\alpha_{t}^{0}=\prod_{j=1}^{t}\left(1-\alpha_{j}\right), \quad \alpha_{t}^{i}=\alpha_{i} \cdot \prod_{j=i+1}^{t}\left(1-\alpha_{j}\right) \tag{3.7}
\end{equation*}
\]

The above definition of the learning rate yields the following properties that are useful in our analysis.

Lemma 3.2. The following properties hold for \(\alpha_{t}\) and \(\alpha_{t}^{i}\).
1. \(\sum_{t=1}^{\infty} \alpha_{t}=\infty\) and \(\sum_{t=1}^{\infty} \alpha_{t}^{2}<\infty\),
2. \(\frac{1}{\sqrt{t}} \leq \sum_{i=1}^{t} \frac{\alpha_{t}^{i}}{\sqrt{i}} \leq \frac{2}{\sqrt{t}}\).

Proof. The first property is trivial. We will prove the second property by induction on \(t\).
Let us check the right hand side. Clearly the statement is true for \(t=1\). Assume the result holds for \(t-1\), i.e., \(\sum_{i=1}^{t-1} \frac{\alpha_{t-1}^{i}}{\sqrt{i}} \leq \frac{2}{\sqrt{t-1}}\) and noting that \(\alpha_{t}^{i}=\alpha_{t}=\frac{1}{t}\). We have by using induction hypothesis,
\[
\begin{aligned}
\sum_{i=1}^{t} \frac{\alpha_{t}^{i}}{\sqrt{i}} & =\frac{\alpha_{t}^{t}}{\sqrt{t}}+\left(1-\alpha_{t}\right) \sum_{i=1}^{t-1} \frac{\alpha_{t-1}^{i}}{\sqrt{i}} \\
& =\frac{\alpha_{t}}{\sqrt{t}}+\left(1-\alpha_{t}\right) \sum_{i=1}^{t-1} \frac{\alpha_{t-1}^{i}}{\sqrt{i}} \\
& \leq \frac{\alpha_{t}}{\sqrt{t}}+\left(1-\alpha_{t}\right) \frac{2}{\sqrt{t-1}}
\end{aligned}
\]

It remains to prove that \(\frac{\alpha_{t}}{\sqrt{t}}+\left(1-\alpha_{t}\right) \frac{2}{\sqrt{t-1}} \leq \frac{2}{\sqrt{t}}\), i.e. \(\frac{2(\sqrt{t}-\sqrt{t-1})}{2 \sqrt{t}-\sqrt{t-1}} \leq \alpha_{t}=\frac{1}{t}\). We have
\[
\begin{aligned}
\frac{2 \sqrt{t}-\sqrt{t-1}}{2(\sqrt{t}-\sqrt{t-1})} & =\frac{1}{2}(\sqrt{t}+\sqrt{t-1})(2 \sqrt{t}-\sqrt{t-1}) \\
& =\frac{1}{2}(t+1+\sqrt{t(t-1)}) \\
& \geq \frac{1}{2}(t+1+t-1) \\
& =t
\end{aligned}
\]

Thus, we obtain the right hand side (upper bound). Using the same induction process, the left hand side (lower bound) statement is equivalent to showing \(\frac{\alpha_{t}}{\sqrt{t}}+\left(1-\alpha_{t}\right) \frac{1}{\sqrt{t-1}} \geq \frac{1}{\sqrt{t}}\), and this is trivial since \(\alpha_{t}=\frac{1}{t}\).

By the updating rule for \(Q\) in definition 3.1, and definition of learning rate (3.7), then
\[
\begin{equation*}
Q_{h}^{k}(x, a)=\alpha_{t}^{0} \cdot H+\sum_{i=1}^{t} \alpha_{t}^{i}\left[r_{h}(x, a)+V_{h+1}^{k_{i}}\left(x_{h+1}^{k_{i}}\right)+b_{i}\right] . \tag{3.8}
\end{equation*}
\]

\subsection*{3.4 Performance Measure Algorithms and Theorems}

Next, we present the main algorithm and the main theorem. Recall that for the \(Q\)-learning in our setting of the episodic MDP formalism, each episode consists of a run of MDP dynamics for \(H\) steps.
```

Algorithm 6 Q-learning with UCB bandit in metric space
initialize ball radius $r \leftarrow 1$ and initial covering $\mathcal{B}$ of $\mathcal{S} \times \mathcal{A}$. Initialize $Q_{h}(x, a) \leftarrow H$ and
$n_{h}(x, a) \leftarrow 0$ for all $(x, a)$, and $V_{h}(x) \leftarrow H$ for all $x$. Choose $p \in(0,1)$ where $\iota:=\log \left(\frac{K}{p}\right)$.
for $k=1,2, \cdots K$ do
receive $x_{1}$ from randomly sampling.
for $h=1,2, \cdots, H$ do
if $r \leq \frac{c}{8 L} \sqrt{\frac{H^{3} l}{1+n_{h}\left(x_{h}, a_{h}\right)}}$ is violated then
for the violated ball $B\left(x_{h}, a_{h}\right), r \leftarrow \frac{r}{2}$ while keeping the same center.
while there exists some region in $\mathcal{S} \times \mathcal{A}$ not covered by $\mathcal{B}$ do
$\mathcal{B} \leftarrow \mathcal{B} \cup B_{r}(x, a)$
update $n_{h}\left(x_{h}, a_{h}\right) \leftarrow n_{h}\left(x_{h}, a_{h}\right)+1$.
take action $a_{h} \leftarrow \arg \max _{a^{\prime} \in \mathcal{A}} Q_{h}\left(x_{h}, a^{\prime}\right)$ and observe $x_{h+1}$.
iteratively update $Q_{h}(x, a)$ and $V_{h}(x)$ if $\left(x_{h}, a_{h}\right)$ in $B\left(x_{h}, a_{h}\right)$ :
$Q_{h}\left(x_{h}, a_{h}\right) \leftarrow\left(1-\alpha_{t}\right) Q_{h}\left(x_{h}, a_{h}\right)+\alpha_{t}\left[r_{h}\left(x_{h}, a_{h}\right)+V_{h+1}\left(x_{h+1}\right)+b_{t}\right]$.
12:

$$
V_{h}\left(x_{h}\right) \leftarrow \min \left\{H, \sup _{a^{\prime} \in \mathcal{A}} Q_{h}\left(x_{h}, a^{\prime}\right)\right\} .
$$

```

The main theorem is a bound for the cumulative regret in (3.4).
Theorem 3.3. For any \(p \in(0,1)\), if we choose bandit \(b_{t}=c \sqrt{\frac{H^{3} \iota}{t}}\) where \(\iota:=\log \left(\frac{K}{p}\right)\) and some absolute constant \(c\) (shown in the later analysis), then under certain conditions (shown in the later chapter), the Q-learning with UCB exploration algorithm (in Algorithm 6) has
the performance measure Regret \((K)=\sum_{k=1}^{K}\left(V_{1}^{*}\left(x_{1}^{k}\right)-V_{1}^{\pi_{k}}\left(x_{1}^{k}\right)\right)\) bounded above by \(\tilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right)\) with probability \(1-p\), where \(d\) is the covering dimension of the underlying \(\mathcal{S} \times \mathcal{A}\).

In the following sections, we prove some very useful techniques to bound the performance measure. We provide a novel rigorous analysis that can be valuable in the analysis of \(Q\)-learning problem in general.

\subsection*{3.5 Main Analysis}

\subsection*{3.5.1 Concentration of Measure}

First, we use the following lemmas to bound \(\left(Q^{k}-Q^{*}\right)\) with high concentration.
Recall that the chosen bandit \(b_{t}=c \sqrt{\frac{H^{3} \iota}{t}}\). Let \(\beta_{t}:=\sum_{i=1}^{t} \alpha_{t}^{i} b_{i}\). Next-step empirical observation for \((x, a)\) at step \(h\) in episode \(k\) is \(\hat{\mathcal{P}}_{h}^{k} V_{h}(x, a):=V_{h+1}\left(x_{h+1}^{k}\right)\).

Lemma 3.4. Let \((x, a, h, k) \in \mathcal{S} \times \mathcal{A} \times[H] \times[K], t=n_{h}^{k}(x, a)\), and suppose \(B(x, a)\) was selected previously at step \(h\) of episodes \(\left\{k_{i}\right\}_{i=1}^{t}\). We have
\[
\begin{align*}
\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a)= & \alpha_{t}^{0}\left(H-Q_{h}^{*}(x, a)\right)+\sum_{i=1}^{t} \alpha_{t}^{i}\left[\left(V_{h+1}^{k_{i}}-V_{h+1}^{*}\right)\left(x_{h+1}^{k_{i}}\right)\right.  \tag{3.9}\\
& \left.+\left(\hat{\mathcal{P}}_{h}^{k_{i}}-\mathcal{P}_{h}\right) V_{h}^{*}(x, a)+\left(\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)\right)+b_{i}\right] .
\end{align*}
\]

Proof. From the Bellman optimality equation (3.2), we have
\[
\begin{equation*}
Q_{h}^{*}(x, a)=\left(r_{h}+\mathcal{P}_{h} V_{h}^{*}\right)(x, a) \tag{3.10}
\end{equation*}
\]

Using the fact that \(\sum_{i=0}^{t} \alpha_{t}^{i}=1\) from the definition of learning rate, we have
\[
\begin{align*}
Q_{h}^{*}(x, a) & =\alpha_{t}^{0} Q_{h}^{*}(x, a)+\sum_{i=1}^{t} \alpha_{t}^{i} \cdot Q_{h}^{*}(x, a) \\
& =\alpha_{t}^{0} Q_{h}^{*}(x, a)+\sum_{i=1}^{t} \alpha_{t}^{i}\left[r_{h}(x, a)+\mathcal{P}_{h} V_{h}^{*}(x, a)\right] \tag{3.11}
\end{align*}
\]

From (3.8), this implies
\[
\begin{equation*}
\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a)=\alpha_{t}^{0}\left(H-Q_{h}^{*}(x, a)\right)+\sum_{i=1}^{t} \alpha_{t}^{i}\left[V_{h+1}^{k_{i}}\left(x_{h+1}^{k_{i}}\right)-\mathcal{P}_{h} V_{h}^{*}(x, a)+b_{i}\right] \tag{3.12}
\end{equation*}
\]
which is equivalent to
\[
\begin{align*}
\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a) & =\alpha_{t}^{0}\left(H-Q_{h}^{*}(x, a)\right)+\sum_{i=1}^{t} \alpha_{t}^{i}\left[V_{h+1}^{k_{i}}\left(x_{h+1}^{k_{i}}\right)-V_{h+1}^{*}\left(x_{h+1}^{k_{i}}\right)+V_{h+1}^{*}\left(x_{h+1}^{k_{i}}\right)\right] \\
& +\sum_{i=1}^{t} \alpha_{t}^{i}\left[-\mathcal{P}_{h} V_{h}^{*}(x, a)+\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)+b_{i}\right] \\
& =\alpha_{t}^{0}\left(H-Q_{h}^{*}(x, a)\right)+\sum_{i=1}^{t} \alpha_{t}^{i}\left[\left(V_{h+1}^{k_{i}}-V_{h+1}^{*}\right)\left(x_{h+1}^{k_{i}}\right)+\left(\hat{\mathcal{P}}_{h}^{k_{i}}-\mathcal{P}_{h}\right) V_{h}^{*}(x, a)+b_{i}\right] \\
& +\sum_{i=1}^{t} \alpha_{t}^{i}\left[V_{h+1}^{*}\left(x_{h+1}^{k_{i}}\right)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)\right] \tag{3.13}
\end{align*}
\]

Note that \(x_{h+1}^{k_{i}}\) is the next step from \(\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\) where \(\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right) \in B(x, a)\) by the updating rule definition 3.1. Also note that \(V_{h+1}^{*}\left(x_{h+1}^{k_{i}}\right)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)\) satisfies
\[
\begin{align*}
& V_{h+1}^{*}\left(x_{h+1}^{k_{i}}\right)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a) \\
& =\left(V_{h+1}^{*}\left(x_{h+1}^{k_{i}}\right)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\right)+\left(\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)\right) \\
& =\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a) \tag{3.14}
\end{align*}
\]

This is true since \(V_{h+1}^{*}\left(x_{h+1}^{k_{i}}\right)=\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\) by 3.1. Combining 3.13 and 3.14, we have Lemma 3.4.

To complete the concentration result of \(Q^{k}-Q^{*}\), we need to bound each term in 3.9.
Lemma 3.5. \(\left|\sum_{i=1}^{t} \alpha_{t}^{i}\left(\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\right)\right| \leq \frac{\beta_{t}}{4}\).
Proof. Note that
\[
\begin{equation*}
\beta_{t}=\sum_{i=1}^{t} \alpha_{t}^{i} b_{i}=\sum_{i=1}^{t} \alpha_{t}^{i} c \sqrt{\frac{H^{3} \iota}{i}}=c \sqrt{H^{3} \iota} \sum_{i=1}^{t} \frac{\alpha_{t}^{i}}{\sqrt{i}} \geq c \sqrt{\frac{H^{3} \iota}{t}} . \tag{3.15}
\end{equation*}
\]

Since \(\left\{\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\right\}_{i=1}^{t} \in B(x, a)\), the distance between \(\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\) and \((x, a)\) is bounded by the radius of the ball. Intuitively, as algorithm 6 goes on, it keeps refining balls and hence the bound will be smaller. Due to the Lipschitz assumption of \(\hat{\mathcal{P}} V^{*}\) in \(3.3,\left\|\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x^{\prime}, a^{\prime}\right)\right\| \leq\) \(L \cdot d_{\mathcal{S} \times \mathcal{A}}\left((x, a),\left(x^{\prime}, a^{\prime}\right)\right)\), and follows from algorithm 6 ,
\[
\begin{align*}
\left|\sum_{i=1}^{t} \alpha_{t}^{i}\left(\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}(x, a)-\hat{\mathcal{P}}_{h}^{k_{i}} V_{h}^{*}\left(x_{h}^{k_{i}}, a_{h}^{k_{i}}\right)\right)\right| & \leq \sum_{i=1}^{t} \alpha_{t}^{i}\left(\frac{c}{8} \sqrt{\frac{H^{3} \iota}{1+n_{h}^{k}(x, a)}}\right) \\
& \leq \frac{1}{8} \sum_{i=1}^{t} \alpha_{t}^{i} \cdot c \sqrt{\frac{H^{3} \iota}{i}} \\
& \leq \frac{1}{8}\left(2 c \sqrt{\frac{H^{3} \iota}{t}}\right)  \tag{3.16}\\
& \leq \frac{\beta_{t}}{4}
\end{align*}
\]
where we have used Lemma 3.2.

Now we can show the concentration bound of \(Q_{h}^{k}-Q_{h}^{*}\).
Lemma 3.6. For any \(p \in(0,1)\), with probability at least \(1-p\), we have
\[
0 \leq\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a) \leq \alpha_{t}^{0} H+\sum_{i=1}^{t} \alpha_{t}^{i}\left(V_{h+1}^{k_{i}}-V_{h+1}^{*}\right)\left(x_{h+1}^{k_{i}}\right)+\frac{3}{2} \beta_{t}
\]

The proof of Lemma 3.6 is similar to Lemma 4.3 in [Jin et al., 2018].
Proof. Based on the definition in (3.7),
\[
\beta_{t}=\sum_{i=1}^{t} \alpha_{t}^{i} b_{i} \leq \sum_{i=1}^{t} \alpha_{i} b_{i}=\sum_{i=1}^{t} \frac{1}{i} c \sqrt{\frac{H^{3} \iota}{i}}<4 c \sqrt{\frac{H^{3} \iota}{t}}
\]

Recall that \(t=n_{h}^{k}(x, a)\). Denote \(k_{i}=\min \left(\left\{k \in[K] \mid k>k_{i-1} \wedge\left(x_{h}^{k}, a_{h}^{k}\right) \in B(x, a)\right\} \cup\{K+1\}\right)\). That is, \(k_{i}\) is the episode in which \(B(x, a)\) was selected at step \(h\) for the \(i^{\text {th }}\) time (or \(k_{i}=K+1\) if it is selected for fewer than \(i\) times). The random variable \(k_{i}\) is a stopping time in this case Let \(\mathcal{F}_{i}\) be the \(\sigma\)-field generated by all the random variables until episode \(k_{i}\) at step \(h\). Then
\[
\left(\mathbb{1}_{k_{i} \leq K}\left[\left(\hat{\mathcal{P}}_{h}^{k_{i}}-\mathcal{P}_{h}\right) V_{h}^{*}\right](x, a)\right)_{i=1}^{t}
\]
is a martingale difference sequence with filtration \(\left\{\mathcal{F}_{i}\right\}_{i \geq 0}\). By the sequence bounded difference, for any \(i\),
\[
\begin{equation*}
\alpha_{t}^{i}\left[\left(\hat{\mathcal{P}}_{h}^{k_{i}}-\mathcal{P}_{h}\right) V_{h}^{*}\right](x, a) \leq \alpha_{t}^{i} \cdot H . \tag{3.17}
\end{equation*}
\]

Apply the Azuma-Hoeffding inequality, for any \(s>0\),
\[
\begin{equation*}
\mathcal{P}\left(\left|\sum_{i=1}^{t} \alpha_{t}^{i}\left[\left(\hat{\mathcal{P}}_{h}^{k_{i}}-\mathcal{P}_{h}\right) V_{h}^{*}\right](x, a)\right| \leq s\right) \geq 1-2 \exp \left\{\frac{-s^{2}}{2 H^{2} \sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}}\right\} \tag{3.18}
\end{equation*}
\]

Note that there exists some absolute constant \(c\) such that
\[
\sqrt{2} \cdot H \sqrt{\sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}} \sqrt{\ln \left(\frac{2 H}{p}\right)} \leq \frac{c}{4} \sqrt{\frac{H^{3} \iota}{t}}
\]

We claim that if (3.19) holds for fixed step \(h\), then we can derive the result:
\[
\begin{equation*}
\sqrt{2} \cdot H \sqrt{\sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}} \sqrt{\ln \left(\frac{2 H}{p}\right)} \leq s \leq \frac{c}{4} \sqrt{\frac{H^{3} \iota}{t}} \tag{3.19}
\end{equation*}
\]

This is true since \(\mathbf{1}\) ).
\[
\begin{equation*}
\beta_{t}=\sum_{i=1}^{t} \alpha_{t}^{i} b_{i}=\sum_{i=1}^{t} \alpha_{t}^{i} c \sqrt{\frac{H^{3} \iota}{i}}=c \sqrt{H^{3} \iota} \sum_{i=1}^{t} \frac{\alpha_{t}^{i}}{\sqrt{i}} \geq c \sqrt{\frac{H^{3} \iota}{t}} \geq 4 s \tag{3.20}
\end{equation*}
\]
and for 2), since \(s \geq \sqrt{2} \cdot H \sqrt{\sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}} \sqrt{\ln \left(\frac{2 H}{p}\right)}\), then
\[
\begin{align*}
& \frac{s^{2}}{2 H^{2} \sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}} \geq \ln \left(\frac{2 H}{p}\right) \\
& \frac{-s^{2}}{2 H^{2} \sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}} \leq \ln \left(\frac{p}{2 H}\right) \\
& \exp \left\{\frac{-s^{2}}{2 H^{2} \sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}}\right\} \leq \frac{p}{2 H} \\
& 1-2 \exp \left\{\frac{-s^{2}}{2 H^{2} \sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2}}\right\} \geq 1-\frac{p}{H}>1-p \tag{3.21}
\end{align*}
\]

From (3.21), 3.20) and (3.18), for any fixed step \(h\), we have
\[
\begin{equation*}
\mathcal{P}\left(\left|\sum_{i=1}^{t} \alpha_{t}^{i}\left[\left(\hat{\mathcal{P}}_{h}^{k_{i}}-\mathcal{P}_{h}\right) V_{h}^{*}\right](x, a)\right| \leq \frac{\beta_{t}}{4}\right) \geq 1-p . \tag{3.22}
\end{equation*}
\]

From 3.22, Lemma 3.4 and 3.5, we have right hand side of Lemma 3.6.
Now for the left hand side, we use the backward induction on \(h=H, H-1, \cdots, 1\). We
observe the beginning case \(\left(Q_{H}^{k}-Q_{H}^{*}\right)(x, a) \geq 0\). Assume \(\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a) \geq 0\). Since
\[
\begin{equation*}
V_{h}^{k}(x)=\sup _{a^{\prime} \in \mathcal{A}} Q_{h}^{k}\left(x, a^{\prime}\right) \geq \sup _{a^{\prime} \in \mathcal{A}} Q_{h}^{*}\left(x, a^{\prime}\right)=V_{h}^{*}(x) \tag{3.23}
\end{equation*}
\]
then from (3.9) and 3.21, this implies that \(\left(Q_{h-1}^{k}-Q_{h-1}^{*}\right)(x, a) \geq 0\) with probability at least \(1-\frac{p}{H}\) for one step backward. From the union bound on \(h=H, H-1, \cdots, 1\), it is trivial to see left hand side.

We hence have
\[
\begin{equation*}
0 \leq\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a) \leq \alpha_{t}^{0} H+\sum_{i=1}^{t} \alpha_{t}^{i}\left(V_{h+1}^{k_{i}}-V_{h+1}^{*}\right)\left(x_{h+1}^{k_{i}}\right)+\frac{3}{2} \beta_{t} \tag{3.24}
\end{equation*}
\]
for all \(h\) with probability at least \(1-p\).

\subsection*{3.5.2 Assumptions for Concentration}

To establish the bound for the cumulative regret in the main theorem 3.3, we need two mild and reasonable assumptions below:
- \(V_{h+1}^{k_{i}}-V_{h+1}^{*} \leq R \cdot \sqrt{\frac{H^{3} /}{i}}\) for some large \(R\),
- \(\sum_{k=1}^{K} \mathbb{1}_{\left\{n_{k}=0\right\}} \leq \Theta\left(K^{\frac{d+1}{d+2}}\right)\).

The first assumption is very mild and reasonable due to the iterative convergence. In the second assumption, \(\sum_{k=1}^{K} \mathbb{1}_{\left\{n_{k}=0\right\}}\) stands for the number of empty partitioned balls by algorithm from \(k=1\) to \(K\). Here the empty partitioned ball means no active state-action pair contained in. The second assumption is again mild since we will soon show the cumulative number of partitions up to \(K, \mathbf{P}_{K}\), is bounded above by \(\Theta\left(K^{\frac{d}{d+2}}\right)\) in Lemma 3.10. Note that \(d\) here is the covering dimension in \(\mathcal{S} \times \mathcal{A}\) that will also be introduced in the next section.

Recall that from (3.24),
\[
\begin{equation*}
\sum_{k=1}^{K}\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a) \leq \sum_{k=1}^{K} \alpha_{t}^{0} H+\sum_{k=1}^{K} \sum_{i=1}^{t} \alpha_{t}^{i}\left(V_{h+1}^{k_{i}}-V_{h+1}^{*}\right)\left(x_{h+1}^{k_{i}}\right)+\frac{3}{2} \sum_{k=1}^{K} \beta_{t} \tag{3.25}
\end{equation*}
\]

Here for any \(i=1, \cdots, n_{h}^{k}\) where \(n_{h}^{k}=t, k_{i}\) is the actual selection. From the first assumption, \(V_{h+1}^{k_{i}}-V_{h+1}^{*} \leq \frac{R}{c} \cdot b_{i}\). We hence have
\[
\begin{equation*}
\sum_{i=1}^{t} \alpha_{t}^{i}\left(V_{h+1}^{k_{i}}-V_{h+1}^{*}\right)\left(x_{h+1}^{k_{i}}\right) \leq \frac{R}{c} \sum_{i=1}^{t} \alpha_{t}^{i} b_{i}=\frac{R}{c} \cdot \beta_{t} \tag{3.26}
\end{equation*}
\]

In addition, from 3.25, we have a term \(\sum_{k=1}^{K} \alpha_{t}^{0} \cdot H\). Recall from 3.7 , \(\alpha_{j}=\frac{1}{j}\). Since
\[
\alpha_{t}^{0}=\prod_{j=1}^{n_{k}}\left(1-\alpha_{j}\right)= \begin{cases}1 & \text { if } n_{k}=0 \\ 0 & \text { if } n_{k}>0\end{cases}
\]
then
\[
\begin{align*}
\sum_{k=1}^{K} \alpha_{t}^{0} \cdot H & =H \sum_{k=1}^{K} \prod_{j=1}^{t}\left(1-\alpha_{j}\right) \\
& =H \sum_{k=1}^{K} \mathbb{1}_{\left\{n_{k}=0\right\}} \\
& \leq \Theta\left(K^{\frac{d+1}{d+2}}\right) \tag{3.27}
\end{align*}
\]
where (3.27) is from the second mild assumption above. Combining (3.25), (3.26), (3.27), and Lemma \(\sqrt{3.6}\), for any \(p \in(0,1)\), with probability at least \(1-p\), we have
\[
\begin{align*}
\sum_{k=1}^{K}\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a) & \leq \sum_{k=1}^{K}\left(\alpha_{t}^{0} \cdot H+\sum_{i=1}^{t} \alpha_{t}^{i}\left(V_{h+1}^{k_{i}}-V_{h+1}^{*}\right)\left(x_{h+1}^{k_{i}}\right)+\frac{3}{2} \beta_{t}\right) \\
& \leq \Theta\left(K^{\frac{d+1}{d+2}}\right)+\mu \sum_{k=1}^{K} \beta_{t} \tag{3.28}
\end{align*}
\]
where \(\mu=\frac{R}{c}+\frac{3}{2}\). To bound \(\left(Q_{h}^{k}-Q_{h}^{*}\right)\), it remains to bound \(\beta_{t}\).

\subsection*{3.5.3 Upper Bound of Cumulative Regret}

Now we return to our main discussion about the Regret \((K)\). The following lemma shows the relationship between Regret \((K)\) and \(\left(Q_{h}^{k}-Q_{h}^{*}\right)\).

Lemma 3.7. For any \(p \in(0,1)\), with probability at least \(1-p\), the cumulative regret up to \(K\) has the following upper bound:
\[
\begin{aligned}
\sum_{k=1}^{K} V_{1}^{k}\left(x_{1}^{k}\right)-V_{1}^{\pi_{k}}\left(x_{1}^{k}\right) \leq & \Theta\left(K^{\frac{d+1}{d+2}}\right)+\sum_{j=0}^{H-1} \int_{\operatorname{traj}\left(x_{h}^{k}, a_{h}^{k}\right) \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}\left(\operatorname{traj}\left(x_{h}^{k}, a_{h}^{k}\right)\right) \\
& \cdot\left(\sum_{k=1}^{K}\left(Q_{h+j}^{k}-Q_{h+j}^{*}\right)\left(s, a^{s}\right)\right) d \mathcal{P}
\end{aligned}
\]

Here sequence of actions \(\left\{a^{s}\right\}\) is corresponding to sequence of states \(\{s\}\), which follows from the maximum action selection in (3.30) and traj \(\left(x_{h}^{k}, a_{h}^{k}\right)\) is the trajectory starting from
\(\left(x_{h}^{k}, a_{h}^{k}\right) . \operatorname{TRAJ}(h \rightarrow h+j)\) is a trajectory space that contains all the possible trajectories from step \(h\) up to step \(h+j\). \(d\) is the covering dimension of \(\mathcal{S} \times \mathcal{A}\).

Proof. The proof follows the idea from Dong et al. 2019. Note that for some action \(a_{h}^{k}\),
\[
\begin{equation*}
V_{h}^{k}\left(x_{h}^{k}\right)-V_{h}^{\pi_{k}}\left(x_{h}^{k}\right) \leq\left(Q_{h}^{k}\left(x_{h}^{k}, a_{h}^{k}\right)-Q_{h}^{*}\left(x_{h}^{k}, a_{h}^{k}\right)\right)+\left(Q_{h}^{*}\left(x_{h}^{k}, a_{h}^{k}\right)-Q_{h}^{\pi_{k}}\left(x_{h}^{k}, a_{h}^{k}\right)\right)+\frac{k^{\frac{-1}{d+2}}}{H} \tag{3.29}
\end{equation*}
\]

The inequality holds because
\[
\begin{equation*}
V_{h}^{k}\left(x_{h}^{k}\right) \leq \sup _{a^{\prime} \in \mathcal{A}} Q_{h}^{k}\left(x_{h}^{k}, a^{\prime}\right) \leq Q_{h}^{k}\left(x_{h}^{k}, a_{h}^{k}\right)+\frac{k^{\frac{-1}{d+2}}}{H} \tag{3.30}
\end{equation*}
\]
for some \(a_{h}^{k}\) from (3.6). We name it maximum action selection. Also
\[
\begin{align*}
Q_{h}^{*}\left(x_{h}^{k}, a_{h}^{k}\right)-Q_{h}^{\pi_{k}}\left(x_{h}^{k}, a_{h}^{k}\right) & =\left(\mathcal{P}_{h} V_{h}^{*}\left(x_{h}^{k}, a_{h}^{k}\right)-\mathcal{P}_{h} V_{h}^{\pi_{k}}\left(x_{h}^{k}, a_{h}^{k}\right)\right) \\
& =\int_{s \in \mathcal{S}} \mathcal{P}\left(s \mid x_{h}^{k}, a_{h}^{k}\right)\left(V_{h+1}^{*}-V_{h+1}^{\pi_{k}}\right)(s) d \mathcal{P}(s) \tag{3.31}
\end{align*}
\]
where we take all the states at step \(h+1\) into account, \(s \sim \mathcal{P}\left(\cdot \mid x_{h}^{k}, a_{h}^{k}\right)\).
Note that from Lemma 3.6 , for any \(p\), we have \(Q_{h}^{k} \geq Q_{h}^{*}\) with probability at least \(1-p\) for all steps \(h\). Then with probability at least \(1-p\),
\[
\begin{equation*}
V_{h}^{k}=\sup _{a \in \mathcal{A}} Q_{h}^{k} \geq \sup _{a \in \mathcal{A}} Q_{h}^{*}=V_{h}^{*} \tag{3.32}
\end{equation*}
\]

Combining (3.29), (3.31) and (3.32), we have
\(V_{h}^{k}\left(x_{h}^{k}\right)-V_{h}^{\pi_{k}}\left(x_{h}^{k}\right) \leq \frac{k^{\frac{-1}{d+2}}}{H}+\left(Q_{h}^{k}\left(x_{h}^{k}, a_{h}^{k}\right)-Q_{h}^{*}\left(x_{h}^{k}, a_{h}^{k}\right)\right)+\int_{s \in \mathcal{S}} \mathcal{P}\left(s \mid x_{h}^{k}, a_{h}^{k}\right)\left(V_{h+1}^{k}-V_{h+1}^{\pi_{k}}\right)(s) d \mathcal{P}(s)\).
We observe that in (3.33), \(\left(V_{h}^{k}-V_{h}^{\pi_{k}}\right)\left(x_{h}^{k}\right)\) is on the left hand side and \(\left(V_{h+1}^{k}-V_{h+1}^{\pi_{k}}\right)(s)\) is in the integral on the right hand side.

Recall the space that contains all the possible trajectories from step \(h\) up to step \(h+j\) is \(\operatorname{TRAJ}(h \rightarrow h+j)\). We have the following recursive relationship:
\[
\begin{align*}
& V_{h}^{k}\left(x_{h}^{k}\right)-V_{h}^{\pi_{k}}\left(x_{h}^{k}\right) \\
& \begin{aligned}
& \leq \frac{2 k^{\frac{-1}{d+2}}}{H}+\left(Q_{h}^{k}\left(x_{h}^{k}, a_{h}^{k}\right)-Q_{h}^{*}\left(x_{h}^{k}, a_{h}^{k}\right)\right)+\int_{s \in \mathcal{S}} \mathcal{P}\left(s \mid x_{h}^{k}, a_{h}^{k}\right)\left(\left(Q_{h+1}^{k}\left(s, a^{s}\right)-Q_{h+1}^{*}\left(s, a^{s}\right)\right)\right. \\
&\left.+\int_{s^{\prime} \in \mathcal{S}} \mathcal{P}\left(s^{\prime} \mid s, a\right)\left(V_{h+2}^{k}-V_{h+2}^{\pi_{k}}\right)\left(s^{\prime}\right) d \mathcal{P}\left(s^{\prime}\right)\right) d \mathcal{P}(s) \cdots \\
& \leq k^{\frac{-1}{d+2}}+\sum_{j=0}^{H-h} \int_{\operatorname{traj}\left(x_{h}^{k}, x_{h}^{k}\right) \in \operatorname{TRAJ}(h \rightarrow h+j)}\left(\mathcal{P}\left(\operatorname{traj}\left(x_{h}^{k}, a_{h}^{k}\right)\right) \cdot\left(Q_{h+j}^{k}-Q_{h+j}^{*}\right)\left(s, a^{s}\right)\right) d \mathcal{P},
\end{aligned}
\end{align*}
\]
where sequence \(\left\{a^{s}\right\}\) corresponding to each \(\{s\}\) is the same as our selection in 3.30 and \(\operatorname{traj}\left(x_{h}^{k}, a_{h}^{k}\right)\) is the trajectory starting from \(\left(x_{h}^{k}, a_{h}^{k}\right)\).

For simplicity, we use \(\left(Q_{h+j}^{k}-Q_{h+j}^{*}\right)\) to stand for \(\left(Q_{h+j}^{k}-Q_{h+j}^{*}\right)\left(s, a^{s}\right)\) and traj to stand for \(\operatorname{traj}\left(x_{h}^{k}, a_{h}^{k}\right)\). Then
\[
\begin{equation*}
\sum_{k=1}^{K} V_{1}^{k}\left(x_{1}^{k}\right)-V_{1}^{\pi_{k}}\left(x_{1}^{k}\right) \leq \sum_{k=1}^{K} k^{\frac{-1}{d+2}}+\sum_{k=1}^{K} \sum_{j=0}^{H-1} \int_{\operatorname{traj} \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}(\operatorname{traj}) \cdot\left(Q_{1+j}^{k}-Q_{1+j}^{*}\right) d \mathcal{P} \tag{3.35}
\end{equation*}
\]

Assume \(E_{K}=\{1,2, \cdots, K\}\). If we define \(\mu(k)=1\) for all \(k=1, \cdots, K\), and 0 otherwise, then \(\mu\) is a finite counting measure on \(E_{K}\). 3.35) is equivalent to
\[
\begin{equation*}
\sum_{k=1}^{K} V_{1}^{k}\left(x_{1}^{k}\right)-V_{1}^{\pi_{k}}\left(x_{1}^{k}\right) \leq \Theta\left(K^{\frac{d+1}{d+2}}\right)+\int_{E_{K}} \sum_{j=0}^{H-1} \int_{\operatorname{traj} \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}(\operatorname{traj}) \cdot\left(Q_{1+j}^{k}-Q_{1+j}^{*}\right) d \mathcal{P} d \mu \tag{3.36}
\end{equation*}
\]

Applying the Fubini's theorem Folland, 1999] on (3.36), we have
\[
\sum_{k=1}^{K} V_{1}^{k}\left(x_{1}^{k}\right)-V_{1}^{\pi_{k}}\left(x_{1}^{k}\right) \leq \Theta\left(K^{\frac{d+1}{d+2}}\right)+\sum_{j=0}^{H-1} \int_{\operatorname{traj} \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}(\operatorname{traj}) \cdot\left(\sum_{k=1}^{K}\left(Q_{1+j}^{k}-Q_{1+j}^{*}\right)\right) d \mathcal{P}
\]

\subsection*{3.6 Regret Bound in Covering Dimension}

We have mentioned the covering dimension in the earlier section. The covering dimension is a useful tool when we need to reduce the upper bound of the regret in multi-armed bandit problems. We will follow the same definition as Bubeck et al., 2011, Kleinberg et al.

2008, Slivkins, 2014. This notion is also the same as the commonly used Lebesgue covering dimension in Topology.

Definition 3.8. Consider a metric space \((\mathcal{X}, l)\). Denote by \(N(r)\) the minimum number of balls with diameter \(r\) to cover \(\mathcal{X}\). The covering dimension of \(\mathcal{X}\) is defined as \(\operatorname{COV}(\mathcal{X})=\inf \{d\) : \(\left.\exists c \forall r>0 N(r) \leq c \cdot r^{-d}\right\}\).

Lemma 3.9. Let \(\mathcal{E}\) be a bounded space that can be embedded into an n-dimensional Euclidean space. Then \(\operatorname{Cov}(\mathcal{E}) \leq n\).

Proof. Without loss of generality, we assume \(\mathcal{E} \subseteq[0,1]^{n}\). Now, let \(r>0\) be any real number. Then we can find \(\left(\frac{\sqrt{n}}{r}\right)^{n}\) many \(n\)-dimensional hypercubes with side-length \(\frac{r}{\sqrt{n}}\) covering \([0,1]^{n}\). Now for every such hypercube there exists a ball with diameter \(r\) such that the hypercube is contained inside the ball. Thus, we can have \(c \cdot r^{-n}\) many balls with diameter \(r\) cover \(\mathcal{E}\), where the constant \(c=(\sqrt{n})^{n}\) in this case. Since \(\operatorname{COV}(\mathcal{E})\) takes the infimum, then \(\operatorname{COV}(\mathcal{E}) \leq n\).

Because of Lemma 3.9, to obtain a tighter upper bound, we use the covering dimension of \(\mathcal{S} \times \mathcal{A}\) instead of the regular Euclidean dimension. In this section, we use the covering dimension to bound \(\sum_{k=1}^{K} \beta_{t}\). Assume \(\mathbf{P}_{K}\) stands for the number of balls (partitions) created up to episode \(K\) in the algorithm 6 .
Lemma 3.10. We have the tight bound \(\boldsymbol{P}_{K} \leq \Theta\left(K^{\frac{d}{d+2}}\right)\).
Proof. Assume \(d\) is the covering dimension of \(\mathcal{S} \times \mathcal{A}\). Then the number of balls with diameter \(m\) to cover \(\mathcal{S} \times \mathcal{A}\) will be bounded by \(c \cdot m^{-d}\) for some \(c\). Note that algorithm 6 produces many balls during adaptive partition. The center of the balls (past active points) of radius \(\frac{m}{2}\) will always be in different balls from the covering of \(\mathcal{S} \times \mathcal{A}\) because each pair of centers have distance at least \(m\) between them. For example, say \(\left(s_{i}, a_{i}\right)\) and \(\left(s_{j}, a_{j}\right)\) are two past active centers. Consider the covering of \(\mathcal{S} \times \mathcal{A}\). Then \(\left(s_{i}, a_{i}\right) \in B_{i}\) and \(\left(s_{j}, a_{j}\right) \in B_{j}\) for \(B_{i}, B_{j}\) in the covering and they are disjoint. Thus, the number of the balls with diameter \(m\) from algorithm 6 is bounded by \(c \cdot m^{-d}\), the covering number.

Note that for each ball \(B\) of radius \(r\) with the center inside \(\mathcal{S} \times \mathcal{A}\), we can use at most \(c^{\prime} \cdot 2^{n}\) balls of radius \(\frac{r}{2}\) to cover \(B \cap(\mathcal{S} \times \mathcal{A})\), where \(n\) is the Euclidean dimension of \(\mathcal{S} \times \mathcal{A}\) and \(c^{\prime}\) is some constant. From the algorithm, each ball will split only if \(r \leq c \sqrt{\frac{H^{3} \iota}{1+n_{k}}}\) is violated. That is, for any ball of radius \(\frac{r}{2}\) split from the original ball of radius \(r\) (condition violated), it must be filled by \(c^{2} \cdot \frac{H^{3} \iota}{r^{2}}\) past active points. Since there are \(K\) points in total, then the number of balls of radius \(r\) violated is at most \(\frac{K}{c^{2} \cdot \frac{H^{3}}{r^{2}}}=\frac{1}{c^{2} H^{3} \iota} \cdot r^{2} K\). Thus, after splitting (violation), the number of balls of radius \(\frac{r}{2}\) is at \(\operatorname{most}^{r^{2}}\left(c^{\prime} \cdot 2^{n}\right) \cdot\left(\frac{1}{c^{2} H^{3} \iota} \cdot r^{2} K\right)=c^{\prime \prime} \cdot r^{2} K\) where \(c^{\prime \prime}=c^{\prime} \cdot 2^{n} \cdot \frac{1}{c^{2} H^{3} \iota}\).

Along the algorithm, when radius \(r\) becomes \(\frac{r}{2}\), the number of partitioned balls is bounded by the covering number, which is \(c \cdot r^{-d}\), and is also bounded by \(c^{\prime \prime} \cdot r^{2} K\) for any \(r>0\) from the above analysis. Then consider \(r=1, \frac{1}{2}, \frac{1}{4}, \cdots, 2^{-i} \cdots\), we have
\[
\begin{equation*}
\mathbf{P}_{K}=\sum_{i=1}^{\infty} \min \left\{c\left(2^{-i}\right)^{-d}, c^{\prime \prime}\left(2^{-i}\right)^{2} K\right\} \tag{3.37}
\end{equation*}
\]

We split this term into two case. 1). For large radius, use \(c \cdot r^{-d}\), and 2). For very small radius, use the bound \(c^{\prime \prime} \cdot r^{2} K\).

To maximize the upper bound, we find some optimal \(J\) where
\[
\begin{equation*}
c\left(2^{-J}\right)^{-d}=c \cdot 2^{J \cdot d}=c^{\prime \prime} \cdot 2^{-2 J} \cdot K \tag{3.38}
\end{equation*}
\]

Thus,
\[
\begin{align*}
& 2^{J \cdot(d+2)}=\frac{c^{\prime \prime}}{c} K=D \cdot K \\
& 2^{J}=\Theta\left(K^{\frac{1}{d+2}}\right)  \tag{3.39}\\
& 2^{J \cdot d}=\Theta\left(K^{\frac{d}{d+2}}\right) \tag{3.40}
\end{align*}
\]
where \(D=\frac{c^{\prime \prime}}{c}\).
From (3.39) and (3.40), this implies that
\[
\begin{align*}
\mathbf{P}_{K} \leq \sum_{i=1}^{J} c\left(2^{-i}\right)^{-d}+\sum_{i=J+1}^{\infty} c^{\prime \prime}\left(2^{-i}\right)^{2} K & \leq 2 c \cdot 2^{J \cdot d}+8 c^{\prime \prime} \cdot 2^{-2(J+1)} K \\
& =\Theta\left(K^{\frac{d}{d+2}}\right) \tag{3.41}
\end{align*}
\]

This completes the proof.

Theorem 3.11. We have the following tight upper bound \(\sum_{k=1}^{K} \beta_{t} \leq \widetilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right)\), where \(d\) is the covering dimension of \(\mathcal{S} \times \mathcal{A}\).

Proof. Recall that
\[
\beta_{t}=\sum_{i=1}^{t} \alpha_{t}^{i} b_{i} \leq \sum_{i=1}^{t} \alpha_{i} b_{i}=\sum_{i=1}^{t} \frac{1}{i} c \sqrt{\frac{H^{3} \iota}{i}}<4 c \sqrt{\frac{H^{3} \iota}{t}} .
\]

Up to episode \(K\), we create \(\mathbf{P}_{K}\) many balls in total. Assume there are \(b_{i}\) past active state-action pairs in \(i^{\text {th }}\) ball. Clearly \(\sum_{i=1}^{\mathbf{P}_{K}} b_{i}=K\).

Thus,
\[
\begin{align*}
\sum_{k=1}^{K} \beta_{t} & \leq \sum_{k=1}^{K} 4 c \sqrt{\frac{H^{3} \iota}{t}} \leq \sum_{i=1}^{\mathbf{P}_{K}} \sum_{j=1}^{b_{i}} 4 c \sqrt{\frac{H^{3} \iota}{j}} \\
& \leq \sum_{i=1}^{\mathbf{P}_{K}} 4 c \sqrt{H^{3} \iota} \cdot 2 \sqrt{b_{i}}=\sum_{i=1}^{\mathbf{P}_{K}} 8 c \sqrt{H^{3} \iota} \cdot \sqrt{b_{i}} \\
& =8 c \sqrt{H^{3} \iota} \cdot \mathbf{P}_{K} \sum_{i=1}^{\mathbf{P}_{K}}\left(\frac{1}{\mathbf{P}_{K}} \cdot \sqrt{b_{i}}\right) \\
& \leq 8 c \sqrt{H^{3} \iota} \cdot \mathbf{P}_{K} \sqrt{\sum_{i=1}^{\mathbf{P}_{K}} \frac{1}{\mathbf{P}_{K}} \cdot b_{i}}  \tag{3.42}\\
& =8 c \sqrt{H^{3} \iota} \cdot \mathbf{P}_{K} \sqrt{\frac{K}{\mathbf{P}_{K}}}  \tag{3.43}\\
& =8 c \sqrt{H^{3} \iota} \cdot \sqrt{K} \cdot \sqrt{\mathbf{P}_{K}} \tag{3.44}
\end{align*}
\]
where (3.42) is based on the Jensen's inequality on the the concave function \(\sqrt{x}\), and (3.43) is from \(\sum_{i=1}^{\mathbf{P}_{K}} b_{i}=K\).

From the conclusion of (3.44), we hence have
\[
\begin{equation*}
\sum_{k=1}^{K} \beta_{t} \leq \widetilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right) \tag{3.45}
\end{equation*}
\]

\subsection*{3.7 Conclusion of Main Theorem}

\subsection*{3.7.1 Proof of Main Theorem}

We can combine the above results to complete the proof of the main theorem of this chapter, Theorem 3.3.

Recall that from Lemma 3.7, the cumulative regret up to episode \(K\) is given by
\[
\begin{equation*}
\sum_{k=1}^{K} V_{1}^{k}\left(x_{1}^{k}\right)-V_{1}^{\pi_{k}}\left(x_{1}^{k}\right) \leq \Theta\left(K^{\frac{d+1}{d+2}}\right)+\sum_{j=0}^{H-1} \int_{\operatorname{traj} \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}(\operatorname{traj}) \cdot \sum_{k=1}^{K}\left(Q_{1+j}^{k}-Q_{1+j}^{*}\right) d \mathcal{P} \tag{3.46}
\end{equation*}
\]

In addition, from (3.28),
\[
\begin{equation*}
\sum_{k=1}^{K}\left(Q_{h}^{k}-Q_{h}^{*}\right)(x, a) \leq \Theta\left(K^{\frac{d+1}{d+2}}\right)+\mu \sum_{k=1}^{K} \beta_{t} \tag{3.47}
\end{equation*}
\]

Combined with Theorem 3.11, we have
\[
\sum_{k=1}^{K}\left(Q_{h}^{k}-Q_{h}^{*}\right) \leq \widetilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right)
\]
where \(d\) is the covering dimension of \(\mathcal{S} \times \mathcal{A}\). Thus \(\max _{h \leq H} \sum_{k=1}^{K}\left(Q_{h}^{k}-Q_{h}^{*}\right) \leq \widetilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right)\). Inequality (3.46) becomes to
\[
\begin{aligned}
\sum_{k=1}^{K} V_{1}^{k}\left(x_{1}\right)-V_{1}^{\pi_{k}}\left(x_{1}\right) \leq & \Theta\left(K^{\frac{d+1}{d+2}}\right)+\sum_{j=0}^{H-1} \int_{\operatorname{traj} \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}(\text { traj }) \\
& \cdot\left(\max _{j} \sum_{k=1}^{K}\left(Q_{1+j}^{k}-Q_{1+j}^{*}\right)\right) d \mathcal{P} \\
\leq & \Theta\left(K^{\frac{d+1}{d+2}}\right)+\sum_{j=0}^{H-1} \int_{\operatorname{traj} \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}(\text { traj }) \cdot \widetilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right) d \mathcal{P} \\
\leq & \Theta\left(K^{\frac{d+1}{d+2}}\right)+\sum_{j=0}^{H-1} \widetilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right) \int_{\operatorname{traj} \in \operatorname{TRAJ}(h \rightarrow h+j)} \mathcal{P}(\text { traj }) d \mathcal{P} \\
= & \widetilde{\mathcal{O}}\left(K^{\frac{d+1}{d+2}}\right)
\end{aligned}
\]

This completes Theorem 3.3, which is the main scope of this work.

\subsection*{3.7.2 Conclusion}

In this chapter, we proposed a state-of-the-art \(Q\)-learning algorithm with UCB exploration policy in the compact state-action metric space. Our algorithm adaptively partitions the state-action space and flexibly selects the future actions to maximize \(Q\)-values with bandit exploration bonuses. With mild assumptions for concentration, we find a tight upper bound with respect to covering dimension for the performance measure in a general state-action metric space. Our work contains rigorous techniques including novel combinatorial and probabilistic analysis. These approaches are not limited to the analysis of performance measure in \(Q\)-learning but are also valuable to the general reinforcement learning analysis. This work suggests that the bandit strategy is an effective way to increase the data efficiency for a general model-free reinforcement learning problem.

\subsection*{3.8 Supplementary Discussion}

Although the two assumptions for concentration in section 3.5 .2 are reasonable and mild, some other approaches might also be helpful. This is also a potential direction for future research.

Here we provide some approaches that can be valuable in bounding the \(Q\)-value function.

\section*{Sublinearity}

Lemma 3.12 (Sublinearity). If \(Q_{h}^{k}\) converges to \(Q_{h}^{*}\) in \(k\) for fixed \(h\), then \(\sum_{k=1}^{K}\left|Q_{h}^{k}-Q_{h}^{*}\right|<\) \(\mathcal{O}(K)\).

Proof. We prove by contradiction. Assume \(a_{i}\) converges to \(a\). Then there exists \(m>0\) such that we have the contradiction: \(\sum_{i=1}^{K}\left|a-a_{i}\right| \geq m K\) for any large \(K\). This is equivalent to
\[
\sum_{i=1}^{K}\left|a-a_{i}\right|-m K=\sum_{i=1}^{K}\left(\left|a-a_{i}\right|-m\right) \geq 0
\]

Since \(a_{i}\) converges to \(a\), there exists \(N_{1}\) such that for any \(i>N_{1},\left|a-a_{i}\right|<\frac{m}{2}\), then \(\left(\left|a-a_{i}\right|-m\right)<-\frac{m}{2}\). Thus, for \(N_{2}\) large, \(\left|\sum_{i=N_{1}+1}^{N_{2}}\left(\left|a-a_{i}\right|-m\right)\right|>\left|\sum_{i=1}^{N_{1}}\left(\left|a-a_{i}\right|-m\right)\right|\) and \(\sum_{i=N_{1}+1}^{N_{2}}\left(\left|a-a_{i}\right|-m\right)<0\).

This implies that \(\sum_{i=1}^{N_{2}}\left(\left|a-a_{i}\right|-m\right)<0\). This contradicts our assumption and completes the proof of contradiction. Thus, for \(Q_{h}^{k}\) converges to \(Q_{h}^{*}\) in \(k\), we have
\[
\sum_{k=1}^{K}\left|Q_{h}^{k}-Q_{h}^{*}\right|<\mathcal{O}(K)
\]

From Lemma 3.7 and the above Lemma 3.12 , if one has \(Q_{h}^{k}\) converges to \(Q_{h}^{*}\) in \(k\), then one can show performance measure in sublinear order.

\section*{Differential Equation Approach}

Here we use Grönwall's inequality. First we recall Grönwall's inequality. Given \(I\) is the interval of real line in a format of \([a+\infty)\). If we have
\[
u^{\prime}(t) \leq \beta(t) u(t)
\]
then for all \(t, u\) is bounded by the solution of the corresponding differential equation \(v^{\prime}(t)=\) \(\beta(t) v(t)\),
\[
u(t) \leq u(a) \exp \left(\int_{a}^{t} \beta(s) d s\right)
\]

Assume \(\theta_{k}=Q_{h}^{k}-Q_{h}^{*}\), which stands for the difference between \(Q\) functions. By using Grönwall's inequality and the analysis of differential equations, we have the following lemma.

Lemma 3.13 (Differential Equation Approach). For some \(\tau\) where \(0<\tau<1\), if
\[
\begin{equation*}
\frac{d}{d k} \theta_{k} \leq(\tau-1) \cdot \frac{1}{k} \theta_{k} \tag{3.48}
\end{equation*}
\]
then \(\sum_{k=1}^{K}\left|Q^{k}-Q^{*}\right| \leq \mathcal{O}\left(K^{\tau}\right)\).
Proof. Notice that \(e^{\left(\int_{1}^{k}\left((\tau-1) \cdot \frac{1}{s}\right) d s\right)}=k^{(\tau-1)}\). By Gronwall's inequality Grönwall, 1919, for constant \(C=\theta_{1}\), if
\[
\begin{equation*}
\frac{d}{d k} \theta_{k} \leq(\tau-1) \cdot \frac{1}{k} \cdot \theta_{k} \tag{3.49}
\end{equation*}
\]
then
\[
\begin{equation*}
\theta_{k} \leq C \cdot k^{\tau-1} \tag{3.50}
\end{equation*}
\]

Thus, \(\sum_{k=1}^{K}\left|Q^{k}-Q^{*}\right|=\sum_{k=1}^{K} \theta_{k} \leq \mathcal{O}\left(K^{\tau}\right)\).
From Lemma 3.7 and the above Lemma 3.13, if the difference \(\theta_{k}\) satisfies the given differential equation, then one can also show sublinear performance measure with specific convergence rate.

The above approaches are also helpful to bound the performance measure in \(Q\)-learning.

\section*{4 Learning Algorithms in Selective Prediction \({ }_{4}\)}

Data gathered from real-world applications often suffer from corruption. The low-quality data will hinder the performance of the learning system in terms of the classification accuracy, model building time, and interpretability of the classifier. Selective prediction, also known as prediction with a reject option, is to reduce the error rate by abstaining from prediction under uncertainty while keeping coverage as high as possible. Deep Neural Network (DNN) has a high capacity in fitting large-scale data. If DNNs can leverage the trade-off coverage by selective prediction, then the performance in prediction can potentially be improved. However, current DNN embedded with reject option method requires the knowledge of rejection threshold and the searching of threshold is very inefficient in large-scale applications. Besides, the abstention of prediction on partial datasets increases the model bias and hence might not be optimal. To resolve these problems, we propose sophisticated threshold learning algorithms integrated with selective prediction that can estimate the intrinsic rejection rate of the dataset. Correspondingly, we provide a rigorous framework to generalize the accurate estimation of intrinsic corruption rate. To leverage the advantage of multiple learning algorithms, we extend our learning algorithms to a hierarchical two-stage system. Our methods have the advantages of being flexible with any neural network architecture. The empirical results show that our algorithms can accomplish state-of-the-art performance in challenging real-world datasets in both classification and regression problems.

\subsection*{4.1 Introduction}

Neural network models have achieved impressive results on large-scale datasets in image classification and other tasks. Although DNNs contain large numbers of parameters that can fit large data very well, some of them exhibit remarkably small generalization error. That is why DNNs proliferate in current machine vision Zhang and Isola, 2016. However, the success of the neural network relies on the massive collection of clean data. In real-world applications, large-scale clean data can be very difficult and expensive to obtain since the verification and annotation of data require expert knowledge in many tasks. Even after several years of success in the ImageNet database, there is still no publicly available dataset that contains an order of magnitude more clean data Veit et al. 2017. Alternatively, researchers turn to develop the training paradigms on large but noisy datasets since they are more easily obtained Le et al., 2012, Chen and Gupta, 2015, Pinto et al., 2016.

The corruption on the dataset will hinder the performance of the learning in terms of the

\footnotetext{
\({ }^{4}\) A small portion of this chapter is based on the collaboration with Ilqar Ramazanli. The author is grateful to Dr. Dangxing Chen for his comments and insights.
}
classification accuracy, model building time and the interpretability of the classifier Uma, 2018. There are various types of data corruption in real-world problems, including motion blur and heavy shadow, etc., especially for images. The presence of noise in the data may affect the intrinsic characteristics of a learning problem since corruption can introduce extra properties in the problem domain. Due to DNNs' high capacity in data fitting, the training process of fitting corrupted data will not only significantly increase the training cost, but also reduce model robustness and lead to a poor generalization Zhang et al. 2017.

For human beings' intelligence, there is a rudimentary kind of self-awareness: the capability of knowing what you don't know. In the language of the machine, there is an equivalent term called selective prediction, also known as prediction with a reject option. This concept has existed for around 60 years Chow, 1970, Tortorella, 2000, Geifman and El-Yaniv, 2017, El-Yaniv and Wiever, 2010]. The main motivation for selective prediction is to reduce the error rate by abstaining from prediction under uncertainty while keeping coverage as high as possible. Many future AI tasks performed by predictive models can potentially benefit from effective selective prediction. For example, if a self-driving car can figure out the situation in which it does not know how to respond, then it can alert human drivers to take over and hence the risk is controlled Geifman and El-Yaniv, 2017.

When we work on real data, the classifiers could easily encounter samples very different from those learned in the training phase. In these cases, the cost for a wrong classification could be so high that it should suspend the decision and call for a further test, i.e. to reject the sample. Due to the uncertainty in image classification and pattern recognition, selective prediction has gained undoubtedly a consistent interest in practice Xie et al., 2006, Santos-Pereira and Pires, 2005]. The discussion about the reject option has also been quite extensive for various hypothesis classes and learning algorithms, such as support vector machine, boosting, and nearest neighbors Fumera and Roli, 2002, Hellman, 1970, Cortes et al., 2016. These methods surpass traditional confidence-based methods in practice and achieve the balance of error-reject trade-off.

A classical statistical adage says that models capable of fitting too much will generalize poorly. Due to DNNs' high capacity in fitting data, if DNNs can leverage the trade-off coverage by selective prediction, then the performance in prediction can be improved. However, the reject option has rarely been discussed in the context of neural networks. To the best of our knowledge, Geifman et al. are the first people to study reject option based neural networks which could leverage the neural network's advantage in data fitting and error-reject trade-off Geifman and El-Yaniv, 2019. Their method requires the knowledge of the reject rate. Apparently, the reject rate is unknown in many applications and trial-and-error with different reject rates on the whole dataset is very costly for large-scale applications. This
makes their method less sophisticated and ingenious. Besides, model's abstention of prediction on a partial dataset increases the model bias and the dataset has not been fully utilized. In this chapter, we propose noise-robust learning algorithms integrated with selective prediction that can effectively estimate the intrinsic rejection rate of the dataset. We then generalize our method to decision thresholds learning for binary classification with asymmetrical costs. Correspondingly, we provide a rigorous framework to generalize the estimation of intrinsic corruption rate of the dataset. To leverage the advantage of multiple learning algorithms, we extend to a hierarchical two-stage system with an integration of threshold learning. The two-stage system can improve the test accuracy by comprehensive learning simultaneously on both the classified acceptance and rejection subsets. Empirical results show that our methods can achieve state-of-the-art performance in many classification and regression problems.

\subsection*{4.2 Preliminaries}

First, we review the concept of reject option by the classical Chow's rule and Tortorella's rule. Chow's rule provides a foundation of error-reject trade-off in selective prediction. In addition, Tortorella's rule is an alternative selective prediction method for binary classification with asymmetrical costs. Our threshold learning algorithms proposed in this chapter inherit the fundamental ideas of Chow's rule and Tortorella's rule. Then we will overview Selective Net, a DNN embedded with the reject option that allows end-to-end optimization of selective models. Our threshold learning algorithms extend the Selective Net to a more general framework with effective learning on the intrinsic rejection rate of the dataset.

\subsection*{4.2.1 Chow's Rule - Optimal Rejection Rule}

Chow proposed an optimal rule for pattern recognition problems based on the error-reject trade-off. Chow's rule consists in rejecting a pattern if the maximum of the a posteriori probability is less than some threshold Chow, 1970. Mathematically, given \(n\) the total number of classes, \(\left(\mathcal{P}_{1}, \mathcal{P}_{2}, \cdots, \mathcal{P}_{n}\right)\) the a priori probability distribution of these classes, \(\mathcal{F}(x \mid i)\) the conditional probability density function for sample (pattern) \(x\) given \(i^{t h}\) class, and \(\tau\) the rejection threshold, then the optimal rejection rule is: to accept pattern \(x\) and predict it as in the \(k^{\text {th }}\) class, we need both of the following hold:
- \(\mathcal{P}_{k} \cdot \mathcal{F}(x \mid k) \geq \mathcal{P}_{i} \cdot \mathcal{F}(x \mid i)\) for all \(i=1, \cdots, n\),
- \(\mathcal{P}_{k} \cdot \mathcal{F}(x \mid k)>(1-\tau) \sum_{i=1}^{n} \mathcal{P}_{i} \cdot \mathcal{F}(x \mid i)\).

On contrast, to reject pattern \(x\),
\[
\max _{1 \leq i \leq n}\left\{\mathcal{P}_{i} \cdot \mathcal{F}(x \mid i)\right\} \leq(1-\tau) \sum_{i=1}^{n} \mathcal{P}_{i} \cdot \mathcal{F}(x \mid i)
\]

Equivalently, if we define \(m(x):=\frac{\max _{1 \leq i \leq n}\left\{\mathcal{P}_{i} \cdot \mathcal{F}(x \mid i)\right\}}{\mathcal{F}(x)}\) as the maximum of the a posteriori of the classes with \(x\), where \(\mathcal{F}(x)=\sum_{i=1}^{n} \mathcal{P}_{i} \cdot \mathcal{F}(x \mid i)\), then the optimal rule can be restated as
\[
\text { Selection }= \begin{cases}\text { Accept } & \text { if } m(x)>1-\tau \\ \text { Reject } & \text { if } m(x) \leq 1-\tau\end{cases}
\]

From Chow, the above rule is also a minimum-risk rule if the cost function is uniform within each class, i.e., no distinction is made among the errors, the correct recognition, and the rejection Chow, 1970. Given \(\mathcal{C}_{r}, \mathcal{C}_{e}, \mathcal{C}_{c}\) the cost of rejection, error (accept but wrong), and correct (accept and correct) portions respectively, if we know the a posteriori distribution, then the optimal rejection threshold related to the cost is \(\tau=\frac{\mathcal{C}_{r}-\mathcal{C}_{c}}{\mathcal{C}_{e}-\mathcal{C}_{c}}\). The optimality of Chow's rule relies on the exact knowledge of the a posteriori probabilities for each sample. However, the full knowledge about the distributions of the classes is extremely difficult to obtain in practical applications and thus the Chow's rule is rarely applicable Tortorella, 2000, Fumera and Roli, 2002, Fumera et al., 2000. Chow's rule is hence in an ideal scenario. It mainly provides us a great intuition of the error-reject trade-off.

\subsection*{4.2.2 Tortorella's Rule - Reject Rule in Binary Classification}

In binary classification, each sample can be classified as one of the two disjoint classes, Positive (P) and Negative ( N ). The costs are not symmetrical in general, because the consequences of different errors are not equivalent and depend on the nature of the particular applications. As an example, in automated cancer diagnosis, a false negative outcome can be much more costly than a false positive since false negative hides patients' potential high risk Santos-Pereira and Pires, 2005. Tortorella introduced an idea of selective prediction with asymmetrical cost in binary classification problems TTortorella, 2000. To overview it, we define True Positive Rate (TPR) as the fraction of actually-positive cases being correctly classified and False Positive Rate (FPR) as the fraction of actually-negative cases mistakenly classified as positive. Correspondingly, we can define True Negative Rate (TNR) and False Negative Rate (FNR).

\section*{Elementary Decision Rule}

Assume \(s(x)\) the prediction score for predictor \(s\) on sample \(x\). Then we have the elementary decision rule based on the decision threshold \(\tau\) :
\[
\text { class }= \begin{cases}\text { positive } & \text { if } s(x)>\tau \\ \text { negative } & \text { if } s(x) \leq \tau\end{cases}
\]

Denote by \(f_{\mathrm{P}}, f_{\mathrm{N}}\) the density function of classes P and N . Then
\[
\operatorname{TNR}(\tau)=\int_{0}^{\tau} f_{\mathrm{N}}(x) d x=1-\operatorname{FPR}(\tau), \quad \operatorname{FNR}(\tau)=\int_{0}^{\tau} f_{\mathrm{P}}(x) d x=1-\operatorname{TPR}(\tau)
\]

The utility function, \(\mathcal{U}\), which measures the effectiveness of binary classifier, is defined based on the costs of TP, FN, FP, TN, \(w_{\mathrm{TP}}, w_{\mathrm{FN}}, w_{\mathrm{FP}}\), and \(w_{\mathrm{TN}}\) Tortorella, 2000]:
\[
\mathcal{U}(\tau)=\mathcal{P}(\mathrm{P}) \cdot\left(w_{\mathrm{TP}} \cdot \operatorname{TPR}(\tau)+w_{\mathrm{FN}} \cdot \operatorname{FNR}(\tau)\right)+\mathcal{P}(\mathrm{N}) \cdot\left(w_{\mathrm{TN}} \cdot \operatorname{TNR}(\tau)+w_{\mathrm{FP}} \cdot \operatorname{FPR}(\tau)\right)
\]

\section*{Decision Rule with Reject Option}

To accomplish the reject option in binary classifier, the decision rule is changed to:
\[
\text { class }= \begin{cases}\text { positive } & \text { if } s(x)>\tau_{2} \\ \text { negative } & \text { if } s(x)<\tau_{1} \\ \text { reject } & \text { else }\end{cases}
\]
where \(\tau_{1}\) and \(\tau_{2}\) are decision thresholds \(\left(\tau_{1} \leq \tau_{2}\right)\). As a consequence, the rates are modified to
\[
\begin{array}{ll}
\operatorname{TNR}\left(\tau_{1}\right)=\int_{0}^{\tau_{1}} f_{\mathrm{N}}(x) d x, & \operatorname{TPR}\left(\tau_{2}\right)=\int_{\tau_{2}}^{1} f_{\mathrm{P}}(x) d x \\
\operatorname{FNR}\left(\tau_{1}\right)=\int_{0}^{\tau_{1}} f_{\mathrm{P}}(x) d x, & \operatorname{FPR}\left(\tau_{2}\right)=\int_{\tau_{2}}^{1} f_{\mathrm{N}}(x) d x
\end{array}
\]
and the reject rates (Reject Negative (RN) and Reject Positive (RP)) related to negative and positive samples are
\[
\begin{aligned}
& \operatorname{RN}\left(\tau_{1}, \tau_{2}\right)=\int_{\tau_{1}}^{\tau_{2}} f_{\mathrm{N}}(x) d x=1-\operatorname{TNR}\left(\tau_{1}\right)-\operatorname{FPR}\left(\tau_{2}\right), \\
& \operatorname{RP}\left(\tau_{1}, \tau_{2}\right)=\int_{\tau_{1}}^{\tau_{2}} f_{\mathrm{P}}(x) d x=1-\operatorname{TPR}\left(\tau_{1}\right)-\operatorname{FNR}\left(\tau_{2}\right)
\end{aligned}
\]

The decision utility function with reject option then becomes to
\[
\begin{align*}
\mathcal{U}\left(\tau_{1}, \tau_{2}\right) & =\mathcal{P}(\mathrm{P})\left(w_{\mathrm{TP}} \cdot \operatorname{TPR}\left(\tau_{2}\right)+w_{\mathrm{FN}} \cdot \operatorname{FNR}\left(\tau_{1}\right)+w_{\mathrm{R}} \cdot \operatorname{RP}\left(\tau_{1}, \tau_{2}\right)\right) \\
& +\mathcal{P}(\mathrm{N})\left(w_{\mathrm{TN}} \cdot \operatorname{TNR}\left(\tau_{2}\right)+w_{\mathrm{FP}} \cdot \operatorname{FPR}\left(\tau_{2}\right)+w_{\mathrm{R}} \cdot \operatorname{RN}\left(\tau_{1}, \tau_{2}\right)\right) \tag{4.1}
\end{align*}
\]

Tortorella's rule provides us a great intuition of setting up reject rule in binary classification and also a measurement of the effectiveness of the classifier.

\subsection*{4.2.3 Selective Net}

Some classifiers, like neural networks and the \(k\)-nearest neighbor classifier, provide approximations of the a posteriori probabilities Bishop, 1995, Ruck et al., 1990, Fumera et al., 2000. In such a case, Chow's rule can be used despite its non-optimality. Selective Net, a DNN embedded with reject option, allows end-to-end optimization of selective models Geifman and El-Yaniv, 2019. This is the first work considered as applying Chow's selective prediction rule to the neural network model. Assume we have \(\mathcal{D} \times \mathcal{Y}\) where \(\mathcal{D}\) has \(n\) total samples and \(\mathcal{Y}\) is the corresponding labels (in classification) or numerical values (in regression). As shown in Figure 11 . Selective Net has a selection net (in green) connecting to a main body neural net. Note that networks here can be assembled by any architecture such as a fully-connected network or CNN. Selective Net learns a pair \((f, g)\), where \(f: \mathcal{D} \rightarrow \mathcal{Y}\) is a prediction function that maps data to either prediction scores for classes (in classification) or numerical values (in regression) and is learned by main body net, while \(g: \mathcal{D} \rightarrow\{0,1\}\) is a selection function that serves as a binary qualifier for \(f\) and is learned by selection net. Therefore, for sample \(x \in \mathcal{D}\),
\[
g(x)= \begin{cases}1 & \text { if } x \text { is accepted } \\ 0 & \text { if } x \text { is rejected }\end{cases}
\]

For \(\left\{x_{i}, y_{i}\right\}_{i=1}^{n} \in \mathcal{D} \times \mathcal{Y}\) and \(l: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}^{+}\)a given loss function, the empirical coverage is
\[
\begin{equation*}
\hat{\phi}(g)=\frac{1}{n} \sum_{i=1}^{n} g\left(x_{i}\right) \tag{4.2}
\end{equation*}
\]
and the empirical selective risk is
\[
\begin{equation*}
\hat{r}(f, g)=\frac{\frac{1}{n} \sum_{i=1}^{n} l\left(f\left(x_{i}\right), y_{i}\right) \cdot g\left(x_{i}\right)}{\hat{\phi}(g)} \tag{4.3}
\end{equation*}
\]

For a given target coverage (corruption threshold) \(\tau\) and hyperparameter \(\lambda\) which controls


Figure 11: Selective Net
the relative importance of the constraint, we have prediction and auxiliary loss defined as:
\[
\begin{align*}
& \mathcal{L}_{\mathrm{pred}}=\hat{r}(f, g)+\lambda \cdot \max (0, \tau-\hat{\phi}(g))^{2}  \tag{4.4}\\
& \mathcal{L}_{\mathrm{aux}}=\frac{1}{n} \sum_{i=1}^{n} l\left(f\left(x_{i}\right), y_{i}\right)
\end{align*}
\]
which together implies the overall training loss with \(\alpha\) highlighting the weights of the prediction loss
\[
\mathcal{L}=\alpha \cdot \mathcal{L}_{\text {pred }}+(1-\alpha) \cdot \mathcal{L}_{\text {aux }}
\]

From Geifman and El-Yaniv, 2019, \(\alpha>0\) since without the consideration of \(\mathcal{L}_{\text {aux }}\), the Selective Net will focus on a fraction \(\tau\) of the training set before any valuable low-level features are constructed. This will direct Selective Net to overfit the wrong subset of the training set.

\subsection*{4.3 Threshold Learning with Selective Prediction}

Next, we propose the threshold learning methods with selective prediction. Our method is based on neural network model. As introduced, classifiers like neural networks provide approximations of the a posteriori probabilities Bishop, 1995, Ruck et al., 1990, Fumera et al. 2000. In such a case, Chow's rule can be used despite its non-optimality.

\subsection*{4.3.1 Advantage of Deep Learning with Selective Prediction}

First, we reveal some reasons to study the reject option neural network:
- Avoid over-training on the corrupted data to improve the model's noise robustness and
save the training cost
- Resolve the potential vanishing gradient problem on corrupted samples that are outliers

If a partial dataset is corrupted, the gap between corrupted data and clean data will lead to longer fitting time in the training phase. Moreover, the model is affected by the corrupted data and will decrease the noise robustness. This gives us the first reason (bullet point) above. In addition, corrupted outliers are extreme values before activation. From Janocha and Czarnecki, 2017, we prove the vanishing gradient problem caused by outliers (second bullet point) in Lemma 4.1. Our method is capable of identifying and rejecting outliers, hence avoiding the problem.

Lemma 4.1. For common sigmoid activation and standard loss function based on \(l_{1}, l_{2}\) norms, the activation value has gradient asymptotically converging to 0 at both infinities. That is, the vanishing gradient problem exists for corrupted samples that are outliers.

Proof. Denote by \(\sigma(x)=\left(1+e^{-x}\right)^{-1}\) the sigmoid activation. Without loss of generality, assume the actual output is \(s\) ( \(s\) could be numerical value in regression or classes in classification), and the output before activation is \(\mathbf{o}\). For simplification, let \(\left(l_{1} \circ \sigma\right)\) stand for the \(l_{1}\) loss joint with \(\sigma\). Then
\[
\frac{\partial\left(l_{1} \circ \sigma\right)}{\partial \mathbf{o}}(\mathbf{o})=\frac{\partial}{\partial \mathbf{o}}\left(\left|s-\left(1+e^{-\mathbf{o}}\right)^{-1}\right|\right)(\mathbf{o})=\frac{\partial}{\partial \mathbf{o}}\left( \pm\left(s-\left(1+e^{-\mathbf{o}}\right)^{-1}\right)\right)(\mathbf{o})=\mp \frac{e^{-\mathbf{o}}}{\left(1+e^{-\mathbf{o}}\right)^{2}} .
\]

Since
\[
\lim _{\mathbf{o} \rightarrow-\infty}-\frac{e^{-\mathbf{o}}}{\left(1+e^{-\mathbf{o}}\right)^{2}}=\lim _{\mathbf{o} \rightarrow \infty}-\frac{e^{-\mathbf{o}}}{\left(1+e^{-\mathbf{o}}\right)^{2}}=0
\]
then the gradient vanishes at both infinities. Similarly, let \(\left(l_{2} \circ \sigma\right)\) stand for the \(l_{2}\) loss joint with \(\sigma\). Then
\[
\begin{equation*}
\frac{\partial\left(l_{2} \circ \sigma\right)}{\partial \mathbf{o}}(\mathbf{o})=2\left(s-\left(1+e^{-\mathbf{o}}\right)^{-1}\right) \cdot \frac{-e^{-\mathbf{o}}}{\left(1+e^{-\mathbf{o}}\right)^{2}}, \tag{4.5}
\end{equation*}
\]
where the vanishing gradient again occurs. Thus, for corrupted samples that are outliers, we have the vanishing gradient problem.

In fact, the vanishing gradient problem caused by outliers is not only for \(l_{1}\) and \(l_{2}\) losses but also appears in classical cross-entropy loss if the output is very large. This can be easily verified by taking the gradient of the \(\log \left(1+e^{-\mathbf{o}}\right)\) term in the cross-entropy loss.

\subsection*{4.3.2 Selective Net with Automatic Learning (SNAL)}

Selective Net has shown great empirical results with the leverage of reject option Geifman and El-Yaniv, 2019. However, the rejection threshold is not known in most of the applications and is by the choice of users. If we use trial-and-error with multiple thresholds on the whole dataset, then it is very costly for large-scale datasets and not sophisticated. This motivates us to design a data-driven selective prediction algorithm that can dynamically learn the rejection threshold of the dataset. In addition, machine learning has a universal rule: the more data in training, the better the interpretation and representation in general. Our algorithm should also prefer high coverage of acceptance while keeping as many high-quality samples in training as possible.

Following the settings in section 4.2.3, we have \(\mathcal{D} \times \mathcal{Y}\) with \(n\) samples \(\left\{x_{i}, y_{i}\right\}_{i=1}^{n}\). Note that \(l\left(f\left(x_{i}\right), y_{i}\right)\) can be any loss function such as square loss, hinge loss, and log loss and recall that \((f, g)\) is the prediction function and selection function pair in a neural network model with selective prediction. Also from section 4.2.3, the selection net connecting to the main body neural network learns the selection function \(g\). In our discussion, we continue to use the empirical selective risk and the penalty on rejection set in 4.4. To design a loss function with the estimation of the intrinsic rejection rate of the dataset, we consider an additional penalty on the low target coverage of the dataset. We motivate this by studying the minimization problem with respect to the coverage \(\tau\) :
\[
\begin{align*}
\min _{\tau} & \left\{\hat{r}(f, g)+w_{\mathrm{pen}} \cdot \max (\tau-\hat{\phi}(g), 0)^{2}\right\} \\
\text { s.t. } & \tau \leq 1 \tag{4.6}
\end{align*}
\]
where \(\tau \leq 1\) is equivalent to \(1 \geq \tau\), and \(w_{\text {pen }}\) controls the relative importance of the constraint. By the constraint inequality in 4.6, we have the corresponding Lagrangian function:
\[
\begin{equation*}
\mathcal{L}_{\text {lagrange }}=\hat{r}(f, g)+w_{\mathrm{pen}} \cdot \max (\tau-\hat{\phi}(g), 0)^{2}+w_{\tau} \cdot(1-\tau) \tag{4.7}
\end{equation*}
\]
where \(w_{\tau} \geq 0\) and the goal is to minimize \(\mathcal{L}_{\text {lagrange }}\) with respect to \(\tau\). Following the idea of the minimization problem and Lagrangian on \(\tau\), we propose an algorithm that automatically learns the threshold \(\tau\), so-called Selective Net Algorithm with Automatic Learning (SNAL). Denote by \(\vec{\theta}_{f}, \vec{\theta}_{g}\) the set of parameters including weights and bias in the main body neural
network and selection net respectively. The loss function for SNAL is
\[
\begin{equation*}
\mathcal{L}_{\mathrm{hard}}\left(\vec{\theta}_{f}, \vec{\theta}_{g}, \tau\right)=\hat{r}\left(f\left(x ; \vec{\theta}_{f}\right), g\left(x ; \vec{\theta}_{g}\right)\right)+w_{\mathrm{pen}} \cdot \max \left(\tau-\hat{\phi}\left(g\left(x ; \vec{\theta}_{g}\right)\right), 0\right)^{2}+w_{\tau} \cdot(1-\tau) \tag{4.8}
\end{equation*}
\]
where \(w_{\tau}\) is then the penalty weight on the low coverage. This loss function is always nonnegative. Theoretically, if all of the data samples are perfectly clean, then the algorithm can potentially fit the training data perfectly where the coverage threshold \(\tau\) can be equal to 1 .

Let us say the selection function \(g\) classifies \(\mathcal{D}\) into \(\mathcal{D}_{\mathcal{A}}\) or \(\mathcal{D}_{\mathcal{R}}\), where \(\mathcal{D}_{\mathcal{A}}\) is the acceptance set and \(\mathcal{D}_{\mathcal{R}}\) is the rejection set. (4.8) is a hard margin loss, which means each sample will be either in \(\mathcal{D}_{\mathcal{A}}\) or \(\mathcal{D}_{\mathcal{R}}\). Intuitively, samples in \(\mathcal{D}_{\mathcal{A}}\) contribute to the empirical selective risk \(\hat{r}\) and samples in \(\mathcal{D}_{\mathcal{R}}\) contribute to the rejection and coverage penalty in 4.8).

In some applications, especially regression problems, it is hardly possible to recognize if the sample is corrupted. For example, consider male's height in the United States. A sample with a height of 235 cm is corrupted almost surely, while the sample with a height of 205 cm might not be sure of corruption. Applications like randomized control trials from exposure study in biostatistics and index movement prediction in finance should not have a hard margin decision boundary either. Thus, it is better to provide a likelihood/confidence score of samples being corrupted.

We require a confidence rate function for each sample as \(c: \mathcal{D} \rightarrow[0,1]\), where \(c\) represents the confidence score of a sample to be accepted (in \(\mathcal{D}_{\mathcal{A}}\) ). To make it work, we require a small modification of the network architecture as in Figure 11. We change the original selection net to the confidence net, where the confidence rate is now the output learned by the confidence net. Denote by \(\vec{\theta}_{c}\) the set of parameters including weights and bias in the confidence net. Then we have a soft margin loss function modified from hard margin loss in (4.8):
\[
\begin{align*}
\mathcal{L}_{\mathrm{soft}}\left(\vec{\theta}_{f}, \vec{\theta}_{c}, \tau\right) & =\frac{1}{n} \sum_{i=1}^{n} c\left(x_{i} ; \vec{\theta}_{c}\right) \cdot l\left(f\left(x_{i} ; \vec{\theta}_{f}\right), y_{i}\right) \\
& +w_{\mathrm{pen}} \cdot \max \left(\tau-\frac{1}{n} \sum_{i=1}^{n} c\left(x_{i} ; \vec{\theta}_{c}\right), 0\right)^{2}+w_{\tau} \cdot(1-\tau) . \tag{4.9}
\end{align*}
\]

The original selection function \(g\) with output \(\{0,1\}\) makes \(\hat{\phi}(g)\) in \(\mathcal{L}_{\text {hard }}\) discontinuous. Compared to \(\mathcal{L}_{\text {hard }}\), confidence rate \(c\) can make the soft margin loss function \(\mathcal{L}_{\text {soft }}\) continuous and in fact differentiable. We prove it in the following Lemma 4.2. This is favorable in neural network backpropagation.

Lemma 4.2. If the loss \(l(f(x), y)\) is continuous for all the samples and the confidence rate
function c in learning is differentiable, then \(\mathcal{L}_{\text {soft }}\) defined in 4.9) is differentiable.
Proof. For the gradient with respect to \(\vec{\theta}_{f}\), it is trivial. Now consider the gradients with respect to confidence rate \(\vec{\theta}_{c}\) and \(\tau\),
\[
\begin{aligned}
\nabla_{\vec{\theta}_{c}} \mathcal{L}_{\mathrm{soft}}= & \frac{1}{n} \sum_{i=1}^{n} l\left(f\left(x_{i} ; \vec{\theta}_{f}\right), y_{i}\right) \cdot \nabla_{\vec{\theta}_{c}} c\left(x_{i} ; \vec{\theta}_{c}\right) \\
& +w_{\mathrm{pen}} \cdot \frac{-2}{n} \sum_{i=1}^{n} \nabla_{\vec{\theta}_{c}} c\left(x_{i} ; \vec{\theta}_{c}\right) \cdot \max \left(\tau-\frac{1}{n} \sum_{i=1}^{n} c\left(x_{i} ; \vec{\theta}_{c}\right), 0\right) \\
& \frac{\partial \mathcal{L}_{\mathrm{soft}}}{\partial \tau}=2 w_{\mathrm{pen}} \cdot \max \left(\tau-\frac{1}{n} \sum_{i=1}^{n} c\left(x_{i} ; \vec{\theta}_{c}\right), 0\right)-w_{\tau}
\end{aligned}
\]

From the given assumption, \(\nabla_{\vec{\theta}_{c}} c\left(x_{i} ; \vec{\theta}_{c}\right)\) exists and is continuous. Thus, the soft margin loss is differentiable.

It is worth noting that \(\vec{\theta}_{f}, \vec{\theta}_{g}\), and \(\vec{\theta}_{c}\) above are the parameters in neural network. Therefore, these parameters get updated in the training phase of the neural network.

\subsection*{4.3.3 Threshold Learning with Reject Option (TLRO)}

As introduced in the Preliminaries, Tortorella's rule is a selective prediction method unique for a binary classification problem with asymmetrical costs. Similar to threshold \(\tau\) in Selective Net, the decision thresholds of negative and positive class, \(\tau_{1}\) and \(\tau_{2}\) as in Preliminaries, are also unknown in applications. Here we require \(\tau_{1} \leq 0.5\) and \(\tau_{2} \geq 0.5\). We generalize our work to a learning algorithm that can dynamically search for the decision thresholds. We name the algorithm Threshold Learning with Reject Option (TLRO). TLRO also uses a neural network with selective prediction to abstain from the partial prediction, while dynamically learning the decision thresholds of the dataset. Due to the preference for high data coverage, our algorithm prefers \(\tau_{1}\) and \(\tau_{2}\) as close to 0.5 . Note that TLRO has the asymmetrical costs for negative and positive samples with \(w_{\text {neg }}\) and \(w_{\text {pos }}\). With the rejection penalty \(w_{\mathrm{R}}\), here we
define the loss function of TLRO:
\[
\begin{align*}
\mathcal{L}_{\text {TLRo }}\left(\vec{\theta}_{f}, \tau_{1}, \tau_{2}\right) & =w_{\text {neg }} \cdot \frac{1}{n}\left(\sum_{i=1}^{n} l\left(f\left(x_{i} ; \vec{\theta}_{f}\right), y_{i}\right) \mathbb{1}_{\left\{x_{i} \mid f\left(x_{i} ; \vec{\theta}_{f}\right)<\tau_{1}\right\}}\right) \\
& +w_{\mathrm{pos}} \cdot \frac{1}{n}\left(\sum_{i=1}^{n} l\left(f\left(x_{i} ; \vec{\theta}_{f}\right), y_{i}\right) \mathbb{1}_{\left\{x_{i} \mid f\left(x_{i} ; \vec{\theta}_{f}\right)>\tau_{2}\right\}}\right) \\
& +w_{\mathrm{R}} \cdot \frac{1}{n}\left(\sum_{i=1}^{n} \mathbb{1}_{\left\{x_{i} \mid \tau_{1} \leq f\left(x_{i} ; \vec{\theta}_{f}\right) \leq \tau_{2}\right\}}\right)+w_{\tau} \cdot\left(\left(0.5-\tau_{1}\right)^{2}+\left(\tau_{2}-0.5\right)^{2}\right) . \tag{4.10}
\end{align*}
\]

The loss function contains the empirical selective risk, penalty on the rejection set under coverage, and the penalty on the decision thresholds. This is analogous to the SNAL loss function. It is worth highlighting that (4.10) is perfectly inherited from the decision utility function with reject option (4.1) from Tortorella's rule.
(4.10) is the hard margin loss where the indicator functions might not be continuous. To make the loss function continuous and hence avoid the potential issues in backpropagation, we design a soft margin loss as in SNAL. We consider the sigmoid function as an approximation of the indicator function. Assume \(\sigma_{\beta}^{\alpha}(x):=\frac{e^{\alpha(x-\beta)}}{1+e^{\alpha(x-\beta)}}\), the sigmoid function with order \(\alpha\) and center \(\beta\). Then we can use \(1-\sigma_{\tau_{1}}^{\alpha}(x)\) to approximate indicator function \(\mathbb{1}_{\left\{x_{i} \mid f\left(x_{i}\right)<\tau_{1}\right\}}\) and \(\sigma_{\tau_{2}}^{\alpha}(x)\) to approximate indicator function \(\mathbb{1}_{\left\{x_{i} \mid f\left(x_{i}\right)>\tau_{2}\right\}}\) given a relatively large \(\alpha\). From the above approximations, \(\left(1-\sigma_{\tau_{1}}^{\alpha}(x)+\sigma_{\tau_{2}}^{\alpha}(x)\right)\) can approximate \(\mathbb{1}_{\left\{x_{i} \mid f\left(x_{i}\right)<\tau_{1}\right\} \cup\left\{x_{i} \mid f\left(x_{i}\right)>\tau_{2}\right\}}\), and \(\left(\sigma_{\tau_{1}}^{\alpha}(x)-\sigma_{\tau_{2}}^{\alpha}(x)\right)\) can approximate \(\mathbb{1}_{\left\{x_{i} \mid \tau_{1} \leq f\left(x_{i}\right) \leq \tau_{2}\right\}}\). By the replacement of functions, the soft margin loss of TLRO can be differentiable.

\subsection*{4.4 Concentration of Measure Results}

In the last section, we design learning algorithms integrated with selective prediction that can effectively estimate the rejection rate of the dataset. Here we provide some theoretical justification of the data corruption rate. We require the corruption rate in the training set to serve as a natural and rigorous estimation of the intrinsic value for the population. This is called generalization, a key topic in machine learning. Generalization measures how accurately an algorithm can predict output values for unseen data. As an intrinsic value of an unknown dataset, the corruption rate provides us the important information about the quality and interpretability of data and should be estimated accurately from out of sample. In this section, we study the generalization of data corruption rate. We provide a rigorous framework that utilizes the concentration of measure to estimate the corruption rate in testing.

Assume the training and test data come from a universal underlying system sharing the same corruption rate. Let each sample follow from a Bernoulli distribution with corruption
probability \(\gamma\). That is, the universal (population) corruption rate is \(\gamma\). For a sample \(s\), if \(\mathcal{I}\) is an indicator function and \(\mathcal{I}_{s}\) stands for whether sample \(s\) is corrupted or not, then
\[
\mathcal{I}_{s}= \begin{cases}1 & \text { with probability } \gamma ;  \tag{4.11}\\ 0 & \text { with probability } 1-\gamma\end{cases}
\]

Let us say \(\mathcal{X}\) and \(\mathcal{Z}\) are the training and test sets. Denote by \(n_{\mathcal{X}}\) and \(n_{\mathcal{Z}}\) the size of \(\mathcal{X}\) and \(\mathcal{Z}\). Then for \(\left\{\mathbf{x}_{i}\right\}_{i=1}^{n_{\mathcal{X}}} \in \mathcal{X}\), we can write the training set corruption rate \(\gamma_{\mathcal{X}}\) as
\[
\begin{equation*}
\gamma_{\mathcal{X}}=\frac{1}{n_{\mathcal{X}}} \sum_{i=1}^{n_{\mathcal{X}}} \mathcal{I}_{\mathbf{x}_{i}} \tag{4.12}
\end{equation*}
\]
where \(\mathcal{I}_{\mathbf{x}_{i}}\) is the corruption indicator function. Similarly, for \(\left\{\mathbf{z}_{i}\right\}_{i=1}^{n \mathcal{Z}} \in \mathcal{Z}\), the test set corruption rate \(\gamma_{\mathcal{Z}}\) is
\[
\begin{equation*}
\gamma_{\mathcal{Z}}=\frac{1}{n_{\mathcal{Z}}} \sum_{i=1}^{n_{\mathcal{Z}}} \mathcal{I}_{\mathbf{z}_{i}} \tag{4.13}
\end{equation*}
\]
where \(\mathcal{I}_{\mathbf{z}_{i}}\) is the corruption indicator function. The following lemma indicates that the training corruption rate is close to the population corruption rate with high probability.

Lemma 4.3 (Concentration result between the training set and universal). Assume both \(\mathcal{X}\) and \(\mathcal{Z}\) are from some universal distribution where each sample is corrupted with probability \(\gamma\). The following inequality is satisfied for any positive \(\epsilon_{1}\) :
\[
\begin{equation*}
\mathcal{P}\left(\left\|\gamma_{\mathcal{X}}-\gamma\right\| \geq \epsilon_{1}\right) \leq 2 e^{-2 n_{\mathcal{X}} \epsilon_{1}^{2}} \tag{4.14}
\end{equation*}
\]

Proof. From the Hoeffding's inequality, for any \(\epsilon_{1}>0\),
\[
\begin{equation*}
\mathcal{P}\left(\left|\frac{1}{n_{\mathcal{X}}} \sum_{i=1}^{n_{\mathcal{X}}} \mathcal{I}_{\mathbf{x}_{i}}-\mathbb{E}\left[\frac{1}{n_{\mathcal{X}}} \sum_{i=1}^{n_{\mathcal{X}}} \mathcal{I}_{\mathbf{x}_{i}}\right]\right| \geq \epsilon_{1}\right) \leq 2 e^{-2 n_{\mathcal{X}} \epsilon_{1}^{2}} \tag{4.15}
\end{equation*}
\]
where \(\mathbb{E}\left[\frac{1}{n_{\mathcal{X}}} \sum_{i=1}^{n \mathcal{X}} \mathcal{I}_{\mathbf{x}_{i}}\right]\) is equal to the universal corruption rate \(\gamma\). Recall that the definition of \(\gamma_{\mathcal{X}}\) is in (4.12). Thus, (4.15) is equivalent to
\[
\begin{equation*}
\mathcal{P}\left(\left\|\gamma_{\mathcal{X}}-\gamma\right\| \geq \epsilon_{1}\right) \leq 2 e^{-2 n_{\mathcal{X}} \epsilon_{1}^{2}} \tag{4.16}
\end{equation*}
\]

This gives the concentration result between the training \(\gamma_{\mathcal{X}}\) and universal \(\gamma\).

Since we are interested in the generalization of the corruption rate, we need a concentration of measure results between the training and test set.

Lemma 4.4 (Concentration result between the training and test set). Assume both \(\mathcal{X}\) and \(\mathcal{Z}\) are from some universal distribution where each sample is corrupted with probability \(\gamma\). Then for any positive pair \(\left(\epsilon_{1}, \epsilon_{2}\right)\), we have the following inequality:
\[
\begin{equation*}
\mathcal{P}\left(\left\|\gamma_{\mathcal{X}}-\gamma_{\mathcal{Z}}\right\| \geq \epsilon_{1}+\epsilon_{2}\right) \leq 2 e^{-2 n \mathcal{X} \epsilon_{1}^{2}}+2 e^{-2 n \mathcal{Z} \epsilon_{2}^{2}} \tag{4.17}
\end{equation*}
\]

Proof. Same as the proof of Lemma 4.3, from the Hoeffding's inequality on \(\mathcal{Z}\) and the definition of \(\gamma_{\mathcal{Z}}\) in (4.13), we have for any \(\epsilon_{2} \geq 0\),
\[
\begin{equation*}
\mathcal{P}\left(\left\|\gamma-\gamma_{\mathcal{Z}}\right\| \geq \epsilon_{2}\right) \leq 2 e^{-2 n_{\mathcal{Z}} \epsilon_{2}^{2}} \tag{4.18}
\end{equation*}
\]

From the union bounds on (4.16) and 4.18, then with probability more than \(1-2 e^{-2 n_{\mathcal{X}} \epsilon_{1}^{2}}-\) \(2 e^{-2 n_{\mathcal{Z}} \epsilon_{2}^{2}}\), both of the following inequalities are satisfied at the same time:
\[
\begin{aligned}
& \left\|\gamma_{\mathcal{X}}-\gamma\right\|<\epsilon_{1}, \\
& \left\|\gamma-\gamma_{\mathcal{Z}}\right\|<\epsilon_{2} .
\end{aligned}
\]

Using the triangle inequality, we then have
\[
\left\|\gamma_{\mathcal{X}}-\gamma_{\mathcal{Z}}\right\| \leq\left\|\gamma_{\mathcal{X}}-\gamma\right\|+\left\|\gamma-\gamma_{\mathcal{Z}}\right\|<\epsilon_{1}+\epsilon_{2}
\]
with probability more than \(1-2 e^{-2 n_{\mathcal{X}} \epsilon_{1}^{2}}-2 e^{-2 n_{\mathcal{Z}} \epsilon_{2}^{2}}\) as desired.

From the above concentration of measure results, we know the corruption rate on the training set could be a good estimator of the corruption rate of the population and test set.

\subsection*{4.5 Hierarchical Two-Stage Learning Algorithm}

Our learning methods can dynamically search for the optimal threshold rate and classify the data into acceptance and rejection subsets. If we completely abstain from the prediction on the rejection set, it might not be optimal since we block partial datasets and have not fully utilized the whole dataset. In fact, we may still discover some useful patterns from the rejected
data by using additional learning algorithms. The improvement to that is the two-stage learning algorithm. The two-stage learning algorithm is a hierarchical system that classifies the whole dataset into two subsets at stage I and applies the further learning methods on either rejected subset or both of the two subsets at stage II. Since our algorithms have the capability of classifying the data into acceptance and rejection sets, it is natural to extend them into the two-stage system.

\subsection*{4.5.1 Advantage of Two-Stage System}

Some good reasons motivate us to study the hierarchical two-stage system. The first one is the trade-off between accuracy and resource allocation, e.g., response time or size of system Giusti et al., 2002. Let us consider a scheme where a fast first classifier with rejection is used to classify patterns with high confidence. Rejected patterns are then forwarded to a more complex and slower second-level classifier for further classification. Typically, the hierarchical system as a whole returns better classification results. This hierarchical system turns out to be more flexible if constraints on the response time are imposed by the operating environment. It is hence possible to reach the best trade-off between error and response time by tuning the rejection criterion in the first classifier.

Besides, the two-stage system with forwarding rejected patterns to a second-level classifier can reach the optimal irreducible Bayes error. Recall from chapter 1, each dataset has intrinsic irreducible errors that cannot be eliminated by any learning algorithm. In other words, creating an algorithm that has the potential to achieve irreducible Bayes error is the best we can do. From the next lemma, even if neither of the two classifiers in this two-stage system is optimal, this two-stage system as a whole may still reach the optimal Bayes error.

Lemma 4.5 (Bayes Error). Assume Stage-I classifier is \(f\) and the Stage-II classifier on rejected patterns from the Stage-I classifier is g. Assume \(\mathcal{D}_{\mathcal{A}}\) and \(\mathcal{D}_{\mathcal{R}}\) are the acceptance and rejection sets classified by \(f\) respectively. Given \(e_{f}\) and \(e_{g}\) the error rates for classifier \(f\) and g. If \(f\) only misclassifies data in \(\mathcal{D}_{\mathcal{R}}\) and \(g\) only misclassifies data in \(\mathcal{D}_{\mathcal{A}}\), then the two-stage system error, \(e_{T s}:=e_{f}+e_{g}\), is equal to the optimal Bayes error \(e_{\text {bayes }}\).

Proof. Assume there are \(K\) classes in the classification problem. For class \(w\) and sample \(x\), given \(\mathcal{P}(w \mid x)\) the posterior probability, and define \(\mathcal{P}_{1}(x):=\max _{j=1 \cdots K} \mathcal{P}\left(w_{j} \mid x\right)\), then the optimal Bayes error is defined as
\[
\begin{equation*}
e_{\text {bayes }}:=\int_{\mathcal{D}}\left(1-\mathcal{P}_{1}(x)\right) \mathcal{P}(x) d x \tag{4.19}
\end{equation*}
\]

Denote by \(\mathcal{D}_{\mathcal{A}}\) and \(\mathcal{D}_{\mathcal{R}}\) the acceptance and rejection sets classified by \(f\) where \(\mathcal{D}_{\mathcal{A}} \cup \mathcal{D}_{\mathcal{R}}=\mathcal{D}\).

Let \(\mathcal{P}_{f}(\cdot \mid \cdot)\) and \(\mathcal{P}_{g}(\cdot \mid \cdot)\) be the posterior probabilities from classifiers \(f\) and \(g\). For \(\mathcal{F}_{1}(x):=\) \(\max _{j=1 \cdots K} \mathcal{P}_{f}\left(w_{j} \mid x\right)\) and \(\mathcal{G}_{1}(x):=\max _{j=1 \cdots K} \mathcal{P}_{g}\left(w_{j} \mid x\right)\), the error rates for \(f\) and \(g\) are
\[
\begin{aligned}
e_{f} & :=\int_{\mathcal{D}_{\mathcal{A}}}\left(1-\mathcal{F}_{1}(x)\right) \mathcal{P}(x) d x, \\
e_{g} & :=\int_{\mathcal{D}_{\mathcal{R}}}\left(1-\mathcal{G}_{1}(x)\right) \mathcal{P}(x) d x .
\end{aligned}
\]

Observe that
\[
\begin{equation*}
e_{f}=\int_{\mathcal{D}_{\mathcal{A}}}\left(1-\mathcal{P}_{1}(x)\right) \mathcal{P}(x) d x+\int_{\mathcal{D}_{\mathcal{A}}}\left(\mathcal{P}_{1}(x)-\mathcal{F}_{1}(x)\right) \mathcal{P}(x) d x \tag{4.20}
\end{equation*}
\]

Assume the discrepancy value \(\Delta_{f}(x)=\mathcal{P}_{1}(x)-\mathcal{F}_{1}(x)\) and \(\mathcal{S}_{f}=\left\{x \mid \Delta_{f}(x) \neq 0\right\}\). Then
\[
\begin{equation*}
e_{f}=\int_{\mathcal{D}_{\mathcal{A}}}\left(1-\mathcal{P}_{1}(x)\right) \mathcal{P}(x) d x+\int_{\mathcal{D}_{\mathcal{A}} \cap \mathcal{S}_{f}} \Delta_{f}(x) \mathcal{P}(x) d x \tag{4.21}
\end{equation*}
\]

Similarly, given \(\Delta_{g}(x)=\mathcal{P}_{1}(x)-\mathcal{G}_{1}(x)\) and \(\mathcal{S}_{g}=\left\{x \mid \Delta_{g}(x) \neq 0\right\}\), we have
\[
\begin{equation*}
e_{g}=\int_{\mathcal{D}_{\mathcal{R}}}\left(1-\mathcal{P}_{1}(x)\right) \mathcal{P}(x) d x+\int_{\mathcal{D}_{\mathcal{R}} \cap \mathcal{S}_{g}} \Delta_{g}(x) \mathcal{P}(x) d x \tag{4.22}
\end{equation*}
\]

Combining \(e_{f}\) in 4.21) and \(e_{g}\) in 4.22, we have
\[
\begin{align*}
e_{f}+e_{g} & =\int_{\mathcal{D}}\left(1-\mathcal{P}_{1}(x)\right) \mathcal{P}(x) d x+\int_{\mathcal{D}_{\mathcal{A}} \cap \mathcal{S}_{f}} \Delta_{f}(x) \mathcal{P}(x) d x+\int_{\mathcal{D}_{\mathcal{R}} \cap \mathcal{S}_{g}} \Delta_{g}(x) \mathcal{P}(x) d x \\
& =e_{\text {bayes }}+\int_{\mathcal{D}_{\mathcal{A}} \cap \mathcal{S}_{f}} \Delta_{f}(x) \mathcal{P}(x) d x+\int_{\mathcal{D}_{\mathcal{R} \cap \mathcal{S}_{g}}} \Delta_{g}(x) \mathcal{P}(x) d x \tag{4.23}
\end{align*}
\]

Therefore, if \(\mathcal{D}_{\mathcal{A}} \cap \mathcal{S}_{f}=\emptyset\) and \(\mathcal{D}_{\mathcal{R}} \cap \mathcal{S}_{g}=\emptyset\), then the last two terms in 4.23) are zeros. Given the two-stage system error \(e_{\mathrm{TS}}:=e_{f}+e_{g}, e_{\mathrm{TS}}\) is equal to \(e_{\mathrm{bayes}}\). Equivalently, if all the patterns accepted by \(f\) are classified correctly and the rejected patterns are classified correctly by \(g\), then two-stage system error will be Bayes error.

\subsection*{4.5.2 Algorithm}

In this section, we study a two-stage learning system that classifies the whole dataset into two subsets using the neural network integrated with selective prediction at stage I and then applies additional learners on both of the two subsets at stage II. A hierarchical two-stage system is shown in Figure 12. In practice, we use the threshold learning algorithm (e.g., SNAL) at stage I that can estimate the rejection threshold of the dataset. After the threshold
is determined, we use this well-trained threshold learning model to classify datasets. Note that the additional learners at stage II are flexible and can be anything from deep CNN to regression tree algorithms. In other words, the two-stage system can be considered as an ensemble method with the leverage of multiple learning algorithms. Different learning algorithms can focus on different subsets and generate good prediction results through the ensemble. This is also called a two-stage algorithm integrated with threshold learning as in algorithm 7


Figure 12: Two-Stage Learning System

Assume the neural network with selective prediction at stage I is with prediction function and selection function pair \((f, g)\) and it classifies the dataset into acceptance set \(\mathcal{D}_{\mathcal{A}}\) and rejection set \(\mathcal{D}_{\mathcal{R}}\). Also \(m\) and \(h\) are the predictors for additional learners on \(\mathcal{D}_{\mathcal{A}}\) and \(\mathcal{D}_{\mathcal{R}}\) respectively. Denote by \(\tau\) the threshold discovered from the threshold learning algorithm. Then the two-stage system integrated with SNAL has the following loss functions for the main body neural net with selective prediction, and two additional learners:
\[
\begin{align*}
& \mathcal{L}_{\text {main }}=\hat{r}(f, g)+w_{\text {pen }} \cdot \max (\tau-\hat{\phi}(g), 0)^{2}+w_{\tau} \cdot(1-\tau) \\
& \mathcal{L}_{\text {learner-1 }}=\frac{1}{\left|\mathcal{D}_{\mathcal{A}}\right|} \sum_{i=1}^{\left|\mathcal{D}_{\mathcal{A}}\right|} l\left(m\left(x_{i}\right), y_{i}\right), \quad \mathcal{L}_{\text {learner-2 }}=\frac{1}{\left|\mathcal{D}_{\mathcal{R}}\right|} \sum_{i=1}^{\left|\mathcal{D}_{\mathcal{R}}\right|} l\left(h\left(x_{i}\right), y_{i}\right) . \tag{4.24}
\end{align*}
\]

\section*{Algorithm}

The hierarchical two-stage learning algorithm integrated with threshold learning is below.
```

Algorithm 7 Two-Stage Learning System
input: training data $\mathcal{X}$ and test data $\mathcal{Z}$
perform threshold learning algorithm (e.g. SNAL) on $\mathcal{X}$ to find optimal setting
with this trained threshold learning model, we classify $\mathcal{X}$ into $\mathcal{X}_{\mathcal{A}}, \mathcal{X}_{\mathcal{R}}$
with this trained threshold learning model, we classify $\mathcal{Z}$ into $\mathcal{Z}_{\mathcal{A}}, \mathcal{Z}_{\mathcal{R}}$
predict $\mathcal{Z}_{\mathcal{A}}$ by training $\mathcal{X}_{\mathcal{A}}$ on additional learner 1
predict $\mathcal{Z}_{\mathcal{R}}$ by training $\mathcal{X}_{\mathcal{R}}$ on additional learner 2
output: prediction of $\mathcal{Z}=\mathcal{Z}_{\mathcal{A}} \cup \mathcal{Z}_{\mathcal{R}}$

```

\subsection*{4.6 Empirical Study}

We test the performance of the threshold learning algorithms including SNAL, TLRO, and Two-stage systems. We first describe the experiment details such as datasets used and the baseline neural network models.

\subsection*{4.6.1 Datasets}

Our datasets range from classification (binary classification and multi-class classification) to regression problems.

Cats vs. Dogs. Cats vs. Dogs dataset is an image binary classification dataset extracted from the ASIRRA dataset. It contains 25,000 images of cats and dogs with 12,500 in each class. We partition the dataset to 9000 cats and 9000 dogs images in training, and 7000 cats and dogs images in testing. Images have the average dimension \(360 \times 400 \times 3\) pixels (RGB images) and each pixel has a value from 0 to 255 . For the training acceleration purpose, we rescale each image to a smaller dimension \(60 \times 60 \times 3\). An example is shown on the left-hand side of Figure 13. This dataset contains some low-quality images with motion blur and heavy shadow objects.

Synthetic-Noise Cats vs Dogs. Synthetic-noise Cats vs Dogs dataset is to apply random noise on a random subset of the Cats vs. Dogs datasets. To be more specific, we randomly select \(50 \%\) of the total images to compose a subset and then apply uniform random noise from - 80 to 80 to each image's pixel in this subset. After adding the noise, we bound each pixel from 0 to 255 . The partition of the training set and test set here is the same as in the noise-free scenario. An example is represented on the right-hand side of Figure 13 .

CIFAR-10. CIFAR-10 dataset is an image multi-class classification dataset with 10 object classes comprising a training set of 50,000 images and a test set of 10,000 images Krizhevsky and Hinton, 2009. An example is in Figure 2 and details are in Example 1.6. CIFAR-10 is
well-implemented in Tensorflow library.

Concrete Compressive Strength. Concrete Compressive Strength is a dataset for regression task Dheeru and Taniskidou, 2017. It contains 1030 instances with eight numerical features and one target numerical value, the compressive strength of concrete. The goal is to predict the target numerical value using its eight numerical features. We randomly split the dataset into \(75 \%\) training set and \(25 \%\) test set. The details about the dataset are in Example 1.8. In terms of data preprocessing, we normalize all the data into [0,1] using Minmax Scaler from TensorFlow including the target output.


Figure 13: Upper Left: noise-free cats. Upper Right: synthetic-noise cats. Lower Left: noise-free dogs. Lower Right: synthetic-noise dogs.

\subsection*{4.6.2 Baseline Models}

Due to the popularity of machine learning in scientific research and industry with production, more people require the explainability and interpretability of models due to trust and informativeness. For example, in medical applications, since a misdiagnosis could potentially
have dramatic consequences, using the outcome from an unintelligible black-box model to perform a diagnostic have very high-risk Caruana et al. 2015. In credit scoring, regulators and auditors require lenders to explain why they reject credit applications and prove the decisions does not rely on discriminatory features Horel et al., 2018. In self-driving cars, the government and manufacturers need a clear interpretation of how cars perform under different extreme situations to assure drivers' security Montavon et al., 2018]. Interpretation that provides a clear understanding of how a model generates its output is key for trust and assure the model can generalize well on a new dataset. The interpretability of the neural network model is from the input features' importance and significance Horel et al. 2018. The input features' importance in DNN requires the computations of gradients with respect to each input feature. However, deep and complex neural networks have the vanishing gradient problem. The gradient computation is sensitive and will lead to an inaccurate neural network's features' importance. Furthermore, the probability of error for an output neuron increases as the number of layers in the network increases [Stevenson et al., 1990]. Thus, a DNN with lots of layers lacks of interpretability and does not meet the high explainability requirement in people's expectation. This leads us to prefer simple neural networks in applications.

The state-of-the-art neural network models, such as ResNet or VGG Net, have the architecture of tens and hundreds of hidden layers He et al., 2016, Simonyan and Zisserman, 2015. In practice, they provide good results mainly due to stacking up a large number of layers. This is a mechanical process and not considered as a sophisticated and ingenious approach. Based on the reasons highlighted in the last paragraph, we consider simple neural networks as our baseline models. It is worth noting that the simple neural network also has the advantage of faster training, which is valuable when we have limited computing resources.

In the empirical study, we compare our threshold learning algorithms and two-stage system with the regular Selective Net, which is considered as the best-so-far method. Through the empirical study, we show that our learning methods outperform Selective Net in all datasets. For the baseline CNN and DNN models, we also add dropout or batch normalization layers if we state. The details of model architecture are in Supplementary. To determine the appropriate optimizers of this experiment, we first consider SGD and Adam since they are the most commonly used. Through our various experiments, we observe that Adam is capable of reaching the optimal much faster than SGD, although the average accuracy of them is almost the same when both of them reach the optimal. For example, Cats vs. Dogs dataset with Adam can reach the optimal accuracy within 55 training epochs, while the same setting with SGD takes more than 250 training epochs to the optimal. Due to the preference for the faster convergence in practice, we always use the Adam optimizer in our experiment. It is worth noting that Adam is slightly more volatile than SGD since standard SGD comes up with a
small learning rate and slow updates.

\subsection*{4.6.3 Cats vs. Dogs dataset}

In the first experiment, we test our methods on the noise-free binary classification: noise-free Cats vs. Dogs dataset. We check if the threshold learning methods such as SNAL and TLRO can automatically learn the threshold and perform good results without trial-and-error on multiple thresholds in Selective Net.

\section*{SNAL}

Due to the fast convergence of the Adam optimizer, the training can reach optimal within 55 training epochs. Let the accuracy on the \(y\)-axis stand for the test prediction accuracy. In Figure 14, we compare SNAL with the Selective Net with common thresholds such as \(50 \%\), \(80 \%, 90 \%\), and \(95 \%\). The accuracy of SNAL from epoch 20 to 55 is \(1.7 \%\) higher than Selective Net with the best-performing thresholds. The details about the SNAL architecture are in the Supplementary.

It is worth noting that the test accuracy here is not too high because we select a very simple neural network architecture as claimed. Correspondingly, the model bias is high and such accuracy is expected.


Figure 14: SNAL vs. Selective Net in noise-free Cats vs. Dogs

\section*{TLRO}

Recall that Cats vs Dogs is a binary classification dataset. For binary classification specifically, we propose the TLRO algorithm for decision thresholds learning. We compare the performance
of TLRO with Selective Net. We choose Selective Net with thresholds \(80 \%\) and \(95 \%\) since they perform the best. In Figure 15, TLRO surpasses the best-performing Selective Net significantly. The improvement of TLRO in the test accuracy is more than \(5.1 \%\) against the best-performing Selective Net. The details about the TLRO architecture are in the Supplementary. From this experiment, TLRO is very effective in binary classification problem.


Figure 15: TLRO vs. Selective Net in noise-free Cats vs. Dogs

\subsection*{4.6.4 Synthetic-noise Cats vs. Dogs Dataset}

Next, we check our methods on the binary classification with artificial noise: synthetic-noise Cats vs. Dogs dataset.

\section*{SNAL}

We compare SNAL with the Selective Net with common thresholds like \(65 \%, 85 \%\), and \(95 \%\). In Figure 16, the accuracy of SNAL from epoch 20 to 55 is \(1.6 \%\) higher than the best-performing Selective Net. In the meantime, the test accuracy on the synthetic-noise dataset here is lower than the accuracy in the noise-free scenario before. This naturally matches up with our expectations and our preference for high-quality datasets.

\section*{TLRO}

Here we test TLRO's performance on this synthetic-noise dataset. In comparison to TLRO, we choose Selective Net with thresholds \(85 \%\) and \(95 \%\) since they perform the best in the last experiment. In Figure 17, TLRO surpasses the best-performing Selective Net significantly


Figure 16: SNAL vs. Selective Net in synthetic-noise Cats vs. Dogs
with more than \(4.1 \%\) improvement in test accuracy. This experiment shows the success of TLRO in binary classification with a heavy noise dataset scenario.


Figure 17: TLRO vs. Selective Net in synthetic-noise Cats vs. Dogs

\subsection*{4.6.5 CIFAR-10 Dataset}

In this experiment, we consider the multi-class classification: CIFAR-10 dataset. Again, we compare the performance of the SNAL algorithm to Selective Net. The details about the network architecture are in the Supplementary. Using the Adam optimizer, the training can reach optimal within 35 training epochs. In Figure 18, we compare SNAL algorithm with Selective Net with thresholds \(60 \%, 80 \%\) and \(90 \%\). SNAL again consistently surpasses all
the Selective Nets and the accuracy of SNAL from epoch 5 to 35 is \(2.2 \%\) higher than the best-performing Selective Net. SNAL is a winner in multi-class classification.


Figure 18: SNAL vs. Selective Net in CIFAR-10

\subsection*{4.6.6 Concrete Compressive Strength Dataset}

The above experiments are all classification problems. In this section, we consider a regression problem: the Concrete Compressive Strength dataset. We compare SNAL algorithm with Selective Net. Our baseline model is the main body neural networks that contain one, two, or three hidden layer(s). The details about the model architectures are shown in the Supplementary.

The comparison between SNAL and Selective Net with multiple thresholds is in Figure 19a. In the plot, we separate the comparison into one-layer, two-layer, and three-layer networks. Note that the loss on the \(y\)-axis is the testing Mean Absolute Error. As a result, SNAL outperforms Selective Net among all three simple neural network architectures. The improvement might not be obvious in Figure 19a. In Figure 19b, for each network architecture, we show the percentage improvement on the testing Mean Absolute Error. Note that the loss improvement is compared to the benchmark with the worst performance in each case. For example, for the one-layer network, the Selective Net with a threshold of \(50 \%\) gives the worst prediction among all. We consider it as a benchmark in the comparison. Compared to this benchmark, Selective Net with threshold \(90 \%\) has the test loss \(5.05 \%\) lower and SNAL is \(9.50 \%\) lower in test loss respectively. SNAL has the highest improvement among all three network architectures. From this experiment, SNAL is a great solution for the regression problem.


Figure 19: SNAL vs. Selective Net in Concrete Compressive Strength Left: Test loss comparison Right: Percentage improvement in loss against the benchmark

\subsection*{4.6.7 Two-Stage System}

The last part of the empirical study will be the two-stage system. In this experiment, the two-stage learning system is integrated with SNAL. We compare it with the best-performing Selective Net and SNAL from the previous experiments. The acceptance and rejection nets are both simple with one convolutional layer followed by one dense layer. The details about the architecture of the two-stage system are given in the Supplementary.

In the Cats vs. Dogs dataset, we choose Selective Net with threshold \(80 \%\) since it is the best-performing. The two-stage system outperforms the best-performing Selective Net by \(4.3 \%\) and SNAL by \(2.6 \%\) in test accuracy. Besides, in the synthetic-noise Cats vs. Dogs dataset, we choose Selective Net with threshold \(85 \%\) since it is the best-performing. Similar to before, the two-stage system surpasses the best-performing Selective Net by \(3.5 \%\) and SNAL by \(2.0 \%\) in test accuracy. The results are shown in Figure 20. Furthermore, in the CIFAR-10 dataset, we choose Selective Net with a threshold of \(80 \%\). The two-stage system outperforms the best-performing Selective Net by \(3.5 \%\) and SNAL by \(1.0 \%\) in test accuracy. This result is in Figure 21. Two-stage learning system integrated with SNAL performs significantly better than the Selective Net and SNAL from all three experiments. Naturally, the two-stage system is considered as a great solution in practice with little training time sacrifice.


Figure 20: Two-stage System vs. SNAL vs. Selective Net
Left: Noise-free Cats vs. Dogs Right: Synthetic-noise Cats vs. Dogs


Figure 21: Two-stage System vs. SNAL vs. Selective Net in CIFAR-10

\subsection*{4.7 Conclusion}

In this chapter, we propose a sophisticated threshold learning algorithm integrated with selective prediction (e.g., SNAL). The generalization to decision thresholds learning algorithm for asymmetrical costs binary classification (e.g., TLRO) is then designed. Furthermore, we extend them to the hierarchical two-stage system that can leverage the advantage of multiple learning algorithms and effectively reduce model bias. Our methods have multiple advantages of being noise-robust, intelligible, and flexible with any neural network architecture. This work provides a general framework for image and pattern recognition with corrupted data and
is supported by rigorous analysis. Our algorithms accomplish state-of-the-art performance in real-world datasets in many classification and regression problems. This work suggests that the selective prediction based learning algorithm is an effective and efficient approach in real-world practice. This area should attract the attention of researchers for further exploration.

We leave several issues for potential future research. In this chapter, we provide a rigorous framework to generalize the accurate estimation of the intrinsic corruption rate. However, the generalization of decision thresholds in TLRO has not been explored. Besides, although the soft margin TLRO loss function has been discussed, sigmoid function as an approximation of the indicator function might also incur the potential vanishing gradient problems. Here, we have not tried to optimize these cases.

\subsection*{4.8 Supplementary}

\section*{Model Architecture}

In our experiments, all of the algorithms are implemented using Keras with TensorFlow backend. The code is available on request. For any request, please contact the author, weicheny@andrew.cmu.edu.

Here we provide the model summary of our experiments. Note that we use CNN baseline model for (both noise-free and synthetic-noise) Cats vs. Dogs and CIFAR-10 dataset, and neural network baseline model for Concrete Compressive Strength dataset. The hyperparameters in these models are with reasonable effort of tuning.

\section*{SNAL architecture in Cats vs. Dogs}

We use selection layer to classify the data into acceptance and rejection.
\begin{tabular}{|c|c|c|}
\hline Layer & Hyperparameters & Values \\
\hline Conv1 & conv1-filter conv1-kernel-size conv1-kernel-initializer conv1-activation & \begin{tabular}{l}
64 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling1 & pooling1-size pooling1-padding & \begin{tabular}{l}
\[
(2,2)
\] \\
"valid"
\end{tabular} \\
\hline Dropout1 & dropout-rate & 0.5 \\
\hline Conv2 & conv1-filter conv2-kernel-size conv2-kernel-initializer conv2-activation & \begin{tabular}{l}
64 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling2 & pooling2-size pooling2-padding & \begin{tabular}{l}
\[
\overline{(2,2)}
\] \\
"valid"
\end{tabular} \\
\hline Dropout2 & dropout-rate & 0.5 \\
\hline Selection & activation number-of-units & \begin{tabular}{l}
"sigmoid" \\
1
\end{tabular} \\
\hline Prediction & activation number-of-units & \begin{tabular}{l}
"sigmoid" \\
1
\end{tabular} \\
\hline
\end{tabular}

\section*{TLRO architecture in Cats vs. Dogs}

We use dense layer to learn upper bound (ub) and lower bound (lb) decision threshold.
\begin{tabular}{|c|c|c|}
\hline Layer & Hyperparameters & Values \\
\hline Conv1 & conv1-filter conv1-kernel-size conv1-kernel-initializer conv1-activation & \begin{tabular}{l}
64 \\
(3,3) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling1 & pooling1-size pooling1-padding & \[
\begin{gathered}
(2,2) \\
\text { "valid" }
\end{gathered}
\] \\
\hline Dropout1 & dropout-rate & 0.5 \\
\hline Conv2 & conv1-filter conv2-kernel-size conv2-kernel-initializer conv2-activation & \begin{tabular}{l}
64 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling2 & pooling2-size pooling2-padding & \[
\begin{gathered}
(2,2) \\
\text { "valid" }
\end{gathered}
\] \\
\hline Dropout1 & dropout-rate & 0.5 \\
\hline Dense-ub-1 & activation dense1-kernel-initializer number-of-hidden-units & \begin{tabular}{l}
"relu" \\
Xavier Normal initializer
\[
64
\]
\end{tabular} \\
\hline Dense-ub-2 & activation dense1-kernel-initializer number-of-hidden-units & \begin{tabular}{l}
"sigmoid" \\
Xavier Normal initializer
\[
1
\]
\end{tabular} \\
\hline Dense-lb-1 & activation dense1-kernel-initializer number-of-hidden-units & \begin{tabular}{l}
"relu" \\
Xavier Normal initializer
\[
64
\]
\end{tabular} \\
\hline Dense-lb-2 & activation dense1-kernel-initializer number-of-hidden-units & \begin{tabular}{l}
"sigmoid" \\
Xavier Normal initializer
\[
1
\]
\end{tabular} \\
\hline Prediction & activation number-of-units & \begin{tabular}{l}
"sigmoid" \\
1
\end{tabular} \\
\hline
\end{tabular}

\section*{SNAL architecture in Concrete Compressive Strength}

The presented architecture is for 3 hidden layer case. For one or two hidden layer cases, we only consider Dense 1 and Dense1/Dense 2 layers.
\begin{tabular}{|c|c|c|}
\hline Layer & Hyperparameters & Values \\
\hline Dense1 & activation dense1-kernel-initializer number-of-hidden-units & \begin{tabular}{l}
"sigmoid" \\
Xavier Normal initializer
\[
128
\]
\end{tabular} \\
\hline Dense2 & activation dense2-kernel-initializer number-of-hidden-units & \begin{tabular}{l}
"sigmoid" \\
Xavier Normal initializer 64
\end{tabular} \\
\hline Dense3 & activation dense3-kernel-initializer number-of-hidden-units & \begin{tabular}{l}
"sigmoid" \\
Xavier Normal initializer
\[
64
\]
\end{tabular} \\
\hline Selection & activation number-of-units & \[
\begin{gathered}
\text { "sigmoid" } \\
1
\end{gathered}
\] \\
\hline Prediction & activation number-of-units & \begin{tabular}{l}
"sigmoid" \\
1
\end{tabular} \\
\hline
\end{tabular}

SNAL architecture in CIFAR-10
\begin{tabular}{|c|c|c|}
\hline Layer & Hyperparameters & Values \\
\hline Conv1 & conv1-filter conv1-kernel-size conv1-kernel-initializer conv1-activation & \begin{tabular}{l}
32 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling1 & pooling1-size pooling1-padding & \[
\begin{gathered}
(2,2) \\
\text { "valid" }
\end{gathered}
\] \\
\hline Conv2 & conv1-filter conv2-kernel-size conv2-kernel-initializer conv2-activation & \begin{tabular}{l}
32 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling2 & pooling2-size pooling2-padding & \[
\begin{gathered}
(2,2) \\
\text { "valid" }
\end{gathered}
\] \\
\hline Conv3 & conv1-filter conv2-kernel-size conv2-kernel-initializer conv2-activation & \begin{tabular}{l}
64 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling3 & pooling2-size pooling2-padding & \[
\begin{gathered}
(2,2) \\
\text { "valid" }
\end{gathered}
\] \\
\hline Dense & activation number-of-hidden-units dropout-rate & \[
\begin{gathered}
\text { "relu" } \\
256 \\
0.5
\end{gathered}
\] \\
\hline Selection & activation number-of-units & \begin{tabular}{l}
"sigmoid" \\
1
\end{tabular} \\
\hline Prediction & activation number-of-units & \[
\begin{gathered}
\text { "softmax" } \\
10
\end{gathered}
\] \\
\hline
\end{tabular}

\section*{Two-stage System in Cats vs. Dogs}

\section*{Main body neural network for classification}
\begin{tabular}{|c|c|c|}
\hline Layer & Hyperparameters & Values \\
\hline Conv1 & conv1-filter conv1-kernel-size conv1-kernel-initializer conv1-activation & \begin{tabular}{l}
64 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling1 & pooling1-size pooling1-padding & \begin{tabular}{l}
\[
(2,2)
\] \\
"valid"
\end{tabular} \\
\hline Dropout1 & dropout-rate & 0.5 \\
\hline Conv2 & conv2-filter conv2-kernel-size conv2-kernel-initializer conv2-activation & \begin{tabular}{l}
64 \\
\((3,3)\) \\
Xavier Normal initializer "relu"
\end{tabular} \\
\hline MaxPooling2 & pooling2-size pooling2-padding & \begin{tabular}{l}
\[
(2,2)
\] \\
"valid"
\end{tabular} \\
\hline Dropout2 & dropout-rate & 0.5 \\
\hline Selection & activation number-of-units & \begin{tabular}{l}
"sigmoid" \\
1
\end{tabular} \\
\hline
\end{tabular}

\section*{Acceptance Net for Acceptance Set}
\begin{tabular}{ccc}
\hline & conv-acc-filter & 32 \\
\multirow{2}{*}{ Conv Acceptance } & conv-acc-kernel-size & \((3,3)\) \\
& conv-acc-kernel-initializer & Xavier Normal initializer \\
& conv-acc-activation & "relu" \\
\hline \multirow{2}{*}{ MaxPooling Acceptance } & pooling-acc-size & \((2,2)\) \\
& pooling-acc-padding & "valid" \\
\hline \multirow{3}{*}{ Dense Acceptance } & activation & "relu" \\
& number-of-hidden-units & 64 \\
& dropout-rate & 0.5 \\
\hline
\end{tabular}
\begin{tabular}{ccc}
\hline \multirow{2}{*}{ Acc Prediction } & activation & "sigmoid" \\
& number-of-units & 1 \\
\hline
\end{tabular}

\section*{Rejection Net for Rejection Set}
\begin{tabular}{ccc}
\hline \multirow{3}{*}{ Conv Rejection } & conv-rej-filter & 32 \\
& conv-rej-kernel-size & \((3,3)\) \\
& conv-rej-kernel-initializer & Xavier Normal initializer \\
& conv-rej-activation & "relu" \\
\hline \multirow{2}{*}{ MaxPooling Rejection } & pooling-rej-size & \((2,2)\) \\
& pooling-rej-padding & "valid" \\
\hline \multirow{2}{*}{ Dense Rejection } & activation & "relu" \\
& number-of-hidden-units & 64 \\
\hline \multirow{2}{*}{ Rej Prediction } & dropout-rate & 0.5 \\
& activation & "sigmoid" \\
& number-of-units & 1 \\
\hline
\end{tabular}

Two-stage System in CIFAR-10

Main body neural network for classification
\begin{tabular}{ccc}
\hline Layer & Hyperparameters & Values \\
\hline \hline \multirow{3}{*}{ Conv1 } & conv1-filter & 32 \\
& conv1-kernel-size & \((3,3)\) \\
& conv1-kernel-initializer & Xavier \\
& conv1-activation & "relu" initializer \\
\hline \multirow{2}{*}{ MaxPooling1 } & pooling1-size & \((2,2)\) \\
& pooling1-padding & "valid" \\
\hline & conv2-filter & 32 \\
Conv2 & conv2-kernel-size & \((3,3)\)
\end{tabular}
\begin{tabular}{ccc} 
& \begin{tabular}{c} 
conv2-kernel-initializer \\
conv2-activation
\end{tabular} & \begin{tabular}{c} 
Xavier Normal initializer \\
"relu"
\end{tabular} \\
\hline \multirow{2}{*}{ MaxPooling2 } & pooling2-size & \((2,2)\) \\
& pooling2-padding & "valid" \\
\hline \multirow{2}{*}{ Conv3 } & conv3-filter & 64 \\
& conv3-kernel-size & \((3,3)\) \\
& conv3-kernel-initializer & Xavier Normal initializer \\
conv3-activation & "relu" \\
\hline \multirow{2}{*}{ MaxPooling3 } & pooling3-size & \begin{tabular}{c}
\((2,2)\) \\
pooling3-padding
\end{tabular} \\
\hline \multirow{2}{*}{ Selection } & activation & "salid"
\end{tabular}

\section*{Acceptance Net for Acceptance Set}
\begin{tabular}{ccc}
\hline & conv-acc-filter & 64 \\
\multirow{2}{*}{ Conv Acceptance } & conv-acc-kernel-size & \((3,3)\) \\
& conv-acc-kernel-regularizer & L2 regularizer \\
& conv-acc-activation & "relu" \\
\hline \multirow{2}{*}{ MaxPooling Acceptance } & pooling-acc-size & \((2,2)\) \\
& pooling-acc-padding & "valid" \\
\hline \multirow{2}{*}{ Dense Acceptance } & activation & "relu" \\
& number-of-hidden-units & 64 \\
\hline \multirow{2}{*}{ Acc Prediction } & dropout-rate & 0.5 \\
& activation & "sigmoid" \\
& number-of-units & 1 \\
\hline
\end{tabular}

\section*{Rejection Net for Rejection Set}
\begin{tabular}{cc}
\hline & conv-rej-filter \\
conv-rej-kernel-size & 64 \\
Conv Rejection & \\
\hline
\end{tabular}
\begin{tabular}{ccc} 
& \begin{tabular}{c} 
conv-rej-kernel-regularizer \\
conv-rej-activation
\end{tabular} & \begin{tabular}{c} 
L2 regularizer \\
"relu"
\end{tabular} \\
\hline \multirow{2}{*}{ MaxPooling Rejection } & pooling-rej-size & \((2,2)\) \\
& pooling-rej-padding & "valid" \\
\hline \multirow{2}{*}{ Dense Rejection } & activation & "relu" \\
& number-of-hidden-units & 64 \\
\hline \multirow{2}{*}{ Rej Prediction } & dropout-rate & 0.5 \\
\hline
\end{tabular}

\section*{Type-II Two-Stage System}

In this supplementary section, we propose an additional two-stage algorithm integrated with selective prediction. We name it type-II two-stage system and it is a unified learning system shown in Figure 22. We have not fully explored this system and treat it as a potential future work.

In practice, we use the threshold learning algorithm (e.g., SNAL) as a stage-I classifier that can estimate the rejection threshold of the dataset. Then the acceptance net and rejection net at stage II receive the classified acceptance and rejection subsets from the stage-I classifier. In this case, acceptance and rejection nets are also neural networks that allow the gradient backpropagation. During each training epoch, samples that are in the acceptance set at previous epoches might be switched to rejection set due to weights update in training. In other words, samples in the acceptance and rejection sets change step-by-step. Assume \(m\) and \(h\) are the predictors for additional learners on \(\mathcal{D}_{\mathcal{A}}\) and \(\mathcal{D}_{\mathcal{R}}\). Following the same notations as before, we have the cumulative loss function of the type-II system integrated with SNAL:
\[
\begin{align*}
\mathcal{L}_{\text {Type-II }} & =\frac{1}{\left|\mathcal{D}_{\mathcal{A}}\right|} \sum_{i=1}^{\left|\mathcal{D}_{\mathcal{A}}\right|} l\left(m\left(x_{i}\right), y_{i}\right)+w_{\mathrm{R}} \cdot \frac{1}{\left|\mathcal{D}_{\mathcal{R}}\right|} \sum_{i=1}^{\left|\mathcal{D}_{\mathcal{R}}\right|} l\left(h\left(x_{i}\right), y_{i}\right) \\
& +w_{\text {pen }} \cdot \max (\tau-\hat{\phi}(g), 0)^{2}+w_{\tau} \cdot(1-\tau), \tag{4.25}
\end{align*}
\]
where \(w_{\mathrm{R}}\) is the penalty weight for the rejection set. We show the type-II two-stage system in algorithm 8 .
```

Algorithm 8 Two-Stage Learning System (Type-II with SNAL)
input: training data $\mathcal{X}$ and test data $\mathcal{Z}$
while validation loss is not optimal, e.g., no early stopping yet do
update weights in additional network learners during gradient backpropagation
update weights in stage-I SNAL during gradient backpropagation
perform updated SNAL to re-classify $\mathcal{Z}$ into $\mathcal{Z}_{\mathcal{A}}$ and $\mathcal{Z}_{\mathcal{R}}$
predict $\mathcal{Z}_{\mathcal{A}}$ and $\mathcal{Z}_{\mathcal{R}}$ using additional network learners
output: prediction of $\mathcal{Z}=\mathcal{Z}_{\mathcal{A}} \cup \mathcal{Z}_{\mathcal{R}}$

```


Figure 22: Type-II Two-Stage Learning System
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