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Abstract
Modern networks are exploding with an increasing array of diverse network

functions (e.g., network firewalls) and services (e.g., public servers). Despite their
critical role in our modern infrastructure, they remain largely black-box in nature,
given that they are proprietary or configured and deployed by third parties. This
black-box nature makes it fundamentally difficult for operators and Internet secu-
rity experts to reason about security implications and correctness of these functions
and services. Unfortunately, this lack of understanding and analysis leaves gaps for
high-impact network attacks exploiting their insecurities and network outages.

This dissertation aims to bridge this operational gap by building techniques to
automatically analyze the behavior and vulnerabilities of these network devices and
services. Specifically, we design techniques to (1) automatically infer high-fidelity
models to enable accurate testing and verification, and (2) identify new avenues for
potential abuse against network functions and services. Given that we only have
black-box access, our techniques do not require access to the code or binary for
instrumentation. However, designing these techniques is challenging. First, we need
to reason about their behavior under a large traffic space and possible configurations.
Second, they may exhibit complicated (hidden) behaviors. Our high-level approach
in building these tools is to leverage structural properties inherent to black-boxes
and their input and configuration space. This insight allows us to reduce the relevant
search space and efficiently search over the relevant part of the search space.

The key contributions of this thesis are three concrete tools. First, is Alembic, a
tool that can automatically synthesize high-fidelity models of stateful network func-
tions, for accurate testing and verification workflow. Second, is Pryde, a tool which
provides operators with capabilities for identifying subtle evasion vulnerabilities in
stateful firewalls. Lastly, is AmpMap, a low-footprint measurement framework that
can systematically quantify the amplification risk against black-box protocol servers
at scale. In presenting each of these tools, we highlight how each tool (1) uncovered
unexpected behavior and new security vulnerabilities, and (2) highlighted signifi-
cant variability in the behavior and security implications of these black-boxes across
vendors and implementations. Our findings and results affirm the need for auto-
matic tools to analyze the behaviors for black-box functions and services to properly
understand their security implications.
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Chapter 1

Introduction

Modern networks (e.g., enterprise, cloud, wide-area) are abounding with an increasing array of

diverse network functions [170] (e.g., firewalls, load balancers) and services [95, 96] (e.g., pub-

lic servers, applications). They are deployed for security, performance, and efficiency to meet

the sophisticated objectives of our workloads and needs. For instance, these functions and ser-

vices may monitor and control network traffic for security purposes (i.e., firewalls [51], intrusion

detection systems [36]), distribute traffic across servers to increase capacity and reliability (i.e.,

load balancers [38]), and translate human-readable domain names such as cmu.edu to numeric

IP addresses to help browsers load Internet resources (i.e., public DNS servers [37]).

However, these network functions and services are black-box in nature, given that these net-

work functions can be proprietary and public services are configured and deployed by third

parties. In these black-box settings, network operators deploying these functions or Internet se-

curity experts assessing vulnerabilities of these services may not have full knowledge about their

internal workings and lack access to the source code. Despite their critical roles in various net-

work infrastructures, it is fundamentally difficult for operators and Internet security experts to

reason about their security implications and correctness of these network functions and services.

Unfortunately, this lack of understanding and hence, a lack of systematic analysis leave gaps for

high-impact network attacks that exploit insecurities in these functions and services; e.g., many
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recent high-impact distributed denial of service attacks (DDoS) attacks have exploited vulner-

abilities in public servers [24, 63]. Further, a failure to correctly test and verify networks can

result in high-cost network outages [20, 63] and significant performance degradation [9]. This

thesis aims at bridging this operational gap by building techniques to analyze the behavior and

security vulnerabilities of these black-box functions and services.

1.1 Motivating Scenarios

We now discuss three motivating scenarios that highlight how lacking appropriate tools for an-

alyzing these black-box functions and services leads to significant operational gaps for network

operators and Internet security experts.

?
Operator


Can we check before onboarding? 

Is the policy implemented correctly? 

Black-Box  
Stateful NF

Config with intended policy

Test

Verification
Model 

Has black-box access to NFs: 

• Access to input/output 

• Can configure with rules

LAN
 WAN


External Host (E)
Internal Host (I)


Figure 1.1: A black-box network function in an enterprise network, and an operator who

wants to run a testing and verification workflow

S1) Network testing and verification: Modern production networks are composed of black-

box network functions (NFs) such as firewalls and load balancers [170]. Given their proprietary

natures, operators only have black-box access to configuration interfaces but lack access to the

code (Figure 1.1). To help network operators manage and configure these networks and NFs,
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there are many efforts in network testing and verification [97, 152, 172] as well as “onboarding”

new virtual NFs [141]. However, these tools implicitly assume access to high-fidelity models of

these NFs for generating verification proofs and test traffic. However, given a lack of tools that

can automatically synthesize these models, operators are forced to rely on their domain expertise

to hand-craft these NF models. Unfortunately, these hand-crafted models’ inaccuracy leads to

fundamental correctness issues in these verification and testing tools.

I Real Firewall E

SYN

SA
SYN

(a) Firewall implementation

I Firewall Model E

SYN

SA

SYN

(b) Handwritten model [97]

Figure 1.2: A concrete example showing how an inaccurate model can affect the correctness

of a network testing tool

Consider an operator (in Figure 1.1) who needs to test whether the following intended policy

is implemented correctly: “an external host’s TCP traffic should only be allowed if a packet be-

longs to an already established connection initiated from an internal host.” To test this policy, the

operator runs a testing tool, BUZZ [97], with a hand-written model of an NF configured with this

policy. BUZZ flags that the policy has been violated. However, the firewall was implementing

the policy correctly. Upon investigating the root cause, an operator found that the hand-crafted

model did not correctly reflect the real implementation. As seen in Figure 1.2, a SYN from an in-

ternal host on both a handwritten model and a firewall were forwarded, followed by a SYN-ACK

(SA) from an external host (E). At this point, the three-way handshake has not been completed

from an internal host (I). When E sends a SYN packet, the real firewall drops the SYN packet,

but the BUZZ model lets it through. Due to the discrepancy in these outputs, BUZZ flags it as a

policy violation when there is no violation (i.e., a false positive). Even this simple example high-

lights how the model’s inaccuracies detrimentally affect the utility of this testing tool. We need
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to equip operators with the capability of automatically synthesizing NF models to help them run

these tasks effectively.

S2) Semantic evasion testing for stateful firewalls: Stateful firewalls (FW) play a critical

role in securing network infrastructures in various deployments [42, 48]. These firewalls impose

restrictions on undesirable traffic from outside networks. As opposed to simple access control

lists, stateful firewalls track the state of individual TCP connections (along with rules) to deter-

mine which packets are allowed. A typical policy shown in Figure 1.3 is to drop all external

packets that do not belong to an established connection initiated from an internal host. An error

in implementing these stateful semantics will have severely detrimental security implications.

2

LAN
 WAN


Are “stateful” semantics correctly implemented? 

DROP TCP packets from WAN unless it belongs to 
an already ESTABLISHED connection from LAN

Black-Box Firewall
 External Host (E)
Internal Host (I) 


Black-box access to FW: 

• Access to input/output 

• Can configure with rules

Operator

?

Figure 1.3: A stateful firewall in an enterprise network, and an operator who wants to

uncover semantic evasion attacks against this firewall

However, operators deploying these firewalls implicitly assume vendors implement these

stateful semantics correctly (specifically, given a lack of necessary tools and having only black-

box access). Unfortunately, this is not the case. Specifically, we find a simple vulnerable se-

quence that leads to the firewall forwarding a DATA packet from an untrusted external host (E)

to an otherwise unreachable internal host (I). To explain this, we contrast it with a normal (stan-

dard) packet sequence (Figure 1.4a). Here, (I) wants to access an external service and initiates a

connection setup by sending a TCP SYN to (E). An external service, (E), acknowledges with a

SA, followed by an ACK from an internal host. As the TCP three-way handshake is completed,
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they can now freely exchange DATA packets. Now, consider this strange sequence (Figure 1.4b),

where FW-1 allows a DATA packet from an external host even before a three-way handshake has

been completed. Here, the firewall is not checking for the last ACK packet of the handshake.

I Firewall E
SYN

SA

ACK

DATA

DATA

(a) Normal Scenario

I Firewall E

SYN

SA

DATA

(b) Exploitable Scenario

Figure 1.4: Packet sequences played against a firewall

While this is a simple illustration, the reality is much worse. These semantic errors mani-

fest in so many different ways (e.g., polymorphic variants of this attack, exploiting other TCP

aspects). Given the critical roles played by these firewalls, we need to equip operators with the

capability to automatically identify evasion vulnerabilities against black-box firewalls.

S3) Risk quantification of DDoS amplification attacks: Despite extensive industrial and

research efforts (e.g., [6, 8, 148]), distributed denial-of-service (DDoS) attacks still continue to

plague the Internet. Recent report [2] suggests that the scale and severity of their impact have

risen by nearly 200% only in the past two years itself. Specifically, many recent high-impact

DDoS attack attacks rely on amplification [24, 31, 32]. In an amplification attack, as shown

in Figure 1.5, an attacker spoofs the victim’s source IP address and sends carefully-constructed

queries (e.g., 60 bytes query) to a public server on the Internet (e.g., DNS, NTP, Memcached

servers). This server acts as an amplifier and, in turn, sends large responses to the victim; in Fig-

ure 1.5, the response has been amplified by 50ˆ. While there are best practices to mitigate these

attacks [3, 4, 5], they are unevenly applied. If a source IP address can be spoofed, any stateless

protocols (UDP) in which the response is larger than the query can be abused. Further, there still
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continue to be many public-facing black-box servers that are exploited for amplification.

(spoofed) packet 3000 bytes
50x Amplification  
Factor (AF)

Black-Box Servers (on the Internet) 

Attacker Victim 

Internet security experts

What are the highest priority risk?  

Which query patterns yield high amplification (AF)? 
?

60 bytes

Black-box access to servers:  

•Access to input/output 

Figure 1.5: A primer on amplification attack, and Internet security experts who want to

measure the amplification risk on the Internet

Given these serious threats, Internet security experts need to assess the precise risk to focus

their remediation efforts and identify which query patterns yield amplification. However, given

that these servers are deployed by third parties, they also only have black-box access to these

servers (i.e., ability to send and observe outputs). Existing efforts for measuring the risk simply

count the number of servers (e.g., [10]) or focus on only a handful of amplification-inducing

patterns (e.g., [85, 175]). Unfortunately, these approaches are fundamentally imprecise; they

do not account for the variability of risk across servers and miss many amplification-inducing

patterns. In light of the continued threat, we need to equip these security experts with the ability

to precisely assess amplification risk. This can inform remediation efforts such as throttling

servers, generating signatures, informing protocol changes, and provisioning defenses [10, 14].

Summarizing these scenarios: Having discussed these scenarios, we summarize in Figure 1.6

why we only have black-box access and what having black-box access means for each scenario.

Across all scenarios, operators and security experts have access to input and output interfaces of

these black boxes. Further, they know the input format of these black boxes (e.g., DNS packet

format for S3). However, they lack access to code and binary for instrumentation and do not
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1

Public-Facing Services (S3)
Network Functions  

including Firewalls (S1 & S2) 

What black-box  
access means: 

• No access to code 

• Access to input/output 

• Know the input format 

• Ability to configure

• No access to code/binary 

• Access to input/output 

• Know the input format 

• No ability to configure

Why black-box: Proprietary devices Remote deployment (by third parties) 

Figure 1.6: Definitions of black-box access for each motivating scenario (Section 1.1)

know the internal workings of these black boxes. Lastly, only operators deploying these NFs

(including firewalls) in a local deployment have the ability to configure them.

These motivating scenarios showcase that modern networks invariably incorporate a diverse

array of black-box functions and services. Hence, we need to equip operators and security experts

with the capabilities to reason about the security implications and correctness of them. Depend-

ing on the scenario, this involves developing techniques to (a) infer models of these black boxes

to enable accurate testing and verification (S1), and (b) proactively identify potential attack vec-

tors (S2, S3). However, given only black-box access, we can only infer models using the input

and output pairs seen so far. Similarly, we can only identify potential attack vectors if an output

packet from a black-box function or service satisfies specific properties of interest (e.g., large

response size for an amplification attack). Naturally, behavior and vulnerabilities that are not

observable as an output packet (e.g., software bugs) would be outside the scope of these settings.

1.2 A Taxonomy of Alternatives

Having summarized these scenarios highlighting the pain points faced by operators and security

experts today, we present a taxonomy of alternatives (Figure 1.7) for analyzing these black boxes.

This taxonomy also helps us put our contributions in perspective; the high-level approach taken

in this dissertation is specified in bold text in Figure 1.7. We defer a more in-depth description
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Analysis of

Network Functions

& Services White-box

Binary

Black-box
Manual

Automated
Structure-free

Structure-based

Figure 1.7: A taxonomy of alternatives; the branch marked in bold denotes the approach

taken in this dissertation

of prior work and examples for each category to Chapter 2. At the first level, we can classify a

specific approach or a technique based on the type of analysis as shown in Figure 1.7:

‚ White-box analysis: White-box analysis (e.g., [155, 182]) uses program analysis techniques

to investigate the internal logic using the source code of the system.

‚ Binary analysis : Binary analysis (e.g., [71]) requires having access to the binary code so that

an operator can add instrumentation. The process involves reverse-engineering the binary to

model data types, and control paths using various techniques.

‚ Black-box analysis: Black-box analysis (e.g., [64, 106, 107]) does not require access to the

code or binary for instrumentation. However, it requires access to the system where the user

can send inputs and observe outputs. Depending on the problem setting, it may have the

ability to generate more packet traces (e.g., [106, 107]) and have some knowledge about the

types of inputs (e.g., [64, 171]) such as “this server takes a DNS packet.”

Given that it can be impractical for operators to obtain the code or binary for instrumenta-

tion, we take a black-box approach that requires only black-box access with limited information

about the inputs. Among black-box approaches, we can further classify an approach based on:

(1) a manual analysis such as manually generating hypothesis and testing them, and (2) an au-

tomated analysis. Our dissertation takes an automated approach given the diversity and the

number of vendors and implementations. Lastly, we can further classify automated approaches

based on a specific algorithm or a technique used:

‚ Structure-free approach: This class of approaches (e.g., [10, 69, 175]) does not take into

8



account of the domain-specific properties. They either send a few probes to black boxes

to determine the presence of vulnerabilities (e.g., [10]) or use un-modified fuzzing-based

strategies (e.g., random search) to discover exploitable inputs.

‚ Structure-based approach: This class of structure-based approaches makes use of certain

structural properties and domain-specific insights to optimize and customize the baseline

algorithms (e.g., machine learning [110], learning theory [62]). Given the complexity of the

black boxes we consider, structure-free approaches were highly ineffective (e.g., unable to

discover vulnerabilities). Hence, this thesis takes the structure-based approach.

We will expand this taxonomy and discuss a few examples from prior work in Chapter 2.

1.3 Thesis Overview

We start by presenting our thesis statement and then discuss the challenges of designing tech-

niques to support this statement. We then discuss our high-level approach before concluding

with in-depth summary of our key technical contributions.

1.3.1 Thesis Statement

Given black-box access to network functions and services, the structural properties of these

black boxes and their input and configuration space can be leveraged to automatically analyze

the behavior and vulnerabilities of network functions and services. This thesis presents three

techniques to: (1) infer high-fidelity models of stateful network function for accurate testing

and verification; (2) identify semantic evasion attacks against network firewalls; and (3) identify

DDoS amplification vulnerabilities against public services at scale. Each technique is more

accurate than prior methods or achieves higher coverage than naive fuzzing techniques.

The thesis is composed of three technical components. Each addresses the pain points iden-

tified in our motivation scenarios (from Section 1.1) stemming from lacking appropriate tools to
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analyze these black-box functions and services. Note that while the goal of (1) is to design a gen-

eral technique for inferring models of network functions, (2) and (3) focus on specific problem

settings. For instance, (2) focuses on network firewalls, and (3) focuses on DDoS amplification

attacks. However, (2) and (3) address high-impact areas in operational security. The insights that

we leverage for (2) and (3) can also be applicable if we were to tackle similar problems for other

functions and services (more in Section 6.3.2).

1.3.2 Key Challenges

There are three high-level challenges in building techniques to support our thesis statement.

C1. Large input space: The input space of these black boxes can be prohibitively large (e.g.,

all possible TCP packets). In the case of stateful network functions, the input space also includes

all possible sequences of packets.

C2. Large configuration space: These black-box functions and services take concrete configu-

rations or settings. Network functions (e.g., firewalls) take a configuration composed of multiple

rules, where fields within a rule (e.g., source IP) can take large sets of values (e.g., IP prefixes).

Further, different server instances vary in the set of amplification-inducing query patterns. Fur-

ther, the exact amplification for a given query pattern also differs across server instances. We

need to search this configuration or server space efficiently.

C3. Complex internal behavior: The internal logic of a black box can be quite complex.

Network functions can modify packet headers or drop packets, making reasoning about their

behavior more complex. The structure of amplification a black-box server yields is a complex

function of multiple factors (e.g., an input packet, a configuration, data contained in the server).

1.3.3 High-Level Approach

We address the above challenges by using domain-specific insights that leverage structural

properties of the black-box function or service. These insights help us reduce the large search
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space of input and configuration space and systematically explore the search space.

We briefly discuss only a few examples of how we leverage structural properties but defer

a full list of structural properties to each applicable chapter. First, in building Alembic for in-

ferring NF models (Chapter 3), we find that considering all possible input packets under an NF

configured with all possible configurations is infeasible. Fortunately, we observe that given a

rule type (e.g., firewall drop rule), the NF’s logical behavior is identical across different val-

ues of rule parameters (i.e., drop X vs. drop Y). This structural property allows us to infer

symbolic representations once for a given rule type. Second, in building Pryde for uncovering

evasion attacks (Chapter 4), we observe that these attacks exploit subtle implementation errors

specific to a firewall implementation. This property inspired us to use a model-guided approach

rather than naively searching over packet sequences. Lastly, in building AmpMap for identify-

ing amplification-inducing patterns (Chapter 5), we observe that amplification-inducing patterns

exhibit locality and overlap in the field values. Hence, once we bootstrap a query in a specific

operating regime (i.e., gives some amplification), we can search one field at a time instead of

searching all N fields. This insight, combined with others (more in Chapter 5), allows us build a

low-footprint measurement system while discovering multiple amplification-inducing patterns.

1.3.4 Contributions

We now provide an overview of three key contributions of this thesis.

Model inference for stateful black-box network functions (Chapter 3): We present Alem-

bic [146], a tool that can automatically infer the models of black-box network functions (i.e.,

firewalls, network address translators). Alembic fills the critical missing piece (i.e., the ability to

synthesize NF models) of modern testing and verification tools. In building Alembic, we tackle

the challenges of (1) a large NF configuration space containing diverse rule types, and (2) dy-

namic and stateful NF behaviors. Alembic leverages multiple structural properties to enable a

scalable solution. Apart from inferring symbolic models (discussed in Section 1.3.3), we also
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observe that NF’s behavior is the logical composition of its behavior for individual rules. This

property allows us to compose models across rules instead of considering all rules at once. Fi-

nally, to infer a stateful behavior model, we identify a natural parallel to a classical algorithm for

FSM inference (i.e., L* [62]) and extend it to handle NF-specific behavior.

Results summary: Using Alembic, we inferred high-fidelity models of firewalls, load balancers,

and network address translators. We highlight significant variability across NF implementations

of a given type (e.g., firewalls, load balancers). We showcase that our high-fidelity models im-

prove the effectiveness of testing and verification tools (i.e., [97, 152]).

Automatic synthesis of evasion vulnerabilities against stateful firewalls (Chapter 4): We

present Pryde,1 a tool which automatically synthesizes semantic evasion vulnerabilities against

black-box stateful firewalls. In developing Pryde, we tackle the challenges of a large input space

including adversarial inputs and discovering multiple subtle attack opportunities. Pryde uses a

model-guided approach where it first infers a model (using an extended Alembic) to reason about

adversarial scenarios. Then, Pryde efficiently encodes various deployment settings in a model

checker and defines custom refinement constraints to discover multiple attack opportunities.

Results summary: We evaluated Pryde on four popular (virtual) firewalls (three commercial-

grade and one open-source). We found 294 to 8,200 attack strategies depending on the vendor.

Further, post-processing these attacks reveals that the discovered attacks exploit different TCP

aspects (e.g., incomplete handshake, simultaneous open). Further, we find that these attacks are

highly vendor-specific. We also demonstrate that structure-less approaches are ineffective; i.e.,

random fuzzing finds 0 to 3 attacks after 15K tries for two complex firewalls.

Risk quantification of DDoS amplification attacks (Chapter 5): We present AmpMap [147],

a low-footprint Internet health monitoring service that systematically quantifies amplification risk

to inform mitigation efforts. AmpMap equips security experts with the capability to precisely

identify (server-specific) patterns exploitable for amplification attacks. In designing AmpMap,

1The name is inspired by the Marvel X-men superhero Kitty Pryde who has the ability to walk through walls [46]
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we tackle the challenges of a large input/server space and handle a complicated relationship

between query (header) values, amplification it induces, and server instances. Specifically, we

leverage multiple key structural insights across protocol header and server space. In addition

to leveraging the locality structure to search one dimension at a time, we also use appropriate

sampling strategies to explore large fields (e.g., 16-bit field) based on our observations. Further,

we also observe that while servers vary in their risk, they share some similarities, allowing us to

reduce overhead by sharing insights.

Results summary: Using AmpMap, we scanned 10K servers across 6 UDP-based protocols

(e.g., DNS, SNMP, NTP). Our measurements revealed new patterns and polymorphic variants of

known patterns; e.g., for NTP, while prior work only stresses a known pattern (i.e., MONLIST),

we discover additional NTP commands (e.g., get restrict) that can also incur more than 500ˆ

amplification. Relying on prior recommendations to block specific queries still leaves open sub-

stantial residual risk as they miss many query patterns. Lastly, we demonstrate that our strategy

achieves higher coverage across patterns than structure-free approaches (e.g., random search).

1.4 Outline

The rest of this dissertation is organized as follows. Chapter 2 expands on the taxonomy of

alternatives and discusses the prior work in this space. Then, Chapters 3, 4, and 5 present the

three key components to this dissertations: (1) Alembic automatically infers high-fidelity models

of stateful network functions from black-box observations; (2) Pryde automatically synthesizes

evasion vulnerabilities against black-box stateful firewalls using a model-guided approach; and

(3) AmpMap quantifies the amplification risk at scale and identifies query patterns that lead to

large amplification for each black-box server. In presenting each technique, we demonstrate

that each technique is more accurate than prior methods or achieves higher coverage than naive

fuzzing techniques. Finally, Chapter 6 reflects our findings and learned lessons, discusses the

limitations of the proposed solutions, and concludes with future work.
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Chapter 2

Related Work

Having laid the vision of this thesis in Chapter 1, we expand on the taxonomy of alternatives

(Figure 1.7) for analyzing network functions and services. We first discuss the prior work on

analyzing network functions and services in light of this taxonomy (Section 2.1). We then discuss

similar efforts in other domains to put this body of work on analyzing network devices and

services in perspective (Section 2.2). Note that we will present other domain-specific related

work relevant for each contribution (in Chapters 3, 4, and 5) in each respective chapter.

2.1 Analyzing Network Functions and Services

As a high level, we can classify an approach based on the level of access an approach needs:

(1) white-box analysis requires the most access by needing the source code; (2) binary analysis1

does not require source code but requires access to binary for instrumentation; and (3) black-box

approach does not need source code or binary for instrumentation but only requires access to

input and output interfaces with potential knowledge of input format. Table 2.1 lists the prior

1Another possible classification is to use grey-box analysis [142], which include a large body of work on binary

analysis. The grey-box analysis uses static information or obtains execution paths, whereas white-box analysis

analyzes the source code or an intermediate code
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Examples of Prior Work

White-box analysis

Rossow [165], Cosby et al. [84], Bro [153], Ptacek et al. [160]

PIC [155], NFactor [182],CASTAN [156], MAX [130]

Dobrescu et al. [92], VigNAT [188], Vigor [187], Gravel [189]

Binary analysis Rossow [165] , Polyglot [71], MACE [80]

Black-box

analysis

Manual
INTANG [179], Khattak et al. [127],Lib•erate [136]

Qian et al. [161], Chen et al. [77], Joncheray [124]

Automated
Structure-free CyberGreen [10], Geneva [69]

Structure-based

Pulsar [106], AutoFuzz [111], HVLearn [171], SFADiff [64]

SNAKE [121], Kif [53], SNOOZE [67]

Bishop [68], Lin et al [140]

Table 2.1: Examples of prior work on analyzing network functions, services, and protocols

mapped to each category in the taxonomy (from Section 1.2)

work in this space and where each work fits into the taxonomy; these examples of prior work

were chosen based on the relevance to our motivating scenarios. We now describe each approach

in turn.

2.1.1 Type I: White-Box Analysis

White-box analysis analyzes the source of the underlying functions and services to investigate

the internal logic. We can further classify white-box analysis based on manual vs. automated.

We start by discussing manual approaches (e.g., [153, 160]). We generally observe that these

manual approaches are more common at the earlier stage of the exploration for a given attack

or relatively-less-understood functions and services at that given time. For instance, one of the

earlier works that exposed amplification vulnerabilities in multiple UDP-based protocols [165]

manually analyzed the code (and the binary). Seminal papers on network intrusion detection

systems (NIDS) evasion [153, 160], and algorithmic complexity attacks [84] against network
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services also used manual code analysis.2 While these manual approaches have inspired a large

body of follow-up work, such approaches will not scale given the diversity of vendors and im-

plementations.

Given the inherent limitations of manual approaches, researchers have developed automated

tools (e.g., [130, 155, 182]), which use program analysis techniques (e.g., program slicing, sym-

bolic execution) to examine the system’s source code. These approaches have been proven ef-

fective for testing (e.g., [155]), generating adversarial inputs (e.g., [156]), modeling (e.g., [182]),

and verifying certain properties (e.g., [92, 187, 188, 189]).

For testing purposes, PIC [155] uses symbolic execution for testing interoperability in proto-

col implementations. For generating adversarial inputs, CASTAN [156] uses symbolic execution

to generate adversarial workloads for network functions to cause performance degradation. For

modeling purposes, NFactor [182] used program slicing techniques to infer the behavior for net-

work functions, in the form of a match-action table (NFactor [182] shares a similar goal as one

of our key contributions, Alembic in Chapter 3. However, Alembic works in a black-box setting

and, as a result, can generate models for proprietary NFs).

For verification purposes, prior work (e.g., [92, 187, 188, 189]) has used symbolic execu-

tion to verify the correctness of NFs. Earlier work in this space by Dobrescu et al. [92] used

symbolic execution to discover low-level programming errors such as memory safety and crash-

freedom for stateless NFs written in Click [129]. VigNAT [188] focuses on building a frame-

work for writing a Network Address Translator (NAT) that is guaranteed to be semantically

correct and memory-safe. Vigor [187] generalizes VigNAT to handle more NFs and verifies the

underlying OS network stack and the packet-processing framework. Both VigNAT [188] and

Vigor [187] require developers to write NFs using their frameworks. Both tools require devel-

opers to write pseudocode-like low-level specifications. Unlike VigNAT [188] and Vigor [187],

Gravel [189] verifies higher-level NF-specific properties (e.g., load balancer’s connection persis-

2As the authors do not discuss automated techniques and are aware of implementation issues, we can hypothe-

size that they used manually analyzed the code. In fact, the author of [153] implemented the Bro NIDS.
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tency) for Click-based NFs. Gravel, too, requires developers to provide high-level specifications

on a symbolic trace of packets. However, these efforts (e.g., [187, 188, 189]) are emerging ideas

that may not apply to legacy NFs that are not written in Click [189] or written in other frame-

works [187, 188]. Furthermore, writing high-level specifications or synthesizing them may be

non-trivial using these tools. Nevertheless, these ideas could be beneficial for building network

functions or services that are correct by construction (more in Chapter 6). (We also note that

orthogonal efforts test and verify network-wide properties in large networks [97, 152, 172]. As

we specifically focus on prior work on analyzing a single network function or service in this

chapter, we discuss these orthogonal efforts when we present Alembic in Chapter 3.)

Overall, these white-box approaches can complement our efforts to enable black-box analy-

sis. Specifically, unlike the black-box approach, the white-box approach has access to and can

reason about the system’s internal logic. However, as we saw from the motivating scenarios

in Section 1.1, it can be impractical for network operators and security experts to obtain the

system’s source code. Further, the assumption that functions and services are written in spe-

cific languages or using specific frameworks may not make particular work applicable for legacy

network functions and services (which is the focus of this thesis).

2.1.2 Type II: Binary Analysis

Another alternative is to use binary analysis, which involves analyzing and reverse-engineering

the binary code. It can be a practical alternative when the source code is not available (i.e., the

white-box approach is not feasible), but the binary is available. This analysis works by perform-

ing lightweight static analysis or gathering dynamic information about its execution [142].

As many works in the binary analysis focused on building automated tools, we focus our dis-

cussion on automated tools (e.g., [71, 80, 183]). For instance, MACE [80] analyzes the code at a

binary level to infer the protocol state machine and use the inferred machine to uncover software

bugs (e.g., buffer overflow, out-of-bounds reads). Specifically, it uses a combination of symbolic
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and concrete executions. Other efforts in this space use binary analysis techniques to infer pro-

tocol message formats and specifications (e.g., [71, 83]) or generate fingerprints for malicious

servers (e.g., [183]). These works are similar in spirit to the binary analysis techniques in the

software domain (e.g., [169, 186]) but have been adapted for network functions and services.

Binary analysis is complementary to our efforts in enabling black-box analysis as it has access

to information such as code coverage that the black-box approach does not. However, obtaining

the binary code can be impractical in certain scenarios. For instance, to assess amplification risks

(i.e., AmpMap in Chapter 5), we need to run vulnerability assessment for services deployed and

configured by third parties where we only have access to input-output interfaces.

2.1.3 Type III: Black-Box Analysis

Having described the prior work for both white-box and binary analysis, we now discuss related

work in black-box analysis, which is an approach that this thesis takes. Black-box approaches,

too, can be classified based on manual vs. automated.

We start by discussing prior work that used manual analysis. For instance, these manual ap-

proaches have been applied to identify censorship evasion against nation-wide censorship devices

(e.g., [127, 136, 179]), attacks against TCP congestion control (e.g., [124, 167]), or side-channel

attacks that hijack TCP connections (e.g., [73, 77, 161]). For instance, INTANG [179] developed

a suite of effective hand-crafted evasion strategies against the Great Firewall of China (Note that

Pryde in Chapter 4 generates evasion attacks against stateful firewalls). However, INTANG [179]

manually generated hypotheses based on domain knowledge. While such manual identification

is valuable, these approaches will not scale given that these strategies may need to evolve due to

changes in implementations of these network functions and services.

We observe that manual black-box analysis has been useful, especially in the earlier explo-

ration of the behavior or attacks against functions and services. Unfortunately, this approach

does not scale given a diversity of vendors and implementations. As such, researchers have de-
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veloped automated black-box analysis tools to address this scalability and accuracy challenges

inherent to manual approaches. In fact, this dissertation also takes an automated approach to

building black-box analysis tools. As mentioned in the taxonomy before (Figure 1.7), we can

classify automated black-box analysis based on structure-free vs. structure-based approaches.

2.1.3.1 Structure-Free Approach

This class of approaches usually either probes network functions and services using already-

known probes (e.g., network packets) or uses off-the-shelf fuzzing-based strategies. For in-

stance, prior work on identifying amplification vulnerabilities enumerates the number of servers

by checking for open ports (e.g., CyberGreen [10], openresolver [13]) or sends previously

known attack vectors to servers (i.e., send a handful of known queries for DNS [175]). Unfortu-

nately, these simplistic approaches will not capture the diversity of attack vectors across servers

and the inputs. For example, these will misses many other vectors that lead to high amplification.

Others use off-the-shelf fuzzing-based strategies to search over the input space. For instance,

Geneva [69] recognizes that a body of work (e.g., [136, 179]) that manually identified evasion

strategies against nation-wide censors does not scale. Therefore, Geneva leverages a genetics

algorithm to build an automated approach. Similar genetics algorithm-based approaches have

been applied to other popular protocols (e.g., [138]). While these structure-free approaches (e.g.,

a genetics algorithm, random search) can be sufficient for certain scenarios, they were highly

ineffective for our application context. Furthermore, these structure-free approaches are unaware

of the (hidden) internal states which could be useful to discover multiple attacks or highlight rel-

evant behavior for complex black boxes. This motivated us to build structure-based approaches

we discuss next.
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2.1.3.2 Structure-Based Approach

Structure-based approaches recognize that while pure random-based strategies may work in some

scenarios, the probability of finding interesting behavior or uncovering relevant security vulner-

abilities is low. Hence, these structure-based approaches use domain-specific insight or certain

guidelines (e.g., behavior models) to explore relevant portions of the input space. We further

classify these structure-based approaches based on whether an approach tackles a black box that

is stateful vs. stateless.

Stateful black boxes: Structure-based approaches that analyze stateful black boxes (e.g., a fire-

wall keeping connection states) explicitly infer the (stateful) behavioral model or use it as a guide

to efficiently search over the space. Approaches that infer a model either leverages seminal in-

ference algorithms (e.g., L* algorithm) or statistical methods. For instance, a large body of work

(e.g., [64, 79, 80]) leveraged L* algorithm to discover protocol vulnerabilities (e.g., [79, 171]),

TCP/IP implementation errors in operating systems (e.g., [101, 102]), and specific attacks (e.g.,

cross-site scripting) against web-application firewalls [64]. (While Alembic in Chapter 3 also

leveraged the L* algorithm to infer NF models, these prior works (e.g., [101, 171]) cannot be

used to model NFs. They cannot handle NF-specific challenges, such as handling large configu-

ration space and NF-specific behavior.) Other approaches (e.g., [106]) use statistical methods to

infer a model. For instance, PULSAR [106] takes an input of network traffic captures and uses

a probabilistic technique [132] to infer a message content and a state machine. Then, PULSAR

uses the inferred model to uncover vulnerabilities against protocol implementation (e.g., FTP).

Apart from inferring models, prior work (e.g., [102, 118, 122]) also used model check-

ing [123] or model-based testing [174] efficiently to search over the large search space. Specif-

ically, these methods were successful in identifying security bugs in TCP congestion control

(e.g., [122]), TCP/IP implementations (e.g., [102]), and 4G LTE implementation (e.g., [118]).

(While the specifics of the challenges and techniques differ, we also leverage a similar model-

based approach for Pryde in Chapter 4 to uncover evasion attacks against enterprise stateful
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firewalls.) Similarly, a body of prior work (e.g., [53, 67, 121]) uses the specifications or state

machine to efficiently fuzz the input traffic, and these approaches are often referred to as stateful

or guided fuzzing. However, these fuzzing tools primarily focus on crashes or fatal errors in the

program. Further, these assume that they are given the specifications (in contrast to Pryde in

Chapter 4, which directly infers these models).

Stateless black boxes: Prior work also has leveraged statistical approaches and machine learn-

ing techniques (e.g., GAN) to uncover security implications or behaviors/specifications of state-

less network black boxes. For example, they have been used in the context of protocol message

inference (e.g., [107, 140, 178]), and identifying exploitable inputs (e.g., [140]).

Given network packet captures, ProDecoder [178] uses statistical methods to infer the protocol-

complaint format. Specifically, their key structural insight is to leverage highly skewed frequency

distribution in messages to enable accurate protocol message format inference. NEMESYS [107]

learns the message format by examining the distribution of changes in the bits throughout the

protocol message.

Furthermore, given the rise of machine learning, some have started looking into leveraging

machine learning techniques (e.g., GAN or generative adversarial network [110]) to enable these

tasks. For instance, Lin et al. [140] demonstrate the early promise of GAN in inferring protocol

message format and identifying inputs that can be exploited for attacks. However, these GAN-

based approaches are not yet viable to infer a complex state machine (for stateful black boxes).

Supporting this would be an exciting avenue for future work.

2.2 Analyzing Other Application Domains

While our thesis focuses on analyzing network functions and services, we discuss similar ef-

forts that analyze other application areas. First, given that network functions or services that

we consider implement protocols, we start with discussing prior work on testing and verifying
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protocol implementation (Section 2.2.1). Then, we discuss related efforts on analyzing software

(Section 2.2.2). Specifically, fuzz testings in the software domain have some of the same goals

that we have. Further, our high-level taxonomy (i.e., white-box vs. black-box) is also inspired

by classification used in the software domain. Then, while not an extensive list, we conclude by

summarizing similar efforts on analyzing other application domains (Section 2.2.3).

2.2.1 Protocol Testing and Verification

We start with protocol testing and verification (e.g., [1, 53, 67, 68, 130, 155]). These works have

focused on conformance testing (e.g., [155]), identifying potential attack vectors against protocol

implementations (e.g., [130]), and running verification proofs (e.g., [86, 87, 150]).

We first discuss prior work that used white-box approaches (e.g., [130, 150, 155]) that ana-

lyze the source code. For instance, PIC [155] applies symbolic execution for checking interoper-

ability in protocol implementations. Kothari et al. [130] applied symbolic execution to uncover

manipulation attacks. Musuvathi et al. [150] designed a model checker to verify the Linux TCP

implementation against a formal specification. This body of work shares similar ideas and tech-

niques to the white-box approaches used for network functions and services.

Apart from white-box approaches, other prior work in this space (e.g., [1, 53, 67, 68]) used

black-box analysis. However, this body of work usually requires either user-specified spec-

ifications (e.g., [1]) or stateful models of protocols as inputs (e.g., [53, 67]). For instance,

SNOOZE [67] used a state machine to efficiently fuzz the input traffic to identify fatal errors

or crashes. (Again, this approach contrasts with Pryde in Chapter 4, which directly infers fire-

wall models to uncover evasion attacks.)

Others have looked into proving security properties; e.g., protocol composition logic (PCL)

(e.g., [86, 87, 88, 89, 115]) is a formal logic for stating and proving security properties of network

protocols such as SSL/TLS. This formal logic supports reasoning about each step in a protocol,

which can be composed to prove complex protocols’ properties. While our thesis focuses on
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testing or generating inputs to verification tools (Alembic in Chapter 3), proving that certain

security properties are met given the black-box implementations of these functions or services

would be an exciting future direction (more in Chapter 6).

Overall, while protocol testing and verification share similar goals as this thesis, our thesis

differs from this body of work. Specifically, this thesis focuses on modeling network devices or

findings attacks against network functions or services instead of finding protocol bugs or check-

ing protocols’ correctness. Designing techniques for network functions and services brings ad-

ditional challenges. For instance, the behavior and security vulnerabilities of these functions and

services are not just a function of the underlying protocol implementation. These also depend on

configuration settings and other factors (e.g., data contained in the server). Naturally, supporting

this thesis statement requires building tools that can efficiently reason about the behavior under

a large configuration space and handle NF or server-specific challenges.

2.2.2 Software Analysis and Fuzzing

We now discuss similar efforts in the software domain. One of the first uses of fuzzing is de-

scribed by Miller et al. [144], and it was applied against standard UNIX utilities. Since then,

fuzzing has been remained highly popular due to its simplicity and empirical evidence of its

success in discovering software vulnerabilities [142]. At a high level, these fuzz testers repeat-

edly generate inputs to programs. The goal is to generate syntactically or semantically mal-

formed inputs that trigger particular software behavior [142]. All three types of analysis have

been used for analyzing software: (1) white-box (e.g., [72, 108]) that requires the source code,

(2) binary (e.g., [109, 186]) that require access to the binary and ability to instrument and col-

lect information; and (3) black-box (e.g., [76, 181]) that require no access to the code or bi-

nary for instrumentation. These fuzzers focus on finding inputs that lead to unintended actions

(e.g., [158, 169, 181, 186] ) such as crashes.

An example of a white-box approach is KLEE [72], one of the popular symbolic execution
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implementations. The idea of KLEE is to execute the program with symbolic-valued input and

identify inputs that drive the program execution to go down a specific path. KLEE has also

been used in network-wide testing (i.e., BUZZ [97]). However, BUZZ [97] had to leverage their

domain ideas to make it work in the context of networking. A popular binary fuzzer, American

Fuzzy Lop (AFL) [186], mutates inputs and focuses on testing new code paths using evolutionary

techniques (also, utilized by Geneva [69] to find evasion attacks against nation-wide censors). An

example of a black-box approach is by Woo et al. [181]. This fuzzer designed to maximize the

number of unique bugs found for software. Further, with recent attention given to machine learn-

ing, a large body of work (e.g., [168, 169]) have focused on using machine learning techniques

to improve fuzzing.

While fuzz testers in the software domain are related to this thesis, the goal and the use cases

we consider are orthogonal. As a result, the key insights and the techniques differ from prior

work in the software domain. For instance, Alembic (Chapter 3) leverages structural properties

to enable a general method of inferring high-fidelity NF models. Our approach contrasts to these

fuzz testers that directly identify exploitable inputs. The work in this thesis that is closest to fuzz

testing is AmpMap (Chapter 5). While AmpMap can be seen as a form of guided fuzzing that ef-

ficiently uncovers amplification-inducing queries, AmpMap, too, leverages structural properties

specific to amplification-inducing patterns to enable our low-footprint solution.

2.2.3 Other Prior Work

Analyzing behavior and uncovering security vulnerabilities have been widely applied in multiple

other domains. While not an extensive list, they have been applied in the context of IoT mobile

applications (e.g., [75, 91, 139, 149, 151]), IoT devices and protocols (e.g., [98, 99, 117]), and

manufacturing domains (e.g., [143, 190]).

For instance, prior work on IoT application analysis (e.g., [75, 91, 139, 149, 151]) seeks to

find violations in the application actions. IoTMon [91] extracts interactions between applications
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with the device and environment and use this information to identify risky or unsafe behavior. As

the application code is readily available, these tools tend to use white-box approaches requiring

application code [75, 91, 139, 151] or metadata [149]. Other works in this space focus on findings

flaws in smart home devices and protocols (e.g., [98, 117, 164]) or uncovering privacy leaks

(e.g., [74, 99]).

Other efforts (e.g., [143, 190]) also have looked into the manufacturing domain in the context

of programmable logic controllers (e.g., [143, 190]) and industrial control systems (e.g., smart

meters [57], water purification system [78]). TSA [143] runs static symbolic execution on PLC’s

temporal execution graph. In contrast, VetPLC [190] verifies the PLC implementation at runtime

by constructing timed event sequences. ARTINALI [57] mined temporal properties from smart

meters to build intrusion detection. Similarly, Chen et al. [78] inferred invariants from data traces

to build anomaly detection for a water purification testbed. While these works are related to this

dissertation, the goal and the use cases that we consider are orthogonal. As a result, the presented

tools in this thesis address additional challenges specific to network functions and services (e.g.,

a large configuration space).
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Chapter 3

Alembic: Automated Black-Box Model

Inference for Stateful Network Functions

The Problem: As discussed from one of our motivating scenarios (Section 1.1), modern net-

work testing and verification tools rely on network functions (NF) models to create test cases,

generate verification proofs, and run compatibility tests. Today, NF models are handcrafted

based on manual investigation [97, 172], which is tedious, time-consuming, and inaccurate. As

we saw from a simple example (in Section 1.1), using low-fidelity models can affect the cor-

rectness and effectiveness of these testing and verification tools (we expand more on this in

Section 3.1). Further, these handcrafted models do not capture subtle implementation differ-

ences across vendors [97, 125]. Surprisingly, while many efforts from the networking commu-

nity have focused on building more efficient and general network testing and verification tools

(e.g., [97, 152, 172, 185]), not much attention has given to automatically synthesizing models of

these NFs to guide this testing and verification workflow.

The Solution: To fill this critical gap, we present Alembic [146] in this chapter. Alembic is a tool

that can automatically infer a high-fidelity model of network functions. However, synthesizing

these NF models is challenging because: (1) NFs have large state spaces; (2) their state may be
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mutated by any incoming packet (i.e., large input space); and (3) in response, the NF may react

with any number of diverse and possibly even non-deterministic actions (i.e., complex internal

logic). While we also make simplifying assumptions to make the problem tractable, Alembic

addresses a scoped portion of this open challenge. Specifically, we focus on modeling NFs

where their internal states are mutated by incoming TCP packets, and their actions are restricted

to dropping and forwarding packets, possibly with header modification. Our goal is to synthesize

high-fidelity NF models in a black-box setting, given only the binary executable, vendor manuals,

and a specific configuration with which the NF is to be deployed. We adopt this pragmatic black-

box approach as vendors may not be willing to share their source code, even with customers.

Even this scoped problem presents significant challenges (Recall the high-level challenges we

discussed in Section 1.3.2):

‚ C1) Modeling and representing stateful NF behaviors: The behavior of an NF often depends

on the history of observed traffic, making it difficult to discover and concisely represent its

internal states.

‚ C2) Large input space: Given the stateful behavior, the input space potentially includes all

possible sequences of TCP packets. Naively enumerating this large space would be pro-

hibitively expensive.

‚ C3) Large configuration space: Concrete configurations (e.g., a firewall rule set) are com-

posed of multiple rules. Fields within a rule (e.g., source IP) can take large sets of values

or ranges of values (e.g., IP prefix), making it impractical to infer models for all possible

configurations.

‚ C4) Complex NF actions and internal workings: NFs such as NATs can modify packet head-

ers, making model inference more difficult.

To tackle these challenges, we leverage the following key insights (Section 3.2) based on

the structural properties inherent to these black-box network functions (NFs) and their input and

configuration space:
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‚ A) Compositional model: Rather than exhaustively modeling an NF under all possible con-

figurations, we consider the NF’s behavior as the logical composition of its behavior for

individual rules in a configuration.

‚ B) Learning symbolic model: Configurations consist of different rule types, such as a fire-

wall drop rule, where each type is associated with a different runtime behavior of the NF. For

a given type, the logical behavior of the NF is the same across different values of the rule’s

parameters. Hence, we can learn a symbolic model for each rule type rather than exhaustively

infer a new model for each possible value.

‚ C) Ensemble representation : Even with the above insights, each rule has a large search

space as each rule parameter can take a range of values (e.g., a range of ports). Fortunately,

we observe that NF behavior is logically independent for subsets of these ranges. For in-

stance, assume a firewall contains one rule and we know it keeps per-connection state. We

can then model this rule using an ensemble of independent models by cloning the model

learned using a single connection. However, we must then consider how to infer the specific

granularity of state tracked by the NF (e.g., per-connection or per-source). We show in Sec-

tion 3.4 how we can automatically infer this granularity and prove the correctness in Section

3.4.2.

‚ D) Finite-state machine (FSM) learning : FSMs are a natural abstraction to represent

stateful NFs [97, 152], and using them allows us to potentially leverage classical algorithms

for FSM inference (e.g., L* [62]). But there are practical challenges in directly applying

L* here: First, we need to create suitable mappings between logical inputs (i.e., an input

alphabet) that L* uses and the real network packets/configurations that NFs take as inputs

(Section 3.3). Second, header modifications by NFs make it incompatible with L*, so we

need domain-specific ideas to handle such cases (Section 3.5).

Having described the high-level insights, we discuss how they specifically address the chal-

lenges: Compositional modeling (Insight A) addresses the large configuration space (C3). Both
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symbolic and ensemble representations (Insights B and C) address the large input space (C2)

by learning a symbolic model for each rule type and then appropriately cloning it to create an

ensemble representation (say for large IP/port ranges). Lastly, extending L* (Insight D) enables

us to represent stateful NF behavior (C1 and C4).

Building on these insights, we design and implement Alembic.1 In the offline stage, we infer

symbolic FSMs for different rule types as defined by an NF’s manual. To concisely represent

the internal states of an NF, we extend the L* algorithm [62]. We also leverage our L*-based

workflow to infer the state granularity tracked by the NF (e.g., per-connection). Since model

synthesis need only be done once per NF, we can afford several tens of hours for this stage.

Given a concrete configuration (i.e., a set of rules), the online stage uses these symbolic models

to construct a concrete model within a few seconds. Specifically, the online stage maps each rule

in a configuration to a corresponding symbolic FSM which, coupled with the inferred granularity,

is used to create an ensemble of FSMs. The ensemble is logically composed together for each

rule to construct the final concrete model for the given configuration. The resulting concrete

model can then be used as an input to network testing and verification tools.

Evaluation and Findings: We evaluate Alembic with a combination of synthetic, open-source,

and proprietary NFs: PfSense [26], Untangle [34], ProprietaryNF, Click-based NFs [129], and

HAProxy [17]. We show that Alembic generates a concrete model for a new configuration in less

than 5 seconds, excluding the offline stage. Alembic finds implementation-specific behaviors of

NFs that would not be easily discovered otherwise, including some that depart significantly from

typical high-level handwritten models (Section 3.7.4). For instance, we discover: (1) in contrast

to a common view of a three-way TCP handshake, for some NFs, the SYN packet from an

internal host is sufficient for an external host to send any TCP packets; and (2) the FIN-ACK

packet does not cause internal NF state transitions leading to the changes in the NF’s behavior.

Finally, we show that using Alembic-generated models can improve the accuracy of network

1Alembic is a tool used in the alchemical process of distillation or extraction, as our system extracts NF models.
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testing and verification tools (Section 3.7.5).

3.1 Motivation

In this section, we expand on an example from Section 1.1 and elaborate on more examples

to highlight how inaccuracies in handwritten NF models may affect the correctness of network

verification and testing tools. Figure 3.1 shows an example network, where the operator uses a

stateful firewall (FW) to ensure that external hosts (e.g., B1) cannot initiate TCP traffic to internal

hosts (e.g., A1). This intent translates to three concrete policies:

‚ Policy 1: To prevent unwanted traffic from entering the network, A1 must establish a con-

nection with B1 before the firewall forwards B1’s TCP packets to A1.

‚ Policy 2: When A1 sends a RST or RA (RST-ACK) packet to terminate the connection, the

firewall should drop all subsequent packets from B1.

‚ Policy 3: To protect against an attacker sending out-of-window packets to de-synchronize

the connection state [179], the firewall should drop or send a RST when it receives packets

with out-of-window sequence (seq) or acknowledgment (ack) numbers.

Stateful Firewall
Internal
Network

Intended Policy: Only allow TCP traffic from external hosts on already ESTABLISHED 
connections

Host A1
(10.1.1.1)

Host B1
(156.4.0.1)

External
Network

Rule 1: <srcip=10.1.1.0/24, srcport=*, dstip=156.4.0.0/24, dstport=*, action=1> 

Figure 3.1: Network set-up

To implement these policies, the firewall is configured with the rule shown in Figure 3.1.

Since many firewalls implement a default-drop policy, there is no explicit drop rule for packets

originating externally. Note we do not need explicit rules for Policy 2 and 3 as they should be

performed by the firewall when following the TCP protocol.

To check if the network correctly implements the intended policies, operators use testing and
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Figure 3.2: A handwritten model of a stateful firewall (FW) which incorrectly reports a

policy violation

verification tools [97, 152, 172]. These tools use NF models to generate test traffic [97, 173] or

to verify intended properties [152]. If these models are inaccurate, the results can have any of

the following error types: (1) false positives, where the tool reports violations when there is no

violation; (2) false negatives, where the tool fails to discover violations; or (3) inability to test

or verify where the tool fails completely because the models are not expressive enough. As an

example, consider BUZZ [97], a recently-developed network testing tool. BUZZ uses a model-

based testing approach to generate test traffic for checking if the network implements a policy,

and the original paper includes several handwritten models. In the remainder of this section, we

present three examples of how operators can encounter issues while using the BUZZ tool due to

discrepancies between handwritten models and NF implementations. Our goal is not to pinpoint

limitations of the BUZZ tool but to highlight shortcomings of handwritten models. We find that

models from other tools lead to similar problems [152, 172].

To control for NF-specific artifacts (for now), we use two custom, Click-based [129] firewalls

that correctly implement the above policies. Figure 3.2 shows the handwritten model of a stateful

firewall used in the BUZZ tool [97]. We use the BUZZ firewall model for comparison as it

implements a policy similar to our example (i.e., the firewall only forwards packets belonging to

a TCP connection initiated by an internal host).
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Test case (policy 1): The operator uses the BUZZ tool to generate test traffic and check if

TCP packets from B1 can reach A1. Figure 3.2 shows a sample test traffic sequence generated

by BUZZ: SYNInternal
A1)B1 (i.e., TCP SYN packet from A1 to B1), SYN-ACKExternal

B1)A1 , and finally

SYNExternal
B1)A1 . Our Click-based firewall drops the last SYN from B1, which matches the policy

intent as the TCP handshake did not complete. However, according to the handwritten model,

SYNExternal
B1)A1 is marked as forwarded. Specifically, the model updates the state to ESTABLISHED

on receiving a SYN-ACK (SA in Figure 3.2) from B1, allowing SYNExternal
B1)A1 to be forwarded to

A1. This discrepancy between the model and the Click-based firewall will be flagged as a policy

violation, resulting in a false positive.

Test case (policy 2): The operator wants to test if a RST from A1 actually resets the connection

state of the firewall. However, as we see in Figure 3.2, the handwritten model only checks for

FIN packets but not RST packets to reset the connection state. Hence, the test cases generated by

the handwritten model will have discrepancies with the Click-based firewall, resulting in a false

positive (similar to policy 1).

Test case (policy 3): The operator wants to test whether the firewall correctly handles packets

with out-of-window seq and ack numbers. We observe that many firewall vendors enable this

feature by default (examples in Section 3.7.4). Unfortunately, the handwritten model is not ex-

pressive enough to encode the notion of packets with correct and incorrect seq and ack numbers.

To make matters worse, existing tools (e.g., [97, 152, 172]) assume homogeneous models

across vendor implementations for a given NF type. However, we found non-trivial differences

in implementations (Section 3.7.4). Further, NF models fed to testing and verification tools need

to be aware of the impact of specific configurations, which can easily be missed by handwritten

models. For instance, the BUZZ firewall model assumes a default drop policy from the external

interface, which is consistent with many vendors. However, while running model inference using

Alembic, we found that one specific NF (Untangle firewall) allows packets by default [34]. To

implement a default-drop policy in Untangle, we need an explicit drop-all rule, and a model for
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Untangle needs to be customized for this configuration.

3.2 Alembic System Overview

In this section, we state our goals, identify the key challenges, describe our insights to address

these challenges, and provide an end-to-end overview of Alembic.

Preliminaries: We introduce the terminology related to NF configurations, which describe an

NF’s runtime behavior. A configuration schema contains NF rule types. Each rule

type has various configuration fields, and the data types these fields accept (e.g., “srcip” takes

an IPv4 range). Once we specify the concrete values for the fields (concrete values can be

wild-card), we obtain a concrete rule of the rule type. A concrete configuration

consists of multiple concrete rules. Figure 3.3 shows an example of a firewall (FW) and a network

address translation (NAT) configuration schema and their corresponding concrete configurations.

In the NAT Rule type, the outsrcip field denotes the possible output IP values used in address

translation.

3.2.1 Problem Formulation

Given an NF with a concrete configuration, Alembic’s goal is to automatically synthesize a high-

fidelity behavioral model of the NF in a black-box setting. Since NF implementations do not

change often, we can afford several tens of hours of offline profiling per NF. However, since

concrete configurations (e.g., a firewall rule-set) can change often, we need to generate a new

model given a new configuration quickly, within a few seconds.

Alembic takes five inputs: (1) the NF executable binary, (2) the configuration schema (Con-

figSchema), (3) the high-level rule processing semantics of parsing the configuration (e.g., first

match), (4) a list of network interfaces, and (5) the set of input packet types (e.g., TCP SYN or

ACK) the model needs to cover. For (1), we assume no visibility into the internal implemen-

tation or source code and only have access to its manual describing configuration. For (2), the
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ProprietaryNF firewall

ConfigSchema:

Rule type 1 (Accept): xsrcip:IPv4 range, srcport:Port range, dstip:IPv4 range, dstport:Port range, action:1 y

Rule type 2 (Deny): x srcip:IPv4 range, srcport:Port range, dstip:IPv4 range, dstport:Port range, action:0 y

ConcreteConfig:alembic:

Rule 1: x srcip:10.1.1.1,srcport:*,dstip:156.4.0.1,dstport:*, action:1 y

Rule 2: x srcip:10.8.0.0/16,srcport:*,dstip:151.0.0.0/8,dstport:*,action:0y

PfSense outbound NAT

ConfigSchema:

Rule type 1: xsrcip: IPv4 range, srcport: Port range, dstip: IPv4 range, dstport: Port range, outsrcip: IPv4

range, outsrcport: Port rangey

ConcreteConfig:alembic:

Rule 1: xsrcip:10.1.0.0/16,srcport:*,dstip:156.4.0.0/16,dstport:*,outsrcip:126.2.0.0/16,outsrcport=* y

Rule 2: xsrcip:10.0.0.0/8,srcport:*,dstip:162.4.0.0/16,dstport:*,outsrcip:192.1.0.0/16,outsrcport=* y

Figure 3.3: Example of a simplified ConfigSchema and ConcreteConfig for a firewall (FW)

and a NAT

ConfigSchema is typically already available from vendor documentation. (Alembic requires a

one-time, manual effort to translate this documentation into a format compatible with our cur-

rent workflow). The ConfigSchema in Figure 3.3 assumes we are explicitly given a set of rule

types (e.g., accept or deny), where each rule type is associated with a different runtime behav-

ior. In practice, the vendor documentation may only specify a set of fields and their types. For

instance, a firewall ConfigSchema provides one rule type with an action field that takes a binary

value, in which each value leads to a rule type with different runtime behaviors. We show how

we generate a set of all rule types in such a case (Section 3.6). For (3), we assume the rule

processing semantics are available from the vendor documentation. Our design can handle any

NF that applies a single rule per packet. Our implementation currently supports first-match se-

mantics but can be easily extended to handle others (e.g., last-match). For (4), we need to know

a list of interfaces that the NF is configured with. In this work, we assume that we are given two
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interfaces (e.g., internal and external-facing interfaces). Lastly, given packet types (5), Alembic

will automatically configure each packet type with appropriate field values.

Here, we focus on modeling TCP-relevant behavior for NFs that forward, drop, or modify

headers (e.g., firewalls, NATs, and load balancers). We provide default packet types for TCP,

but Alembic can be extended with additional packet types. We scope the types of NFs and their

actions that Alembic can handle in Section 3.2.3 and discuss how to extend Alembic to handle

more complex NFs in Section 6.3.1.

3.2.2 Key Ideas

To highlight our main insights to address challenges C1 through C4 from the preamble of this

chapter, suppose we want to model an NF with a concrete configuration C1 composed of N con-

crete rules tR1 ¨ ¨ ¨RNu. Figure 3.4 illustrates our ideas to make this modeling problem tractable.

C1
C2

C∞

…

M1

M2

…

Rule1 (R1)

Rule1 (R2)

Space of possible 
configurations

…
C1 à a logical composition of
its behavior for individual rules

(a) Compositional model

M1 (A)

R1 (FW TCP Accept)
<srcip=10.1.x.x, … > 

A ß10.1.1.1…

A ß10.1.255.255
Do not need to learn a model for all concrete values
Classify the logical rule type à learn a symbolic model

R2 (FW TCP Deny)
<srcip=10.1.y.y , … > 

M2 (B)
B ß10.1.1.1…

B ß10.1.255.255

(b) Symbolic model (e.g., M1pAq for TCP accept)

M1,1

M1,..

srcip=10.1.1.1 à

srcip=10.1.1.255 à

…

M1

…

Model with 
large relevant traffic

Ensemble of logically 
independent models

Homogeneous

R1 (FW TCP Accept)
<srcip=10.1.1.0/24, … > 

(c) Ensemble of independent models per rule

Figure 3.4: Alembic key insights leveraging structural properties

A) Compositional model (Figure 3.4a): The concrete configuration C1 can be logically de-
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composed into individual rules. As seen in Figure 3.4a, suppose we have models M1 for R1 and

M2 for R2. Then, we can create a compositional model for the NF given the processing seman-

tics defined by the ConfigSchema (e.g., first-match). If the packet matches Rule1, then apply

Model1, else if it matches Rule2, then apply Model2. Otherwise, apply Modeldefault .

B) Symbolic model (Figure 3.4b): To start, we make two simplifying assumptions, which we

relax below: (1) the IP and port fields in a concrete rule take a single value from a range (e.g.,

10.1.1.1 for srcip); and (2) the NF keeps per-connection state. Suppose the srcip field in R1

(Figure 3.4b) takes a single IP from 10.1.0.0/16. It is infeasible to exhaustively infer the model

for all possible values. Fortunately, we observe that the logical behavior of the NF for a particular

rule type (e.g., firewall accept rule) is homogeneous across different values for the IPs and ports

in this range. Thus, we can efficiently generate a model by representing each IP and port field in

a rule with a symbolic value. Hence, for each logical rule type (e.g., firewall accept rule), we can

learn a symbolic model (e.g., M1pAq).

C) Ensemble representation (Figure 3.4c): We relax the assumption that IPs and ports take

single values and discuss how we handle ranges within a rule (i.e., R1 in Figure 3.4b takes a /16

prefix for a srcip). We observe that NF behavior is logically independent for subsets of this large

traffic space. Consider a stateful firewall that keeps per-connection state. Rather than viewing

M1 as a monolithic model that captures the behavior of all relevant connections, we can view

the model as a collection of independent models, one per connection (i.e., M1,1 for connection

1, M1,2 for connection 2, etc.). Combining this idea with B above, we learn a symbolic model

for each rule type and logically clone the model to represent IP and port ranges (henceforth, an

ensemble of models). However, to leverage this idea, we need to infer the granularity at which an

NF keeps independent states (e.g., per-connection or per-source). We show in Section 3.4 how

to automatically infer this.

D) FSM inference: The remaining question is how to represent and infer a symbolic model.

Following prior work in stateful network analysis, we adopt the FSM as a natural abstraction [97,
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Algorithm 1: NF operational model for processing incoming packets

1 Function NF(p, Config c, ProcessingSemantic ps, Map[rule, Map[key, state]] stateMap):

2 poutList = []

3 rule = FINDRULETOAPPLY(p, c, ps); if rule is None then

4 rule = GETDEFAULTRULE( )

5 keyType = GETKEYTYPE(rule)

6 key = EXTRACTHEADER(keyType, p) v

7 FSM = GETMODEL(key, rule) curState = GETSTATE(stateMap, rule, key)

8 poutList, nextState = TRANSITION(FSM, p, curState)

9 UPDATESTATE(stateMap, rule, key, nextState)

10 return poutList

152]. To this end, we develop a workflow that leverages L* for FSM inference [62]. At a high-

level, given a set of relevant inputs, L* adaptively constructs sequences, probes the blackbox, and

infers the FSM. However, directly applying L* for an NF entails significant challenges: First, L*

requires the set of inputs a priori. Hence, we need to generate inputs from a large input space, and

create suitable mappings between inputs that L* takes and real packets for the NF. Second, L* is

not suitable for learning a FSM for a header-modifying NF because it assumes: (1) we know the

input alphabet a priori, and (2) the underlying system is deterministic. As an example violation of

(2), a NAT may nondeterministically choose the outgoing ports. We leverage a domain-specific

idea to extend L* for such cases (Section 3.5).

3.2.3 Operational Model and Limitations

Having described our key insights, we scope the types of NFs for which Alembic is applicable.

We use an abstract NF (Algo. 1) to describe how incoming packets are processed (a more detailed

description can be found in Section 3.6.2.2). Our goal is to handle NFs with logic stated in

Algo. 1.
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Figure 3.5: An NF with located packets

NF operational model: We start by describing the inputs and outputs of the abstract NF. The

NF receives or transmits a located packet [126] (i.e., a packet associated with an interface).

Figure 3.5 shows a setup for an NF with 4 located packets. The NF is configured with two

interfaces, L (e.g., internal) and R (e.g., external). As an example, Lin is a packet entering the

NF via L, and Lout is an outgoing packet from the NF via L.

The abstract NF is configured with a concrete configuration, composed of a set of rules. Each

rule maintains a mapping between keys and concrete FSMs. For instance, if the NF uses a per-

connection key, then it will keep a concrete FSM for each unique 5-tuple. The concrete FSMs

describe the appropriate action (i.e., Lout or Rout) for an incoming located packet (i.e., Lin or

Rin). As shown in Algo. 1, when a located packet arrives, the NF searches the configuration for

the correct rule to apply based on the processing semantics. If no rule is found, the NF uses the

default (i.e., empty) rule. Then, it uses the relevant packet headers determined by the rule’s key

to find the concrete FSM and current state associated with that key. Finally, the NF processes

the packet according to the FSM and updates the current state (Lines 8 and 9). Alembic aims to

synthesize models for NFs following Algo. 1.

Assumptions on configurations: We make the following assumptions about NF configurations:

• Rules in a concrete configuration are independent. For instance, we do not consider NFs that

share the same state across different rules. At most one rule in a configuration can be applied

to an incoming packet.

• Within a concrete rule, the states across different keys (i.e., state granularity tracked by an NF)

are independent. For a per-connection firewall with a rule that takes IP and port ranges, states
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across connections are independent.

• When IPs and ports in a concrete rule take ranges (e.g., ports=*), NFs treat each value in

the range homogeneously such that we can pick a representative sample and learn a symbolic

model (i.e., the symbolic model obtained using port 80 or port 5000 for an outsrcip is identical).

Assumptions on NF actions: We now scope the NF actions that Alembic can handle:

• For simplicity, we only consider single-function NFs, excluding cases such as combined NFs

processing firewall rules and then NAT rules.

• To make learning tractable, we only look at IP and port modifications. Our implementation

does not consider seq/ack numbers, ToS, or other fields (Section 3.3.3). We only handle header

modifications for connection-oriented NFs (Section 3.5). (Most header modifying NFs we

are aware of are connection-oriented.) We tackle header modification for an NF that initially

modifies IP/port of a packet, p1, entering from a particular interface before modifying a packet,

p2 (that belongs to the same connection as p1) entering from the other interface. Lastly, we

cannot infer context-sensitive relations such as how the modified IP or port (e.g., NAT ports)

is chosen.

• We do not explicitly model temporal effects, such as connection timeouts. When we inject

input packets into the NF, we collect outputs for ∆wait (e.g., 100 ms) before injecting the next

input packet. Alembic cannot handle cases where output packets are results of prior input

packets (e.g., retries after 1 second).

• We support five types of state granularity: per-connection, per-source (e.g., a scan detec-

tor which counts a number of SYN packets), per-destination (e.g., DDoS detector), cross-

connection, and stateless.

3.2.4 Alembic Workflow

Having described our key insights and scope, we now present our workflow (Figure 3.6) consist-

ing of two stages:
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Figure 3.6: Alembic Workflow

Offline stage: From the ConfigSchema, we generate a set of rule types (Section 3.6). Given

each rule type, the ConfigGen module generates a SymbolicRule, Rsymb, and a corresponding

ConcreteRule. For instance, given a firewall ConfigSchema, it generates two SymbolicRules and

ConcreteRules (e.g., firewall accept and deny rule as shown in Figure 3.7).

For each SymbolicRule, we use the FSMInference module, which leverages L*-based work-

flow to infer a symbolic model where IPs and ports are symbolic (Section 3.3) and handles header

modifications (Section 3.5). This module uses our version of L* (i.e., Extended L*). We also

design the KeyLearning module, which leverages the FSMInference module and infers the state

granularity (i.e., key type) tracked by the NF (e.g., per-connection). Using the key type, we can

identify the key, a set of header field values that identifies logically independent states (e.g., a

5-tuple for per-connection NF). The offline stage produces a set of symbolic models, mapping

each SymbolicRule to a symbolic model and its key type.
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Firewall TCP Accept Rule

Rsymb
1 : xsrc:A,srcport:Ap1,dst:B,dstport:Bp1, action:1y

Rconc
1 : xsrc:10.1.1.1,srcport:2000,dst:156.4.0.1,dstport:5000,action:1y

Firewall TCP Deny Rule

Rsymb
2 : xsrc:A,srcport:Ap1,dst:B,dstport:Bp1, action:0y

Rconc
2 : xsrc:10.1.1.1,srcport:2000,dst:156.4.0.1,dstport:5000,action:0y

Figure 3.7: SymbolicRules and ConcreteRules for a Firewall

Online stage: Given a new configuration, each rule is matched to a corresponding Symboli-

cRule, mapped to a key type and a symbolic model. Based on the key type, we logically clone

the symbolic model to represent concrete IP and port ranges (collectively, an ensemble of FSMs).

Given the processing semantics, we logically compose each ensemble to create the final model

for this configuration. Network management tools can then use the resulting model.

Roadmap: In the interest of clarity, Section 3.3 describes the FSMInference module of Alembic

for a given SymbolicRule with the following simplifying assumptions: NFs keep per-connection

state and do not modify headers. In subsequent sections, we relax these assumptions and show

how we infer the state granularity (Section 3.4) and handle header-modifying NFs (Section 3.5).

Section 3.6 discusses how we generate a set of rule types and the corresponding SymbolicRule

and the Alembic online stage.

3.3 Extended L* for FSM Inference

We now present the FSMInference module, which leverages the Extended L* for inferring a

symbolic model given a SymbolicRule, Rsymb (e.g., in Figure 3.7). Recall that we are also

given a corresponding ConcreteRule, Rconc, to configure the NF. For clarity, we start with two

simplifying assumptions: (1) NFs keep per-connection state, and (2) NFs do not modify packet

headers. We relax these assumptions in Section 3.4 and Section 3.5.
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of the SUL (NF) and the length of the counterexamples.

Practical challenges with NFs: While AngluinAlgo is
a useful starting points, we cannot directly use it in Alem-
bic for the following reasons:
1. Generating input alphabets: AngluinAlgo assumes

input alphabets are given. However, this is a challenge
because of the large size of the traffic space.

2. NF behavior (e.g., non-determinism): NFs perform di-
verse actions such as dynamically modifying packet
headers (as shown in (2)). This is a domain-specific
challenge as Angluin’s Algorithm requires all input
symbols to be known a priori. Furthermore, NFs
are non-deterministic meaning the same input can be
mapped to different outputs where AngluinAlgo can-
not handle.

3. Network I/O: We need the ability to inject concrete
traffic into the NF and monitor the NFs’ actions on
these injected traffic traces ((4) in Figure). Classifying
actions is crucial to distinguish different states.

4.2 Extending AngluinAlgo for Alembic
We now describe how we design ExtendedAngluin that
builds on AngluinAlgo to generate a symbolic-state rep-
resentation of an NF given a SymbolicAtomicConfig.

4.2.1 InputGen: Generating input alphabets

AngluinAlgo assumes that input alphabets are given a
priori. A naive solution would be either exhaustive
searching which is clearly infeasible. Alternatively, we
can use randomly generated packets, but the chance of
these exercising the NF state space is small. We discuss
our domain-specific heuristics to achieve both coverage
and efficiency.

Instead of generating raw packets, we define the input
space in terms of abstract traffic units we refer to as ATUs
(Alembic traffic units) to serve as input alphabets. To en-
able generalizing to arbitrary configs, ATU are symbolic
representation mapped to concrete traffic traces.

Now, a relevant question is how we find relevant fields
from packe headers and map values. To do so, we ob-

serve that fields that may affect the states are either in or
be derived from the Cdir. As defined by Cgrammar, if the
packet fields are defined in the Cdir then we deem they
are relevant. Also, for other unspecified fields, we fol-
low the protocol model. For some packet fields such as
TOS/TTL unless specified in Cdir, we use the “default"
values. For the dynamically changing packet fields such
as Checksum, we follow the protocol specification to re-
compute them. Now the question is how to generate dif-
ferent connections. To achieve generality, Alembic gen-
erates all possible flows (using the configured IPs in Cdir)
on all interfaces. Then, we use NF ACL to prune irrele-
vant connection objects.

4.2.2 Handling NF-specific behavior

Handling dynamic header modifications: An-
gluinAlgo requires all input symbols (ATU) to be known
a priori. However, NFs may modify various fields in the
packet headers. For instance, a NAT translates the IP and
port of internal hosts’ traffic to an external IP/port. Sup-
pose a NAT gateway is using a hash function to map each
IP-port pair to an external one. Hence, It is unrealistic for
us to know, a priori, the output of this hash function for
every internal IP-port pair. Our idea is to observe if new
alphabets have appeared as part of actions and use new
symbols to generate additional symbols for another run
of ExtendedAngluin. This process repeats until we con-
verge and no more new symbols are seen.

Handling non-determinism: The previous approach
only works if the mapping is determistic. However, NFs
exhibit non-determistic behavior such as NAT re-writing
packet header fields such that the same internal IP can be
re-mapped to different public ports (IP A gets mapped
to port 80. After reset, it maps to 90). Formally, at
any given time or iteration t, f (s, i, t) ! {null,ot} where
ot 6= i,ot 6= ot�1. If we use the same technique for han-
dling dynamic modification, we will never reach a con-
vergence because new port will always be generated.
Another solution is to use algorithm for learning NFA.
However, the number of non-determistic paths can be
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We now describe how we design ExtendedAngluin that
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4.2.1 InputGen: Generating input alphabets

AngluinAlgo assumes that input alphabets are given a
priori. A naive solution would be either exhaustive
searching which is clearly infeasible. Alternatively, we
can use randomly generated packets, but the chance of
these exercising the NF state space is small. We discuss
our domain-specific heuristics to achieve both coverage
and efficiency.

Instead of generating raw packets, we define the input
space in terms of abstract traffic units we refer to as ATUs
(Alembic traffic units) to serve as input alphabets. To en-
able generalizing to arbitrary configs, ATU are symbolic
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on all interfaces. Then, we use NF ACL to prune irrele-
vant connection objects.

4.2.2 Handling NF-specific behavior

Handling dynamic header modifications: An-
gluinAlgo requires all input symbols (ATU) to be known
a priori. However, NFs may modify various fields in the
packet headers. For instance, a NAT translates the IP and
port of internal hosts’ traffic to an external IP/port. Sup-
pose a NAT gateway is using a hash function to map each
IP-port pair to an external one. Hence, It is unrealistic for
us to know, a priori, the output of this hash function for
every internal IP-port pair. Our idea is to observe if new
alphabets have appeared as part of actions and use new
symbols to generate additional symbols for another run
of ExtendedAngluin. This process repeats until we con-
verge and no more new symbols are seen.

Handling non-determinism: The previous approach
only works if the mapping is determistic. However, NFs
exhibit non-determistic behavior such as NAT re-writing
packet header fields such that the same internal IP can be
re-mapped to different public ports (IP A gets mapped
to port 80. After reset, it maps to 90). Formally, at
any given time or iteration t, f (s, i, t) ! {null,ot} where
ot 6= i,ot 6= ot�1. If we use the same technique for han-
dling dynamic modification, we will never reach a con-
vergence because new port will always be generated.
Another solution is to use algorithm for learning NFA.
However, the number of non-determistic paths can be
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HypothesisItr
Equivalence Oracle
(counter-example)

Alphabet, w = {a,b}*

Itr Hypothesis Refinement (queries) Eq. Oracle

1
0

a/1, b/0 aa ! 10
ab ! 11
ba ! 00
bb ! 01

0 1
a/1
b/0

a/0, b/1
input, i=abbb
M(i) ! 1111

Blackbox(i) ! 1110

2
0 1 2

a/1
b/0 b/1

a/0 aba ! 110
abb ! 111

. . .

abba ! 1110 0 1 2 3
a/1
b/0 b/1 b/1

a/0 a/0 ⇤/0
No counterexample

Terminate

Figure 9: Iterations of Angluin

copies it for each connection. The copies are created reactively as
the model encounters new, active connections.

5.1 Key Learning

Figure 10: key learning module i/o

Ideally, we would like to remove the assumption that the NF is
keeping state based on the fields {srcip,srcport,dstip,dstport} (i.e.,
keeping connection-based state). For instance, an IDS may keep
per-source state, such as in tracking and limiting the number of
outgoing connections from a single host. We now discuss how we
learn the granularity at which this state is maintained (i.e., learn the
key) assuming NF is deterministic but not necessarily connection-
oriented.

We first describe input/output model of key learning. Key learn-
ingtakes as input a AtomicSymbolicConfig and a ConfigSchema.
Both are used to identify packet header fields with IP and port types
that can also take ranges. It also requires access to the ModelInfer-
ence module (as described in §4) and the blackbox NF. The output
of key learning is a set of configuration fields that influence the
state. For instance, the output for an IDS that keeps per-source state
would be {srcip, srcport}. Note that the key is only relevant for a
particular AtomicSymbolicConfig. Thus, for a particular NF, the key
learningalgorithm needs to be run for every AtomicSymbolicConfig.

This is a large cost only needs to be incurred once, however, as the
results can be stored.

[SM: in key learning, we also re-run the inputgen to generate inputs.. shud i say

that? ]

Figure 11: Intuition on Keylearning

Types of key: We conduct a survey on canonical NF configurations
(e.g., [1–3]). We find that NF configured with a concrete configu-
ration can be classified into the following classes based the type
of state they keep: (1) per-connection; (2) per-source (i.e., scan de-
tector which counts the number of packets from each source); (3)
per-destination; (4) cross-connection (e.g., caching proxy that sends
request based on the content), and (5) stateless. We describe our
key learning algorithm that determines the category that NF with a
concrete configuration belongs amongst the five categories.

Intuition: We start by illustrating the high-level intuition behind
our approach. First, consider a connection-oriented firewall with
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Flowchart

Detailed Steps
Refinement Stage

Target FSM

M1
Input seq, i=abbb

M1(i) à 1111
Blackbox(i) à 1110

M2

Figure 3.8: L* overview and example

3.3.1 Background on L* Algorithm

Before discussing the challenges of directly applying L*, we provide a high-level description of

the L* algorithm [62], which infers a FSM for a given black-box. Given the input alphabet, Σ

(e.g., ta, bu where a, b are input symbols), L* generates sequences (e.g., a, aa, aba), and probes

the black-box, resetting the box between sequences. For each input sequence, L* builds a hy-

pothesis FSM consistent with the input-output pairs seen so far. Specifically, it builds a Mealy

machine whose outputs are a function of its current state and inputs. As shown in Figure 3.8, L*

iteratively refines the hypothesis FSM until it is complete (i.e., the set of probing sequences cover

the state space of this hypothesis). After the hypothesis converges, L* queries an Equivalence

Oracle (EO), which checks if the inferred FSM is identical to the black-box and provides a coun-

terexample if they are not. If the EO reports that the hypothesis is identical to the black-box, the

algorithm terminates. Otherwise, L* uses the counterexample to further refine the hypothesis.

The process repeats until the EO reports no counterexamples. L*’s runtime complexity is poly-
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nomial in the number of states and transitions of a minimal FSM representing the target FSM as

well as the length of the longest counterexample used to refine the hypothesis [62].

Example: Figure 3.8 illustrates an example of the steps in L* for the target FSM shown with

Σ “ ta, bu. Initially, L* starts with the inputs, a and b, and a single-state FSM. It generates four

sequences to refine the model and converges to M1 as shown. It then queries the EO and finds

a counterexample where Blackbox(abbb)=1110 but M1pabbbq=1111, which is used to update the

model. To explore the state space of the new hypothesis, L* generates longer sequences. After

this second iteration, the EO finds no counterexamples (as M2 is identical to the blackbox), and

the algorithm terminates.

3.3.2 Challenges in using L* for Black-box NFs

While L* is a natural starting point, there are practical challenges in applying it directly to NFs.

We will describe these challenges using Figure 3.9 and discuss our solutions.

1) Generating input alphabet (Section 3.3.3): L* assumes the input alphabet (Σ) is known.

As discussed in Section 3.2, we can set Σ for Alembic to be a set of located symbolic packets,

which are packets with symbolic IPs and ports associated to interfaces. From now on, when we

say packets, we refer to located packets. The main disconnect here is that the NF (i.e., the black-

box in the L* workflow) takes in concrete packets and not symbolic packets. Thus, we need to

map a symbolic packet to a concrete packet. Two challenges exist here: First, the possible header

space for concrete packets is large (i.e., all IPs and ports), and second, the concrete packets need

to exercise the internal states of the NF (e.g., trigger the NF behavior).

2) Classifying output packets (Section 3.3.4): Next, for each symbolic packet suggested by

L*, we need to map it to an NF action. The practical challenge is that NFs may require an

unpredictable delay. If we assume a processing delay that is too short and classify the action as a

drop, we might learn a spurious model. While a delay that is too long will lead to our inferences

taking a long time. Thus, we need a robust way to map an input to the observed output.
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Symbolic pkt $3.3.4 Classifying 
output packets
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Figure 3.9: Key challenges in adopting the L* workflow for NF model inference

3) Building an equivalence oracle (Section 3.3.5): L* assumes access to an EO (Figure 3.9).

In cases where we do not have access to the ground truth, we can only approximate the or-

acle via input-output observations. There are two practical issues. First, existing approaches

(e.g., [81, 105]) to building an EO generate a large number of equivalence queries, creating a

scalability bottleneck. Second, different approaches for building an EO may affect the sound-

ness of Alembic (Section 3.3.5).

3.3.3 Generating Input Alphabet

We now describe how we generate a set of located symbolic packets for the input alphabet and

how we map each located symbolic packet to a concrete packet. As discussed in Section 3.2, we

are given the representative packet types of interest PktTypeProto (e.g., TCP handshake) as an

input.

To illustrate these challenges, consider two straw-man solutions that generate packets for:

(1) every possible combinations of header fields, and (2) randomly generated header fields. (1)

is prohibitively expensive, and (2) may not exercise the relevant stateful behaviors. Our idea

is to use the symbolic and concrete rules to identify relevant header fields and their values.

Specifically, we observe that the header fields and their values (e.g., IP-port) in Rconc will trigger

relevant NF behaviors. Thus, we generate all combinations of these relevant IP-port pairs using
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their concrete values from Rconc. Using a pair of Rsymb
1 and Rconc

1 as an example (Figure 3.7),

we identify A=10.1.1.1 as a possible candidate for both source and destination IPs across all

interfaces (i.e., A can be a source or destination IP on packets entering from internal or external

interfaces). We consider all interfaces, as a packet entering different interfaces can be treated

differently.

We also consider the scenario where the packet does not match any rules. One approach is to

pick concrete header values that do not appear in the concrete rule and generate a corresponding

symbolic packet (e.g., not A=12.1.0.1). However, this would double the size of Σ. Instead, we

leverage our insight regarding the compositional behavior of NFs and view this as composing

the action with the default behavior of the NF when no concrete rule is installed. We separately

infer a model, Mdefault, with an empty configuration (e.g., a firewall without any rules). (We

acknowledge an assumption that rule matching is correctly implemented by the NF. If the NF

has a rule for src=A and dst=B but a buggy implementation that matches A’ and B’, we will not

uncover this behavior.)

Example: From Rsymb, we mark A:Ap1 and B:Bp1 as possible IP:port pairs, where A:Ap1 and

B:Bp1 refer to srcip:srcport and dstip:dstport pairs from Rsymb. Then, we generate all possible

combinations across source and destination IP/ports and network interfaces: (1) TCPInternal
A:Ap1)B:Bp1

(corresponding to a TCP packet with srcip:port=A1:Ap1 and dstip:port=B1:Bp1 on the internal

interface), (2) TCPExternal
A:Ap1)B:Bp1, (3) TCPInternal

B:Bp1)A:Ap1, . . ., etc. Suppose the packet types of interest

are: tSYN, SYN-ACK,ACKu. Then, for (1), we obtain SYNInternal
A:Ap1)B:Bp1, SYN-ACKInternal

A:Ap1)B:Bp1,

¨ ¨ ¨ . We follow the similar procedure for (2) and (3). Essentially, SYNInternal
A:Ap1)B:Bp1 is a sym-

bolic packet which maps to a concrete SYN packet with A=10.1.1.1 and Ap1=2000 that is in-

jected from the internal interface. Alembic internally tracks the symbolic-to-concrete map (i.e.,

A=10.1.1.1) to connect the symbolic packet used by L* to the concrete packets into the NF.

Finally, we (optionally) prune out packets that are infeasible given the known reachability prop-

erties of the network. For instance, it is infeasible for a packet with srcip=10.1.1.1 to enter from
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the external interface.

3.3.4 Classifying Output Packets

To classify the output from the NF, we monitor for output packets at all interfaces of the NF

and map them to their symbolic representations. For instance, after detecting a SYN on the ex-

ternal interface with source IP:port, 10.1.1.1:2000, and destination IP:port, 156.4.0.1:5000, we

assign the output symbols as SYNExternal
A:Ap1)B:Bp1. Specifically, Alembic monitors all interfaces for

∆wait and reports the set of observed packets (e.g., Lout and Rin). ∆wait is critical for classify-

ing dropped packets and we cannot have an arbitrarily assigned values. Unfortunately, an NF

sometimes introduces unexpectedly long delays in packets (ě 200ms). For instance, Untangle

performs connection setup steps with variable latency upon receiving SYN packets, and Propri-

etaryNF experiences periodic spikes in CPU usage leading to delayed packets. Such delays can

result in misclassifying a packet as a drop and affect the learning process. For these NFs, ∆wait is

determined by injecting the TCP packets and measuring the maximum observed delay. Further,

we extended L* with an option to probe the same sequence multiple times and pick the action

that occurs in the majority of test sequences.

3.3.5 Building an Equivalence Oracle

Building an efficient oracle is difficult with just black-box access [81, 105]. Any EO will be

incomplete as it cannot generate all sequences. Our goal is to achieve soundness with respect to

the generated Σ without sacrificing scalability.

We tested three standard approaches for generating EOs that LearnLib [162], an open-source

tool for FSM learning, supports: (1) Complete Oracle (CO), which exhaustively searches se-

quences to a specified length; (2) Random Oracle (RO), which randomly generates sequences;

and (3) Partial W-method (Wp-method) [105], which takes d as an input parameter which is an

upper bound on the number of additional states from its current estimate at each iteration. (In
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practice, the number of states can grow by ą d at each iteration.) We discarded the CO as it

simply performs an exhaustive search and the RO as it is not systematic in exploring the state

space. Instead, we use the Wp-method, a variant of the W-method [81] that uses fewer test

sequences without sacrificing W-method’s coverage guarantees. Briefly, the W-method uses a

characterization set, the W-set, which is a set of sequences that distinguish every pair of states in

the hypothesis FSM. The W-method searches for new states that are within d additional inputs

of the current hypothesis and uses the W-set to confirm the new states. In theory, one can set d to

be large but increases the runtime by a factor of |Σ|d. For this reason, we set d “ 1 in Alembic.

Alembic can only discover additional NF states that are discoverable by the Wp-method with

d “ 1; i.e., Alembic with Wp-method (d “ 1) is sound. Even with d “ 1, Alembic synthesizes

models that are more expressive than many handwritten models and discovers implementation-

specific differences (Section 3.7).

Distributed learning: Both L* and Wp-method for d “ 1 are polynomial in runtime. How-

ever, the Wp-method is the bottleneck as the number of sequences generated by Wp-method is

approximately |Σ| factor higher than that of the L*. Fortunately, the equivalence queries can be

parallelized. In our system implementation (Section 3.7), we run equivalence queries in parallel

across multiple workers until we find a counterexample. Using this technique, we can signifi-

cantly reduce the time for learning a complex behavioral models (Section 3.7.3).

3.4 KeyLearning: Learning State Granularity

Thus far, we assumed that the NF maintains per-connection state. We now relax this assumption

and show how we tackle NFs that maintains other key types (e.g., per-source). Specifically, we

implement a KeyLearning module. Given a SymbolicRule, the module outputs the key type, a

set of header fields that identify a relevant model in an ensemble representation. Note that here

we still assume that the NF does not modify packet headers, which we will relax next in Section
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3.5. We start with discussing the high-level intuition and workflow of a KeyLearning (Section

3.4.1) module and formally prove the correctness of this approach (Section 3.4.2).

3.4.1 Intuition and Workflow

Consider a firewall configured with a rule that keeps per-connection state. A packet from one

connection only affects its own FSM and is unaffected by packets that belong to other connec-

tions. Now, consider an NF which keeps per-source state, and packets, p1 and p2, with the same

srcip, but with different dstip. The arrival of p1 affects not only the state for processing p1, but

also the state associated with p2 because they share the same srcip. The KeyLearning algorithm

builds on the above intuition; if two connections are independent with respect to an NF’s pro-

cessing logic, then the packet corresponding to one connection only affects the state of its FSM.

Thus, to infer the key type, we construct test cases using multiple connections to validate the in-

dependence assumptions across these connections. We show how we can validate independence

by inspecting two connections using carefully constructed source and destination values.

The KeyLearning algorithm is composed of test cases to distinguish between different key

types. As a concrete example of a test case, suppose we have a SymbolicRule, which takes

xsrcip=A, dstip=By where A and B are ranges of IPs (e.g., A=10.1.0.0/16 and B=156.4.0.0/16).

First, we infer two models with two separate ConcreteRules, where we configure each IP using

a concrete singleton (e.g., Rconc
1 , with xsrcip=10.1.1.1, dstip=156.4.0.1y to learn Model1 , and

Rconc
2 with xsrcip=10.1.1.1, dstip=156.4.0.2y to learn Model2 ). Note that these two have the

same srcip. We leverage the FSMInference module in Section 3.3. We first generate Σ1 for

Rconc
1 and use the FSMInference in Section 3.3 to obtain Model1 , and then repeat for Model2 .

Assuming these models are independent, we run a logical FSM composition operation to con-

struct Model composite (Def.7 in Section 3.4.2). This is what the hypothetical model will be if these

two connections are independent. As a second step, we now learn a joint model Model joint , where

we combine input alphabets from both connections. Specifically, we configure a ConcreteRule,
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where the dstip takes a range of IPs (e.g., 156.4.0.1-156.4.0.2).

For example, consider a scan detector, that keeps per-source state. As the above two connec-

tions have the same srcip, Model joint will reflect that the packets affect each other’s state (i.e.,

Model joint is not equivalent to Model composite , which assumes independence across two connec-

tions). But, for a per-connection model, the two connections are independent (i.e., Model joint

would be equivalent to Model composite). Thus, we now have a simple logical test to distinguish

between per-connection and per-source.

Test1:
Cross-Conn Test

Key=
Cross-Conn

Test2:
Per-Src Test

Test3:
Per-Dst Test

Key=
Per-src

Key=
Per-dst

Key=
Per-Conn

No No No

YesYesYes

Start

Stateless Per-conn Per-src Per-dst Cross-conn
Test 1 

(diff src, diff dst)
N N N N Y

Test 2 
(same src, diff dst)

N N Y N Y

Test 3 
(diff src, same dst)

N N N Y Y

Decision Tree

Test Cases (diff means different) 

Figure 3.10: KeyLearning Decision Tree

Inference Algorithm: Our inference algorithm generalizes the basic test described above. By

crafting different ConcreteRules (i.e., changing the overlap on srcip or dstip) and running the

equivalence tests between Model composite and Model joint for each case, we create a decision tree

to identify the key type maintained by the NF, which are: (1) per-connection, (2) per-source (e.g.,

a scan detector), (3) per-destination, (4) cross-connection, or (5) stateless. Note that the key for

a stateless NF is a 5-tuple. We can view a stateless NF as an FSM with a single state, which is

identical to each 5-tuple keeping one state.
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Figure 3.10 shows the result of test cases for these key types. For instance, Test 1 config-

ures two connections to have different sources and destinations, to check whether the NF keeps

cross-connection state. Test 2 configures two connections to have the same sources, but with

different destinations. If Test 2 outputs that two connections affect the states relevant for each

other, then the NF is maintaining either a cross-connection or per-source state. The decision

tree (Figure 3.10) uniquely distinguishes the key and the correctness naturally follows from our

carefully constructed test cases.

3.4.2 Correctness Proof

We formalize the definition of the granularities of states maintained by NFs (i.e., keys) and prove

the correctness of our KeyLearning algorithm.

Recall that each NF SymbolicRule (1 rule) consists of multiple configuration fields (e.g., a

firewall needs to be configured to allow packets from a subnet X to Y). To simplify the presen-

tation, let us consider a rule r in an NF that takes two configuration fields, namely source and

destination, and thus also omit configuration fields that do not affect the key (e.g., an action and a

load-balancing algorithm that do not affect the key). We use NF xX,Y yr to refer to an NF instance

only with the targeted rule r that is configured with source X and destination Y. Given such an

NF instance, we use L* to learn a model from it. Particularly, let LΓpNF
xX,Y y
r q refer to the FSM

learned by L* for the NF instanceNF xX,Y yr using packets only from the set Γ Ă XˆY YY ˆX .

We assume that the FSM learned by L* is correct with respect to the NF instance. That is, given

any sequence of packets with source a and destination b, running LΓpNF
xX,Y y
r q on it obtains the

same output sequence as running NF xX,Y yr on it, provided that pa, bq P XˆY or pa, bq P Y ˆX .

Definition of keys: To prove the correctness of our KeyLearning algorithm, we first formalize

the definition of NF keys. Table 3.1 summarizes the notations we use. Using this notation, the

definition of keys is given as follows.

Definition 1 (Cross-connection NF). A rule r in an NF keeps cross-connection state iff for all
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Term Definition

Σ

ΣpX,Y q

the set of packets (symbol for FSMInference)

the set of packets with source (destination, resp.) IP from X (Y , resp.)

σ|pa,bq

Given σ and a source-destination pair) pa, bq, σ|pa,bq is the sequence of packets

obtained from σ by removing all packets that are not with source a and

destination b.

σ|pa,bq,pb,aq
Similar to above, but also keeps packets

with source b and destination a.

σ ``pa, bq The sequence obtained by appending pa, bq to the sequence σ

NF
xX,Y y
r pσq the output of the last packet given σ to the NF configured with xX,Y yr

Table 3.1: Notations for the KeyLearning correctness proof

NF instances NF xX,Y yr , all pairs of connections pa, bq and pc, dq such that a, c P X , b, d P Y ,

and pa, bq ­“ pc, dq, there exists a sequence σ P Σpa,bq, such that NF xX,Y yr pσ ` `pc, dqq ­“

NF
xX,Y y
r ppc, dqq.

Definition 2 (Per-source NF). A rule r in an NF keeps per-source state if all its instanceNF xX,Y yr

satisfies the three conditions:

1. @ a P X and b P Y , there exits a σ over Σptau,Y q, such that NF xX,Y yr pσ ``pa, bqq ­“

NF
xX,Y y
r ppa, bqq.

2. @ a P X , b P Y , and σ1, σ2 over Σptau,Y q such that σ1 and σ2 have the same length,

NF
xX,Y y
r pσ1 ``pa, bqq “ NF

xX,Y y
r pσ2 ``pa, bqq.

3. @ a P X , b P Y , and σ over ΣpX,Y q, NF xX,Y yr pσ ``pa, bqq “ NF
xX,Y y
r pσ|pa, q ``pa, bqq.

Definition 3 (Per-destination NF). A rule r in an NF keeps per-destination state if all its instance

NF
xX,Y y
r satisfies the three conditions:

1. @ a P X and b P Y , there exits a σ over ΣpX,tbuq, such that NF xX,Y yr pσ ``pa, bqq ­“

NF
xX,Y y
r ppa, bqq.

2. @ a P X , b P Y , and σ1, σ2 over ΣpX,tbuq such that σ1 and σ2 have the same length,
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NF
xX,Y y
r pσ1 ``pa, bqq “ NF

xX,Y y
r pσ2 ``pa, bqq.

3. @ a P X , b P Y , and σ over ΣpX,Y q, NF xX,Y yr pσ ``pa, bqq “ NF
xX,Y y
r pσ|p ,bq ``pa, bqq.

Definition 4 (Per-connection NF). A rule r in an NF keeps per-connection state if all its instance

NF
xX,Y y
r satisfies the two conditions:

1. @ pa, bq P X ˆ Y Y Y ˆX , there exits a σ over Σptau,tbuq Y Σptbu,tauq, such that

NF
xX,Y y
r pσ ``pa, bqq ­“ NF

xX,Y y
r ppa, bqq.

2. @ pa, bq P X ˆ Y Y Y ˆX , and σ over ΣpX,Y q Y ΣpY,Xq, NF xX,Y yr pσ ``pa, bqq “

NF
xX,Y y
r pσ|pa,bq,pb,aq ``pa, bqq.

Definition 5 (stateless). A rule r in an NF is called a stateless NF iff for all NF instanceNF xX,Y yr ,

packet p P ΣpX,Y q, and sequence σ over ΣpX,Y q, NF xX,Y yr pσ ``pq “ NF
xX,Y y
r ppq.

In addition, we assume all NFs satisfy the following consistency in the configuration space:

Definition 6 (Consistency in the configuration space). For all A,B,X, Y, σ such that A Ă X ,

B Ă Y and σ is a sequence over ΣpA,Bq, NF xX,Y yr pσq “ NF
xA,By
r pσq.

FSM composition: The definition of FSM composition is given below.

Definition 7 (FSM composition for key learning). Suppose we are given two FSMs, FSMi “

pSi,Σi,∆i, δi, s
0
i q, where (1) Si is the state space, (2) Σi is the space of possible input symbols

such that Σ1 X Σ2 “ H, (3) ∆i is the set of output symbols, (4) δi : Si ˆ Σi Ñ Si ˆ ∆i is the

transition function, and (5) s0
i P Si is the initial state of FSMi. The composite FSM of FSM1

and FSM2 is FSMcomposite “ pS1 ˆ S2,Σ1 Y Σ2,∆1 Y∆2, δ, s
0
1 ˆ s0

2q, where δpps1, s2q, pq “

pps11, s
1
2q, p

1q if and only if 1) δ1ps1, pq “ ps11, p
1q and s2 “ s12; or 2) δ1ps2, pq “ ps12, p

1q and

s1 “ s11.

Proof of KeyLearning algorithm: The correctness of our KeyLearning algorithm is given in

the following theorem.

Theorem 1 (Correctness of KeyLearning). Figure 3.10 is correct.
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Proof Sketch. For brevity, we only prove the column for the per-source NF; proofs of other

columns are similar. The proof for per-source NF follows from the three lemmas below.

Lemma 1. All NFs that keep per-source state cannot pass Test 1.

Proof. LetA1 andA2 be the FSM learned forNF xtau,tbuyr andNF xtcu,tduyr respectively (i.e., A1 “

Ltpa,bqupNF
xtau,tbuy
r q, similarly for A2), B be the FSM learned for NF xta,cu,tb,duyr using packets

from pa, bq and pc, dq (i.e., B “ Ltpa,bq,pc,dqupNF
xta,cu,tb,duy
r q), and C be the FSM composed of A1

and A2. We only need to prove that for any sequence σ consisting of packets over tpa, bq, pc, dqu,

Bpσq “ Cpσq. W.L.O.G., suppose σ ends with pa, bq. Then Bpσq “ NF
xta,cu,tb,duy
r pσq “

NF
xta,cu,tb,duy
r pσ|pa,bqq “ Bpσ|pa,bqq (condition 3), Cpσq “ Cpσ|pa,bqq “ A1pσ|pa,bqq (the first

equality is by condition 3 and the second is by FSM composition). But by homogeneity in the

config space, A1pσ|pa,bqq “ Bpσ|pa,bqq. Thus, Bpσq “ Cpσq. In other words, B is equivalent to

C.

Lemma 2. All NFs that keep per-source state can pass Test 2.

Proof. Let A1 and A2 be the FSM learned for NF xtau,tbuyr and NF xtau,tcuyr respectively, B be the

FSM learned for NF xtau,tb,cuyr , and C be the FSM composed of A1 and A2. By the first condition

of per-source NF, there exists a σ over Σptau,tb,cuq, such that Bpσ ``pa, bqq ­“ Bppa, bqq. By the

second condition, Bpσ ``pa, bqq “ Bpσ1 ``pa, bqq, where σ1 is a sequence consisting of only

pa, cq. Since C is composed of A1 and A2, Cpσ1 ` `pa, bqq “ A1ppa, bqq. But by homogeneity

in the configuration space, A1ppa, bqq “ Bppa, bqq. Thus, Cpσ1 ``pa, bqq ­“ Bpσ1 ``pa, bqq. In

other words, B is not equivalent to the composite FSM of A1 and A2.

Lemma 3. All NFs that keep per-source state cannot pass Test 3.

Proof. Let A1 and A2 be the FSM learned for NF xtau,tbuyr and NF xtcu,tbuyr respectively, B be the

FSM learned forNF xta,cu,tbuyr , andC be the FSM composed ofA1 andA2. Consider any sequence

σ over Σpta,cu,tbuq. W.L.O.G., suppose σ ends with pa, bq. Then by condition 3,Bpσq “ Bpσ|pa,bqq.

By definition of composition, Cpσq “ A1pσ|pa,bqq. But by homogeneity in the configuration
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space, A1pσ|pa,bqq “ Bpσ|pa,bqq. Thus, Cpσq “ Bpσq. In order words, B and C are equivalent.

3.5 Handling NF Header Modifications

Now, we extend our FSMInference in Section 3.3 to handle header modifications, such as a

NAT rewriting a private IP-port pair to a public IP-port pair. We currently only handle NFs that

maintain per-connection state while modifying IPs and ports. We consider two cases of possible

header modifications: (1) static (e.g., a source NAT modifies a private port to a static public port),

and (2) dynamic (e.g., a source NAT or LB randomly generates port mappings across resets). We

first describe how we handle each case individually, then present our combined workflow to

handle both cases. Our workflow does not require knowing a priori that an NF modifies header

fields, which field it modifies, or how it modifies packet headers (i.e., static or dynamic).

Static header modifications: Consider a source NAT that deterministically maps a source IP-

port pair (e.g., A:Ap1) to a public source IP-port pair (e.g., X:Xp1). To discover the NAT’s

behavior that rewrites the public IP-port back to the private IP-port, we need to generate a sym-

bolic packet using the public (modified) IP-port (i.e., X:Xp1). However, we may not know the

concrete value of X:Xp1 a priori. Hence, we cannot generate a complete set of |Σ|. Our idea is to

first run the inference module (Section 3.3) and check whether a symbolic model has additional

symbolic IPs and ports. If so, we append the new IP-port pairs to the Σ and re-run the inference.

We repeat this step until the output FSM contains no new IP-port pairs. Given that the static

modification maps an IP-port to the same IP-port pair, this approach converges.

Dynamic header modification: The above approach of updating the input alphabet will not

converge for NFs that dynamically modify packet headers, however. Consider a NAT that ran-

domly picks one of the available ports for the same 5-tuple (e.g., a private IP-port (e.g., A:Ap1

first maps to X:Xp1 but then to X:Xp2 after L* resets the NF). Since L* assumes a deterministic

FSM, it will crash as a result of this nondeterminism. Our idea is simple. If L* crashes, then
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we identify the IP-port pair that caused the nondeterministic behavior. Next, we mask this non-

deterministic behavior of the NF from L* by explicitly mapping such IP-port pairs to consistent

symbolic values (e.g., Alembic maps SYNInternal
A)B to SYNInternal

X)B regardless of the concrete value

of the rewritten source IP). Since the concrete value of X will change across resets, the extended

L* uses the most-recently observed concrete value of X when playing sequences.

Combining both cases, we first run the FSMInference module (Section 3.3). If L* completes

but discovers new symbols (i.e., static modification), then we re-run the workflow with new

symbols. However, if L* crashes due to a nondetermistic FSM (i.e., dynamic modification), we

mask the non-deterministic behavior as discussed. After the required modifications are applied,

the L* is repeated until it converges. As we only handle modification for per-connection NF, we

assume the key is per-connection for an NF that modifies packet headers.

3.6 Handling an Arbitrary Config

We now discuss how we generate a set of SymbolicRules (Section 3.6.1) and then how the online

stage constructs a concrete model given a concrete configuration (Section 3.6.2).

3.6.1 Generating SymbolicRules

The ConfigGen module generates a set of SymbolicRules. As discussed in Section 3.2.1, the

vendor documentation may not clearly give a set of rule types where each type is associated with

a different runtime behavior (e.g., firewall accept vs. deny). Suppose the firewall ConfigSchema

specifies a rule types as xsrcip, srcport, dstip, dstport, actionywhere “action” takes a binary value.

To obtain a set of logical rule types, we use a set of conservative heuristics. Typically, we observe

that fields which take a large set of values (e.g., IPs and ports) demonstrate similar behaviors

across values within the set. For fields that only take a small set of values (e.g., action), each value

typically carries a distinct run-time behavior. Based on this observation, the ConfigGen module

first assigns a new symbol (i.e., A for srcip) to each field that takes a large set of values. Then
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for each combination of other small fields (e.g., action), this module generates a SymbolicRule

(for each rule type). We also generate a corresponding ConcreteRules by sampling a value for

each field. For the example above, ConfigGen generates two rule types, accept and deny.

3.6.2 Alembic Online: Instantiating a Concrete Model

We now describe Alembic’s online stage, which constructs a concrete model for a given a con-

figuration. The concrete model then uses our operational model (Algo. 1) to model how an

NF processes incoming packets. We start with a high-level workflow (Section 3.6.2.1) and then

present a more detailed description of how we instantiate an ensemble of FSMs (Section 3.6.2.2).

3.6.2.1 High-level workflow

Constructing a concrete model: For each concrete rule, R, in a concrete configuration, we first

fetch the corresponding by SymbolicRule by substituting fields that were made symbolic with

concrete values from the rule, R (e.g., xsrcip=10.1.0.1 ¨ ¨ ¨ action=1y matches a SymbolicRule,

xsrcip=A ¨ ¨ ¨ action =1y). Then, we fetch the corresponding symbolic FSM and the key type, and

use the key type (e.g., srcip-port for per-source NF) to appropriately clone the symbolic model

to create an ensemble representation. There is one additional step when the key type is not

per-connection; we must substitute any ranges based upon the key type. For example, for a per-

source NF, dstip-port in a concrete model refers to a range of concrete values specified in R for

dstip and dstport. The output is an ensemble of concrete models for each rule in a configuration.

Processing incoming packets: Upon receiving a packet, the NF fetches the corresponding rule

in a configuration using the processing semantics (e.g., first-match). The NF then uses the key to

access the relevant concrete FSM in an ensemble of FSMs and the current state associated with

the packet (Line 7 in Algo. 1). Finally, the NF applies the appropriate action and updates the

current state associated with that packet.
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3.6.2.2 Instantiating an Ensemble of Concrete Models

We present a detailed description of how we instantiate a concrete model in our online stage.

We consider three cases: (1) NFs that keep per-connection state but do not modify headers, (2)

NFs that keep per-connection state and do modify headers, and (3) NFs that keep state according

to other keys but do not modify headers. We do not consider header-modifying NFs that keep

state based on other keys (e.g., per-source); they are outside our current scope. For simplicity,

we assume a perfect Equivalence Oracle such that the generated symbolic model from the offline

stage is identical to the ground truth.

Case 1) NFs that keep per-connection state but do not modify headers: For NFs that do not

modify packet headers, we define a key with (A:Ap1, B:Bp1) where A:Ap1 is a srcip-port and

B:Bp1 is a dstip-port. Note that the logic for matching a per-connection key is bi-directional.

For example, a TCP packet with srcip-port, B:Bp1, and dstip-port, A:Ap1, would also match the

key, (A:Ap1, B:Bp1). Then, for each concrete value of the key in a rule, we instantiate a concrete

FSM. We posit that our instantiation logic is correct for an input packet type with all TCP packet

types (e.g., SYN, SYN-ACK, ACK, RST-ACK) for the following reasons:

1. A model learned using one connection from the offline stage represents the ground truth

(assuming a perfect Equivalence Oracle).

2. Because we assume each connection is independent and has the same logical behavior (from

Section 3.2.3 and Def. 4 in Section 3.4.2), cloning a model learned from one connection to

represent other connections does not introduce additional errors.

Case 2) NFs that keep per-connection state and do modify headers: We extend the NF

operational model presented in Algo. 1 to instantiate a concrete model for header-modifying

NFs. Recall that in the Alembic’s offline stage, we learn a model using a range, where we infer

a model using a symbolic IP and port in a range. For header-modifying NFs, even though the

learned model is represented using symbolic IPs and ports, our instantiation logic is correct

because each concrete model is indexed with a concrete IP and port (Algo. 2). Consider a NAT
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Rule Type 1:  Lin  à Rout 
(e.g., source NAT)  

Lin : IPL à IPR

NF
Lout : IPR à IPL

Rin : IPR à PIP

Rout : PIP à IPR

IPL    : an internal IP-port pair
IPR    : an external IP-port pair
PIP : a public-facing IP-port pair

Figure 3.11: NAT example

with two rule types defined in its ConfigSchema.

1. Rule Type 1 : Lin Ñ Rout where the initial modification for a new connections happens for

Lin (e.g., modifying the source IP of an internal IP to a public-facing IP).

2. Rule Type 2 : Rin Ñ Lout where the initial modification for a new connections happens for

Rin (e.g., port forwarding where the TCP packets with port 8080 entering from the R interface

is forwarded to port 80 on the internal server).

For ease of explanation, we first show how we instantiate a concrete model for a model

inferred for a rule type 1 and later describe how we extend our design to handle a rule type 2.

Figure 3.11 shows the ranges of valid source and destination IPs and ports for located packets

for a NAT configured with a concrete rule for a rule type 1 (e.g., a valid ranges for Lin is IPL for

a srcip pair and IPR for a dstip-port pair).

To tackle the challenge above, we introduce two maps to associate an output (or modified)

packet’s 5-tuple to the corresponding input packet’s 5-tuple for both interfaces. Specifically, we

use TL�R to map Lin to Rout, and TR�L to map Rin to Lout (Algo. 2). Algo. 2 is a detailed de-

scription after Line 3 in the operational model (Algo. 1 in Section 3.2). For ease of presentation,

we assume we found a rule that matches an incoming packet (Line 3 in Algo. 1).

If an NF receives a packet from the L interface, the algorithm checks whether the packet is

a new connection by performing a lookup in the map (in ForLin). If the connection does not

already exist in the map, we update the TL�R with pIPL, IPRq Ñ pPIP, IPRq and TR�L with
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Algorithm 2: Instantiating a model for a per-connection NF with header modifications

1 Function OnlineForModification(locatedPkt p, Rule r, Map[rule, Map[key, state]] stateMap,

TL�R, TR�L):

2 if p.interface == L then

3 pout = FWDDIRECTION(p, r, stateMap, TL�R, TR�L)

4 else

5 pout = REVERSEDIRECTION(p, r, stateMap, TL�R, TR�L)

6 return pout

7 Function ForLin(locatedPkt p, Rule r, Map[rule, Map[key, state]] stateMap, TL�R, TR�L):

8 if NewConnection then

9 Update TL�R, TR�L

10 Extract FSM, currentState

11 pout, nextStateÐ Get action from the FSM

12 Update currentState with nextState

13 return pout

14 Function ForRin(locatedPkt p, Rule r, Map[rule, Map[key, state]] stateMap, TL�R, TR�L):

15 if p P TR�L then

16 Extract FSM, currentState

17 pout, nextStateÐ Get action from the FSM

18 Update currentState with nextState

19 else

20 Extract default FSM, currentState

21 pout, nextStateÐ Get action from default FSM

22 Update currentState with nextState

23 return pout

pIPR,PIPq Ñ pIPR, IPLq. Then, we extract the corresponding FSM and the current state (or

an initial state for a new connection) to apply an appropriate action (i.e., determine pout). If

an incoming packet enters from the R interface, we look up the corresponding map, TR�L, to
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fetch the original IP-port (e.g., IPL). Then, it uses the key to fetch the corresponding FSM and

determine an appropriate action for the incoming packet. If the entry does not exist in the map,

our concrete model instead uses the FSM associated with the NF’s default behavior. Note that

in the case of static header modification, such as a NAT configured with a list of static mappings

between internal and external IP-port pairs, we pre-populate TL�R and TR�L with these static

mappings. Hence, for an NF that statically modify packet headers, we will not reach Line 20 as

these mapping already exist.

Extending for Rule Type 2 : We now discuss how to adapt the above framework to handle a rule

type 2 where the initial modification happens for packet entering the other interface (e.g., Rin). In

contrast to rule type 1, an NF configured with a concrete rule for a rule type 2 initially modifies

packet header for Rin (i.e., not Lin). We need to make two changes in Algo 2:

1. Line 3 must change to call ForLin (Line 8) if the packet comes via the R interface.

2. For the corresponding packet coming from the reverse direction (i.e., Lin for rule type 2), we

need to perform a look up in TL�R to check if the reverse mapping exists instead of TR�L

(i.e., change Line 16 ).

Note that our approach does not need a priori knowledge of which rule type the NF is config-

ured with. We just need to infer at which interface the initial modification happens by parsing the

generated model. For instance, if the initial modification happens for Lin (i.e., rule type 1), then

we follow the original algorithm shown in Algo. 2. If the initial modification happens for Rin

(i.e., rule type 2), then we follow the algorithm in Algo. 2 with two changes mentioned above.

The above algorithm describes how we instantiate a concrete FSM. Now, there are two types

of modifications. In the case of static modification, we know the value of the modified packet

a priori for a given incoming packet, so we can pre-populate the concrete FSMs with all the

known IPs and ports. However, in the case of dynamic modification where we cannot predict the

modified values in advance, we initialize an ensemble of concrete FSMs with symbolic IP and

port (for the modified values) and bind them to concrete IPs and ports as they are revealed (i.e.,
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after injecting packets and observing outputs).

Given this context, we posit the correctness of these instantiated models (formal proof is

outside our current scope). For per-connection NFs with static header modifications, our instan-

tiation of FSMs is correct with an input packet type of all TCP packet types, for the same two

reasons described for case 1. We now state additional reasoning:

1. The same 5-tuple for an input packet maps to the same 5-tuple for the output packet, and

TL�R and TR�L store these mappings. Thus, we will correctly discover the reverse mapping

during the instantiation.

2. Even in the presence of connection resets, the same 5-tuple will be mapped to the same output

(i.e., 5-tuple). Hence, the model for each connection is correct even in the presence of packets

that reset the connection state (i.e., we can reuse the previous mappings stored).

For NFs that dynamically modify packet headers, we posit that for the input set of TCP-

handshake packets (i.e., SYN, SYN-ACK, ACK). However, when we receive a TCP packet that

resets a connections (e.g., RST-ACK), the concrete IP and port that was bound to a symbolic IP

and port will change (i.e., after a reset, srcip-port maps to P:Pp2 instead of P:Pp1). Hence, the

generated model will continue to use the mapping already stored in TL�R and TR�L, resulting in

inaccurate model.

Case 3: NFs that do not keep per-connection state: We now consider NFs that do not modify

packet headers but have keys other than per-connection. Recall the following key types and their

corresponding header fields: (1) Per-source key, defined by a source IP; (2) Per-destination key,

defined by a destination IP; (3) Cross-connection key, defined by any packet (i.e., all IP and ports

with the range); and (4) Stateless key, defined by srcip-port and dstip-port. Note that we view the

stateless NF as keeping a per-connection state but the FSM is always just a single state.

When we instantiate an ensemble of concrete FSMs for an NF that keeps per-source state,

the IPs and ports that are not part of the the key (i.e., srcport, dstip, and dstport) refer to ranges

of values. Hence, the model given a srcip should accept any srcport, dstip, and dstport within the
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specified range.

We posit that our instantiation logic outputs a correct model for an input packet type, with

all TCP-relevant symbols (i.e., all TCP-relevant symbols as there are no modifications) if the

per-source NF adheres to the Def. 2 in Section 3.4.2:

1. Our definition for a per-source NF assumes that all destinations given the same source IP are

treated homogeneously. Hence, it is correct to use the model learned from one connection

and simply replace the symbolic destination in the model to any destination IP that appears in

the configuration.

2. As we assume no header modification, the instantiated model is correct for all TCP-relevant

symbols.

We omit the cases for per-destination, cross-connection, and stateless for brevity. The cor-

rectness arguments for these cases are similar to that of per-source NFs.

3.7 Implementation & Evaluation

System Implementation: We implemented Alembic using Java for the extended L* built atop

LearnLib [162]. We used C for monitoring NF actions, and Python for the rest. We create packet

templates using Scapy [27]. Then, Alembic feeds the output of prior modules into the Extended

L*. We re-architected the Learnlib framework to enable distributed learning where queries are

distributed to workers via JSON-RPC [23].2 Our L* implementation tracks the symbol-concrete

mapping of IPs and ports to translate between symbolic and concrete packets. The symbolic

FSM output is stored in DOT format, which is then consumed by the online stage.

L* assumes that we have the ability to reliably reset the NF between every sequences. For

Alembic, we need to reset the connection states. For some NFs, this can be performed using

a single command (e.g., pfctl -k in PfSense). However, other NFs required that the VM

2Due to some unhandled edge cases, our current implementation requires using only one worker for NFs with

dynamic header modifications.
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be rebooted (e.g., Untangle). In such cases, we take a snapshot of the initial state of the VM

and restore the state to emulate a reset. This does cost up to tens of seconds but is a practical

alternative to rebooting.

Experimental Setup: We used Alembic to model a variety of synthetic, open-source, and

proprietary NFs. First, we created synthetic NFs using Click [129] to validate the correctness of

Alembic. Each Click NF takes an FSM as input and processes packets accordingly, so we know

NF’s ground-truth FSM. To validate against real NFs, we generated models of PfSense [26]

(firewall, static NAT, NAT that randomizes the port mappings, and LB), ProprietaryNF (firewall,

static NAT), Untangle [34] (firewall), HAProxy [17] (LB). We now use NAT to refer to a static

NAT and a randNAT to refer to a NAT that randomizes the IP-port mappings. Our experiments

were performed using CloudLab [94]. We ran PfSense, Untangle, ProprietaryNF, HAProxy, and

Click in VMs running on VirtualBox [35]. Recall that ∆wait needs to be customized for each

NF. We used ∆wait of 100 for PfSense and Click-based NFs, 250 ms for ProprietaryNF, 200 ms

for Untangle, and 300 ms for HAProxy. For NFs that incur unexpected delays (e.g., HAProxy,

ProprietaryNF, Untangle), we took a majority vote of 3.

Packet types: We use two TCP packet types. First, the correct-seq set consists of standard

TCP packets, tSYNC, SYN-ACKC, ACKC, RST-ACKC, FIN-ACKCu, where the handling of

seq and ack are under-the-hood. Instead of introducing seq and ack numbers in Σ, we introduce

additional logic in the Extended L* to track seq and ack of the transmitted packets and rewrite

them during the inference to adhere to the correct semantics (i.e., update the ack of SYN-ACKC

after we observed an output of SYNC). (The seq number is incremented by 1 for packets with

a SYN or FIN flag set and otherwise, by the data size. T. The ack number for a side of a

connection is 1 greater than any received packet’s sequence number.) Second, we introduce

combined-seq set to model the interaction of TCP packets in the presence of out-of-window

packets. We extend the correct-seq set with packets with randomly-chosen, incorrect seq and ack

values, tSYNACKI, ACKI, RSTACKI, FINACKIu.
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3.7.1 Validation using Synthetic NFs

A) Inferring the ground-truth model: We provide Click [129] with a 4-state FSM that de-

scribes a stateful firewall that only accepts packets from external hosts after a valid three-way

handshake. We also constructed another 18-state FSM describing a similar firewall and a 3-state

FSM describing a source NAT. In all three cases, Alembic inferred ground-truth FSMs.

B) Finding intent violations: We used a red-team exercise to evaluate the effectiveness of

Alembic in finding intent violations in NF implementations. In each scenario, we modified the

FSM from A to introduce violations and verified that the Alembic-generated model captured the

behavior for all of the following four cases. A and B refer to an internal and external host, re-

spectively: (1) a firewall prevents the connection from being established by dropping SYN-ACK

packets; (2) a firewall proactively sends SYN-ACK upon receiving SYN from A to B; (3) a

source NAT rewrites the packet to unspecified srcip-port; and (4) a source NAT rewrites a dstip-

port. Some of these scenarios are inspired by real-world NFs.

Ground Truth Test 1 Test 2 Test 3 Result

Cross-connection Y Cross-connection

Per-source N Y Per-source

Per-destination N N Y Per-destination

Per-connection N N N Per-connection

Table 3.2: Validating the correctness of KeyLearning using Click-based NFs

C) Validating key learning: We wrote additional Click [129] NFs that track the number of

TCP connections based on different keys. We applied the key learning algorithm to each and

confirmed it identifies the correct key (Table 3.2).

3.7.2 Correctness with Real NFs

As summarized in Table 3.3, we generated models for PfSense and ProprietaryNF firewalls using

both correct-seq and combined-seq sets. For the other NF types, we used only the correct-seq set
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Firewall staticNAT randNAT load balancer (LB)

PktType pf ut pNF pf pNF pf pf hp

correct-seq  #    G# G# #

combined-seq   

pf: PfSense, ut: Untangle, pNF: ProprietaryNF, hp: HAProxy

G#: TCP-handshake pkts, tSYNC,SYN-ACKC,ACKCu, for both interfaces

#: G# set excluding SYNC from the external interface

Table 3.3: Coverage of models over input packet types

because the firewall models for these NFs already modeled the interaction of TCP packets in the

presence of out-of-window packets. For an NF that uses dynamic modification (e.g., randNAT),

we cannot correctly instantiate the model in the presence of RST-ACK and FIN-ACK packets

(Section 3.6.2.2). Hence, we only showcased how this NF handles connection establishment.

Untangle and HAProxy have SYN retries and spurious resets (i.e., temporal effects) that are

beyond our current scope (Section 3.2.3) and could not be disabled. Thus, we again only model

how these NFs handle connection establishment. Further, during our attempts to infer models, we

discovered these two NFs are connection-terminating, where an external SYNC packet interfered

with the connection initiation attempt from the internal host, which violates our independence

assumption. To make the learning tractable, we removed the SYNC from the external interface

for these connection-terminating NFs.

Complementary testing methodologies: Since we do not know the ground truth models and

thus cannot report the coverage of code paths inside the NF, we used three approaches to validate

the correctness of our modelsec:alembic: (1) iperf [21] testing, generating valid sequences of

TCP packets; (2) fuzz testing, randomly picking a packet type and a concrete IP and port; and

(3) stress testing, generating packets by first picking a packet type and selecting concrete IP and

port values to activate at least one rule.

For each test run, we generated an arbitrary configuration. For NFs that take multiple rules

(e.g., firewall and NAT), we varied the number of rules between 1, 5, 20, and 100. For each con-
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NF (pkt type) accuracy NF (pkt type) accuracy

PfSense firewall (C) 98.8-100% ProprietaryNF firewall (C) 99.9-100%

PfSense firewall (CI) 94.8-100% ProprietaryNF firewall (CI) 98-100%

PfSense NAT (C) 99.1-100% PfSense randNAT (C) 98.2-100%

PfSense LB (C) 96.4-97.4% ProprietaryNF NAT (C) 98.8-100%

Table 3.4: Results of stress testing (C for correct-seq, and CI for combined-seq)

crete rule, we randomly sampled a field from the field type defined by the ConfigSchema. We

ensured that we picked concrete configurations different from the ones used during the inference

(Section 3.3). For firewalls and NATs, the generated configurations were installed on one inter-

face (i.e., internal). Further, as Alembic cannot compose models for multi-function NFs (i.e., a

firewall with NAT), we set allow rules on the firewalls when we inferred models for NATs and

LBs. For iperf [21] testing, we set up a client and a server and collect the traces on each interface.

Because iperf [21] generates a deterministic sequence of packets, we only tested with 1 accept

rule. For stress and fuzz testing, we generated sequences of 20, 50, 100, and 300 packets. In each

setting, we measured model accuracy by calculating the fraction of packets for which the model

produced the exact same output as the NF. Each setting is a combination of the NF vendor and

type (e.g., PfSense firewall with the correct-seq set), input packet type (e.g., 300 packets), and

the number of rules (e.g., 20 rules).

Iperf testing: Our models predicted the behavior of all NFs with 100% accuracy.

Fuzz testing: Across all settings for ProprietaryNF and PfSense firewalls (both combined-seq

and correct-seq set), the accuracy was 100%. For PfSense and ProprietaryNF NATs, the accuracy

was 99.8% to 100%.

Stress testing: We summarize the results in Table 3.4. For many NFs (e.g., ProprietaryNF

and PfSense firewalls), we see the lowest accuracy (e.g., 98%) for 1 rule with 300 packets.

This is expected because our testing generates a long sequence of packets that the Wp-method

with d “ 1 did not probe. Also, given the same firewall (e.g., PfSense firewall), we observe
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NF (pkt type) time NF (pkt type) time

PfSense firewall (C) 11 m ProprietaryNF firewall (C) 48 h

PfSense firewall (CI) 16 h ProprietaryNF firewall (CI) 25 h 18 m

PfSense NAT (C) 28 m PfSense randNAT (C) 14 m

PfSense LB (C) 14 m ProprietaryNF NAT (C) 48 h

Untangle firewall (C) 37 m HAProxy LB (C) 20 m

Table 3.5: Time to infer a symbolic model (h: hours, m: min)

higher accuracy for an NF modeled with the correct-seq set compared to that modeled using

the combined-seq set. We confirm that the model learned using the combined-seq set is rather

large (ą 100 states) resulting from the many ways in which the correct and incorrect packets can

interact. Note that ProprietaryNF NAT correct-seq took 49 hours to model and ProprietaryNF

firewall combined-seq took 5 days to infer the model. Going back to our earlier requirements that

we can afford several tens of hours (i.e., a couple days) for the offline stage, we ran the accuracy

testing on an intermediate model inferred after 48 hours, which still achieved high accuracy. We

did not perform fuzz or stress testing for Untangle firewall and HAProxy LB. These NFs have

temporal effects that result in mis-attribution, which is outside our scope (Section 3.2.3). We see

that Alembic achieves high accuracy even with large configurations.

3.7.3 Scalability

We now evaluate the runtime of Alembic’s components.

Time to learn symbolic models: For each NF, we report the longest time to model one Sym-

bolicRule as learning can be parallelized across symbolic rules. In all cases, we use 20 servers

setup, except for with PfSense random NAT which used one. The results are summarized in

Table 3.5. In summary, we achieved our goal of inferring high-fidelity models in less than 48

hours. We find that the runtime depends on: (1) the size of the FSM and |Σ|, and (2) Alembic or

NF-specific details (e.g., rebooting). For (1), as the size of |Σ| was double for the combined-seq
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Runtime

(—Σ—)

1 connection (Σ=6) 2 connections (Σ=12) 3 connection (Σ=18)

26 min 10 hr ą 3 days

Runtime

(d in Wp-method)

d=1 d=2 d=3

13 min 1 hr 10 min 7 hr

Table 3.6: Scalability benefits of our design choices

set, it took more than 48 hours to discover 72-state FSM (ProprietaryNF firewall, combined-seq)

but less than 26 hours for 79-state with the correct-seq set. For (2), discovering the NAT model

ProprietaryNF NAT (correct-seq) took longer than the firewall as the NAT inference ran in two

phases (Section 3.5). Lastly, PfSense models take less time to infer as PfSense does not require

rebooting, and has shorter ∆wait .

Time to validate the key: We use PfSense firewall (correct-seq) to report the time to infer the

key. It took 6 hours to infer the key (e.g., 2 hrs for each test).

Time for the online stage: For ProprietaryNF firewall, the time to compose a concrete model

is 75 ms for 10 rules, 0.6 s for 100 rules, and 5 seconds for 1,000 rules. The result generalizes to

other NFs.

Scalability benefits of our design choices: The insights to leverage compositional modeling

and KeyLearning allow Alembic are critical in achieving reasonable runtime by reducing the size

of Σ. Suppose one firewall rule takes a source IP field takes a /16 prefix. Without KeyLearning,

we need to infer a model with all 216 connections. Similarly, for a configuration with 20 rules,

we need to infer a model with all relevant connections. The top half of the Table 3.6 shows

how the runtime drastically increases as we increase the number of connections using a Click-

based [129] firewalls from Section 3.7.1 (using just one worker). Further, we measured the

runtime as a function of d in Wp-method (bottom of Table 3.6). Using d “ 1, we were still able

to infer the ground truth while reducing the run time. These results demonstrate how reducing the

size of |Σ| is critical to obtain a reasonable runtime. Lastly, distributed learning helps scalability.
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Figure 3.12: The light/dark coloring indicates packets on host A/B’s interface, respectively.

The figure below shows the 3 states for PfSense firewall (FW) accept rule

The Click-based [129] firewall with 18 states takes 1.6 hours with 1 worker but only 16 minutes

with 19 workers (and 1 controller).

3.7.4 Case Studies

We now highlight vendor-specific differences found using Alembic. For clarity, we present and

discuss only partial representations of the inferred FSMs (as some FSMs are large).

Firewall (correct-seq): A common view of stateful firewalls in many tools is a three-state

abstraction (SYN, SYN-ACK, ACK) of the TCP handshake. Using Alembic, however, we dis-

covered that the reality is significantly more complex. With a single firewall accept rule, the

inferred PfSense model (correct-seq) shows that a TCP SYN from an internal host, A, is suffi-

cient for an external host, B, to send any TCP packets (Figure 3.12). Furthermore, FIN-ACK,

which signals termination of the connection, does not cause a state transition. We find that Pro-

prietaryNF firewall has 79 states for a firewall accept rule in contrast to 3 states for PfSense

firewall. ProprietaryNF, too, does not check for entire three-way handshake (e.g., only SYN,

SYN-ACK). We find that the complexity of the FSM (i.e., 79 states) results from the number
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Figure 3.13: Partial FSM for Untangle firewall (FW) accept, drop, default rule, and Pro-

prietaryNF accept rule

of ways in which the two TCP handshakes (from A and B) can interfere with each other. Such

behavior could not have been exposed through handwritten models. Untangle firewall actually

behaves like a connection-terminating NF (Figure 3.13 shows a partial model). The firewall lets

the first SYN from A through, but when B replies with a SYN-ACK, Untangle forwards it but
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Figure 3.14: First 3 states of the HAProxy and PfSense load balancers (LBs). Stars on

head/tail of packets indicate src/dst modification

preemptively replies with an ACK. When the A replies with ACK, Untangle drops it to prevent

a duplicate.

Firewall (combined-seq): Surprisingly, for PfSense, we learned 257 states with combined-seq.

The complexity is a result of packets with incorrect seq and ack causing state transitions, where

many are forwarded. We learned a 72-state FSM for the ProprietaryNF firewall after 48 hours

and the full model (104-state) after 5 days. The cause for the larger FSM for PfSense is that the

incorrect seq and ack packets often cause state transitions more frequently than ProprietaryNF

firewalls. Further, it is interesting to see how PfSense only had 3 states for the correct-seq set but

257 states with combined-seq, in contrast to ProprietaryNF where the number of states for both

sets are similar. At a high-level, we find that obtaining such model is useful as it could possibly

be used to generate a sequence of packets to bypass the firewall, but this is beyond the scope of

our work.

Load balancer: HAProxy (Figure 3.14) follows the NF’s connection-terminating semantics.

It completes the TCP handshake with the client before sending packets to the server. After the

handshake, the source of outgoing packets is modified to server-facing IP of LB, and destina-

71



tion is modified to the server (i.e., star on both-ends of TCP SYN in Fig. 3.14). In contrast,

PfSense LB behaves like a NAT. When a client sends a SYN to the LB, the destination is mod-

ified to the server’s IP (i.e., star in state 1 in Figure 3.14). Then, the LB modifies destination

of packets from both client and server. We confirmed that PfSense indeed implements load bal-

ancing this way [159]. Alembic automatically discovered this without prior assumptions of any

connection-termination behavior. Further, the connection-termination semantics of HAProxy

differ from those of Untangle firewall. Unlike HAProxy, Untangle lets SYN packets through and

preemptively completes the connection with the external host. This is yet another example of

non-uniformity across NF implementations.

3.7.5 Implications for Network Testing and Verification

We use two existing tools, BUZZ [97] and VMN [152], to demonstrate how Alembic can aid

in network testing and verification. Using a Click-based [129] firewall which adheres policy

1 and 2 (Section 3.1), we compare the test output using: (1) MAlembic inferred using Alembic,

and (2) existing Mhand for firewall. Using MAlembic, BUZZ did not report a violation. Using

Mhand, BUZZ reported a violation (false-positive) as 1 of 6 test traces did not match (trace in

Section 3.1). Similarly, for policy 2, BUZZ reported a violation using Mhand. The failed test

case isec:alembic: SYNInternal
A)B , RSTExternal

B)A , RSTExternal
B)A . Mhand predicts that both RST packets

are dropped, as the model does not check for RST flags. However, Click NF allows the first RST

packet to reset the NF state. We also plugged the model for PfSense into a network verification

tool, VMN [152]. The existing model in VMN does not check TCP flags. Using VMN, we

verified the property: “TCP packets from an external host, B, can reach A even if no SYN

packet is sent from A.” Recall that in PfSense, SYNInternal
A)B needs to be sent for B to send TCP

packets to A. Hence, the property is NOT SATISFIED. Using Modelhand , the tool returned that

the property is SATISFIED whereas using ModelAlembic indicated that it is not (i.e., false-negative

for Modelhand ).
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3.8 Other Related Work on Network-Wide Verification and

FSM Inference

Chapter 2 presented prior work on analyzing individual network functions and services (Section

2.1) and other domains such as protocols and software (Section 2.2.3). We now discuss the

related work specific to Alembic. First, we discuss orthogonal efforts on testing and verifying

network-wide properties. While Alembic focuses on inferring high-fidelity models of a single

NF. a large body of work on network testing and verification (e.g., [97, 104, 126, 128, 152,

172, 185]) assumes that individual functions are correct but seek to test conformance and verify

network-wide properties (e.g., reachability, absence of black holes). The high-fidelity models

produced by Alembic can be consumed by these testing and verification tools. Then, we also

discuss related work on automatically learning FSMs from the learning theory community. This

line of work (e.g., [62]) laid the foundation for inferring FSMs for Alembic.

Network-wide testing and verification: Earlier work in this space (e.g., [104, 126, 128]) fo-

cused on simple switches and router. More recent work have focused on testing (e.g., [97, 172])

or verifying network (e.g., [152, 185]) composed of “stateful” network functions. BUZZ uses

symbolic execution to test for policy compliance. Symnet [172] statically analyzes an abstract

model of the data plane model consisting of NF models written using their domain language,

SEFL. NetSMC [185] develops a network semantic model and a policy language to verify a

wide range of policies (e.g., dynamic service chaining, path pinning). However, many of these

tools use network function (NF) models to guide testing and verification. Unfortunately, the

models of these NFs are hand-generated, and using a low-fidelity NF model can affect the effec-

tiveness of verification tools [146] (While Symnet wrote parsers to automatically generate NF

models using their language, SEFL, this parser does not generalize to other NFs not written in

Click or to arbitrary configurations). In fact, this is motivation for building Alembic.

FSM inference: For Alembic, L* algorithm by Dana Angluin lays the foundation for learn-
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ing the FSM [62]. Similar to Alembic, L* algorithm has also been leveraged by related efforts

on discovering cross-site scripting attacks against web-application firewalls [64], TCP/IP im-

plementations [102], and SSL/TLS implementations [171] as discussed in Chapter 2. Further,

the techniques of learning FSMs has been used for model checking black-box systems (e.g.,

[113, 157]). Symbolic finite automata (SFA) [177] are FSMs where the alphabet is given by a

Boolean algebra with an infinite domain. While Alembic does not directly formulate the problem

to infer SFAs, we use the homogeneity assumption in the IP and port ranges to learn a symbolic

model. Hence, using abstractions like SFA may help us to naturally embed symbolic encodings.

We could potentially leverage a tool (e.g., [93]) that extends L* to infer the SFA. However, using

SFA does not address the NF-specific challenges (e.g., inferring the key, handling modifications)

but may serve as the basis for interesting future work.

3.9 Summary

In this chapter, we presented Alembic, a system to automatically synthesize NF models. Alem-

bic leverages structural properties of NFs and their input and configuration space. Specifically,

to tackle the challenges stemming from large configuration spaces, we synthesize NF models

viewed as an ensemble of FSMs. Alembic consists of an offline stage that learns a symbolic

model for each rule type (e.g., a firewall drop rule) and an online stage to compose concrete

models given a concrete configuration. Our evaluation shows that Alembic is accurate, scalable,

and enables more accurate network verification compared to prior methods. While Alembic

demonstrates the promise of NF model synthesis, there remain some limitations (Section 3.2.3).

We also discuss interesting avenues for future work in Chapter 6.
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Chapter 4

Pryde: Automatic Synthesis of Evasion

Attacks for Black-Box Stateful Firewalls

“Well, let’s just say I know a little girl

who can walk through walls.”

Charles Xavier [46]

The Problem: Network firewalls (FW) play a critical role in securing our current network in-

frastructures in various deployment settings – including enterprise networks [51], cloud virtual-

ized networks [42], and modern containerized settings [48]. Of particular interest to the security

community are stateful firewalls. These stateful firewalls, as opposed to simple access control

lists, track the state of individual TCP connections (together with firewall rules) to determine

which packets are forwarded. To protect internal hosts from untrusted external hosts, a canonical

policy in these settings is to only allow packets on TCP connections that have previously been

established by hosts inside the intranet.

Despite the critically of stateful firewalls in securing our intranet, administrators deploying

firewalls implicitly assume that the vendor implements the stateful semantics correctly. Unfor-

tunately, if vendor implementations are erroneous, then it can weaken the security posture. That
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is, an enterprise stateful firewall with such errors in implementing these stateful semantics could

allow external attackers to reach internal hosts that should not be reachable. This is orthogonal

to prior work in firewall analysis that examines the safety of the firewall rules and misconfig-

urations (e.g., [54, 56, 184]). The types of vulnerabilities we consider are a more fundamental

semantic vulnerability in tracking internal states and hence are viable even if the rules are con-

figured correctly. Unfortunately, operators have few, if any, tools to check if the vendor firewall

implementations have such semantic vulnerabilities. Manual investigation will be ineffective and

not scalable across many vendors and versions. Ideally, we need to automatically identify such

evasion vulnerabilities. Complicating this further, firewalls are proprietary and acquired from

vendors. Hence, operators have limited visibility into the code/internals of these firewalls.

This black-box setting makes the analysis even more challenging. While fuzzing or black-box

pen-testing tools (e.g. [41, 50, 106, 111]) or recent work on censorship evasion (e.g., [69, 179])

appear as strawman solutions, in practice they have shortcomings. First, their focus is often

orthogonal to our intent. For instance, pen-testing focuses on finding privilege escalation or

application-layer problems in the management APIs. The prior work on censorship evasion

focuses on the opposite problem of an internal host accessing an external service. Second, they

cannot handle the large search space of possible stateful or connection-oriented packet sequences.

Third, they are not robust in discovering subtle attacks across firewall implementations with

varying degrees of implementation complexity.

The Solution: In this chapter, we present Pryde1, a black-box analysis framework for auto-

matically uncovering semantic evasion vulnerabilities for firewalls. Pryde works in a black-box

setting; Pryde only requires input-output access to the firewall and does need visibility into the

binary or the code. We specifically focus on evasion vulnerabilities that allow an external at-

tacker to circumvent the firewall to send an undesirable “data” packet to an internal target which

1The name Pryde is inspired by the Marvel X-men superhero Kitty Pryde who has the ability to use her “phas-

ing” powers to walk through walls [46].
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should not be reachable by the policy. This capability can subsequently be used as a starting

point for more detailed attack campaigns for persistent threats, lateral movement, or exfiltration

of sensitive information.

As we also saw from our motivating scenario in Section 1.1, these evasion attacks exploit sub-

tle implementation errors (similar to those in Figure 1.4) in implementing the stateful semantics.

Hence, instead of directly searching for these complex attack sequences, Pryde uses a model-

guided approach [174] that proceeds in two logical phases. The first phase uses black-box model

inference to reason about the stateful behavior a given firewall implements for different packet

sequences. Then, given this inferred model, we consider different deployment and threat sce-

narios to identify evasion vulnerabilities. In contrast to structure-free approaches (i.e., random

fuzzing or randomly generating test packet sequences), our approach is efficient and can un-

cover many semantically different vulnerabilities (Section 4.5). Our approach is general across

firewall implementations and extensible to support future evasion scenarios. In designing and

implementing Pryde, we address key technical challenges to (1) make the model inference ro-

bust to consider different types of packets, and (2) efficiently encode the scenarios in a model

checker and define custom refinement constraints to enable the model checker to explore new

attack pathways efficiently.

Findings: We designed and implemented Pryde realizing the aforementioned workflow and key

ideas. We evaluate Pryde on four popular (virtual) firewalls where three are commercial-grade

and one open-source. Two of them are taken from the Amazon EC2 marketplace [40] and also

used in the cloud deployments (As we are disclosing our findings to the affected vendors, we

anonymize vendor names in this thesis). We summarize our findings below (Section 4.5):

• Many semantically distinct attacks: We uncover thousands of semantically distinct (i.e., with

respect to the connection states traversed) attacks—2,591 for FW-1, 2,355 for FW-2, 8,220

for FW-3, and 294 for FW-4. Post-processing these attacks, we find that these attacks exploit

different aspects of a TCP protocol. For instance, some of these attacks exploit a firewall for-

77



warding an external DATA packet “even before” the three-way handshake has been completed

or after an incomplete handshake has been disrupted. Some exploit the simultaneous open fea-

ture of the TCP and/or SYN retries. At a high level, these attacks exploit (1) non-traditional

sequences of TCP packets; (2) interference from other TCP connections (e.g., same headers in

reverse direction or non-compliant sequence/ acknowledgement numbers), and combination

of (1) and (2).

• Many evasion attacks are subtle: While some attack sequences are simple (i.e., requiring only

one or two TCP packets), many others are quite subtle and require a nuanced TCP packet

sequence. Specifically, we uncover more attacks involving longer sequences that are not cap-

tured in smaller sequences; e.g., 47 attacks for an attack length of 1 to 3 vs. 9,231 for an attack

sequence length of just 7. For instance, FW-1 entails a carefully constructed TCP packets in-

volving RST packets after the SYN retries to allow a DATA. Several attacks are also unique

to specific vendors and do not extrapolate across vendors.

• Strawman solutions are ineffective: In contrast to Pryde, random fuzzing only finds a handful

of attacks (0 to 3) for ProprietaryNF and FW-1 after more than 15K tries. This approach

is not robust across firewall implementations. Recent work on automatic censorship evasion

using genetic algorithms (e.g., [69]) is also ineffective at uncovering these attacks. (To be fair,

censorship circumvention focuses on an orthogonal problem with a different system goal and

threat model that makes their strategies ineffective in our context.)

Having summarized our findings, we now put them in a historical context. We note that

evasion attacks have been demonstrated in other settings. For instance, earlier works have un-

covered evasion attacks against network intrusion detection systems (NIDS) (e.g., [153, 160])

or censorship firewalls (e.g., [69, 136, 179]). In these attacks, an attacker similarly sends a se-

quence of malformed (incorrect) packets to evade the intended policy (i.e., a censorship firewall

blocks certain content). However, Pryde is the first system that demonstrates that such evasion

attacks that exploit the semantic vulnerabilities are feasible against enterprise stateful firewalls
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(with different configurations and settings than those of NIDS and censorship firewalls).

Apart from uncovering evasion attacks against enterprise firewalls, Pryde differs from these

prior works in other settings in that it takes a more principled method using a model-guided

workflow. As a result, Pryde can discover subtle and complex attacks that exploit the fundamen-

tal errors in implementing stateful semantics of tracking per-connection states. Our approach

contrasts with manual analysis (e.g., [153, 160, 179]) or random-based testings (e.g., [69]). Our

findings suggest that these attacks are subtle and complex such that random-based testings are

highly ineffective for complex firewall implementations. Lastly, our automated, general frame-

work enables Pryde to reason about how an unconventional (but realistic) threat model (Section

4.1.2) of an attacker colluding with a weak insider can enable strong attacks.

Ethics and Disclosure: We have disclosed preliminary findings and are in the process of pro-

viding detailed reports to vendors and cloud providers involved.

4.1 Background and Motivation

In this section, we provide the background on stateful firewalls and the deployment model we

consider. Then, we highlight motivating examples of evasion vulnerabilities against a commer-

cial firewall to motivate our work.

4.1.1 Background on Stateful Firewalls

A firewall is the central network device that stops or mitigates unwanted access to the private

(protected) networks from other untrusted external networks such as the Internet. We specifically

consider a layer-3 stateful firewall (FW) in this work. A stateful firewall decides whether to

drop or forward a network packet based on the 5-tuple defining a connection (srcip, srcport,

dstip, dstport, proto), and the configured rules. Typically, a stateful firewall is configured with

rules of the following form: { interface, srcip, srcport, dstip, dstport Ñ action} where interface
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refers to an interface where incoming TCP packets are matched to (also, can be a wildcard). A

firewall configured with each rule keeps the states of network connections (i.e., a TCP connection

state) and tracks a state during a connection’s lifetime based on the 5-tuple. Further, a firewall

also monitors both incoming and outgoing packets across interfaces to update the connection

state accordingly. This connection state may include details such as the sequence (seq) and

acknowledgment (ack) numbers of the packets traversing the connection.

Internal Host (I) External Host (E)

Internal Network (LAN)

Block external accesses unless 
previously ESTABLISHED from internal host 

External Network (WAN)

Rule 1: <iface=LAN, srcip=10.1.1.0/24, srcport=*, dstip=*, dstport=*, ACCEPT> 
Rule 2: <iface=WAN, srcip=*, srcport=*, dstip=*, dstport=*, DROP>

Figure 4.1: A Stateful Firewall in an Enterprise Network

Deployment model: In an enterprise network, stateful firewalls (Figure 4.1) are typically con-

figured to drop all external packets that do not belong to an established connection initiated from

an internal host. For instance, the firewall must allow internal hosts to initiate a connection to

google.com and also allow the return “data” packets from google.com to arrive at the host

that initiated the connection. This is the “stateful” part; if we only had simple stateless rules to

allow traffic from internal hosts to google.com and block incoming traffic from the Internet,

then the return data packets from google.com would never arrive.

More generally, suppose a TCP packet with srcip:A, srcport:Ap, dstip:B, dstport:Bp enters

via an external interface, the firewall checks whether the connection from srcip:B, srcport:Bp,

dstip:A, dstport:Ap is in the established state. If it is, the packet will be forward and otherwise,

this packet will be dropped.
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The enterprise scenario we consider differs from other scenarios such as censorship. In the

censorship scenario, FWs are typically configured with the “default-allow” policy for packets

originating from both directions. However, these firewalls will inject RST packets (to terminate

the connection) if a client accesses “blocked” content. As such, the evasion attacks we focus on

are orthogonal to those considered in censorship circumvention (e.g., [69, 179]).

I FW E
SYN

SA

DATA

(a) Scenario 1

I FW E
SYN

SYN

RST

SA

RST

DATA

(b) Scenario 2

Figure 4.2: Packet sequences played against a firewall (anonymized vendor, FW-1); Sce-

nario 1 is an identical sequence from the motivating scenario ( Figure 1.4b in Section 1.1),

but we present here again for ease of reference

4.1.2 Motivating Scenarios

Note that the logic of how the firewall decides to a particular action to the current state plays a

critical role in determining whether a packet is dropped or not. Therefore, a flawed implemen-

tation on how a firewall tracks a connection state can have a detrimental effect on the security

posture. To motivate this, we use concrete evasion attacks we uncovered with a real commercial

FW-1.

Before discussing the concrete attack scenarios, we first showcase vulnerable sequences of

packets (which can be exploited for attacks). Specifically, this leads to a firewall allowing a

DATA packet from an untrusted external host (E) to an internal host (I).

To explain these suspicious sequences, recall a normal (standard) packet sequence we have
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shown in Figure 1.4a from Section 1.1. This is a sequence a firewall expects to see. Let us

elaborate on this standard packet sequence. An internal host wants to access google.com

and initiates a connection setup by sending a TCP SYN. Google.com acknowledges this

by sending a SYN-ACK (SA for short), followed by an ACK from an internal host, thereby

completing a proper three-way handshake. At that point, an internal host and google.com can

freely exchange DATA packets. Now, we show two strange sequences of TCP packets, that will

start allowing a DATA packet from an untrusted external host; these strange packet sequences

drive a connection state to some limbo (vulnerable) state and that is when the firewall also starts

to accept a DATA packet from untrusted external hosts.

Scenario 1 (Incomplete handshake): As seen in Figure 4.2a, the FW-1 allows a DATA packet

from google.com “even before” a three-way TCP handshake has been completed; i.e., the

firewall is not checking whether the last ACK packet from an internal host has been sent or not.

Such a simple error highlights that implementing even a very basic stateful semantics of checking

for a complete handshake can be erroneous. In practice, this problem is much worse than what

it appears as such an error can manifest in so many different ways (i.e., polymorphic variants of

this attack as we will see in Section 4.5.2).

Scenario 2 (SYN retries + Teardown): We now show a more complex and a different sequence

(Figure 4.2b) from the Scenario 1. This scenario exploits an implementation error in how a FW-

1 FW handles a combination of SYN retries and connection teardown (While prior works on

censorship evasion (e.g., [69, 179]) find similar attacks, their focus is orthogonal as their deploy-

ment and the system model differs. Their findings do not directly apply to our setting (Section

4.5.1).) Here, an internal host first sends two subsequent SYN packets (like SYN retries). Then,

an external host sends a RST packet, which drives this connection state to some “limbo” state.

After two non-traditional TCP packet exchanges (an internal SA followed by an RST), a firewall

allows a DATA packet from an external host! One may wonder whether all of these 5 packets

are necessary for a firewall to allow a DATA packet. In fact, that is the case as each packet in a
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sequence modifies the connection state. Further, only after the first two SYN packets, the fire-

wall does not allow a DATA packet for a FW-1 (however, a FW-3 stateful firewall does, which is

motivating our work). These sequences are discovered by our tool and as we discuss in Section

4.4.1, we specifically only output semantically-distinct attacks (from a black-box perspective).

Insider (I)

External Attacker (E)

Internal Network (LAN) External Network (WAN)

VLAN 1

VLAN 2
(CLASSIFIED)

Victim (V)

(can spoof & send) TCP packets①

(malicious) data packets②

Figure 4.3: Attack scenario setup

Attack scenarios: Now, let us think about how such erroneous implementation can lead to

concrete evasion attacks. One precondition for concrete attacks for the above two scenarios is

that an internal host needs to send specific TCP packets (e.g., the first SYN packet in Scenario

1) in coordination with an external attacker. But, this isn’t too difficult as any internal host

can easily spoof the source IP-port and send it outwardly. Consider a case where we have a

compromised insider such as an IoT device (e.g., a smart printer) in the intranet [45, 52]. In

fact, first compromising these IoT devices is increasingly gaining traction for hackers due to IoT

devices’ prevalence in today’s enterprise network [49] and their lack of built-in-security [45].

In fact, it is recently reported that Russian-state hackers, Strontium (APT28), have been caught

attempting to hack IoT devices (e.g., an office printer, a video decoder) to gain entry points

into their targets’ internal networks [47]. Such an insider (Figure 4.3) may lack direct access

to the target victims as it is not located in the same VLAN as the target victims (e.g., router,

end host). However, this insider colludes with an external attacker and exchange a sequence of

pre-defined TCP packets (including Step 1 ). Finally, a firewall allows a DATA packet directed

at the target victim (Step 2 ). The best micro-segmented network with VLANS using the best
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practices today [43] is also vulnerable to these attacks.

V I FW E
SYN

SA

DATA

Figure 4.4: Scenario 1 mapped to an attack setup

Figure 4.4 shows the Scenario 1 mapped to a concrete attack. In this attack, an insider

first sends a SYN packet with a source IP-port that of a victim, followed by a SA from an

attacker. Then, an external attacker can circumvent the firewall policy by sending a DATA

packet (containing malicious payload) at a victim. It is outside the scope to precisely guarantee

whether all victim software stacks actually accept and process this data packet as such. As such,

we observe that there are many cases (e.g., routers, IoT devices) that will accept the data packet.

At this point, the attacker gained an entry into a highly-classified VLAN. An attacker could

either compromise this target victim or use this victim as another stepping stone to enable more

sophisticated multi-stage attacks.

Attack characteristics: Having described motivating examples, we now derive several charac-

teristics of these attacks:

• Semantic evasion attacks are subtle: These attacks exploit subtle implementation nuances in a

firewall’s logic of tracking a per-connection state. Specifically, to make these attacks to work,

one needs to carefully construct packet headers with the above TCP flags and seq numbers.

Moreover, these attacks may be specific to each firewall vendor’s implementation.

• Semantic diversity of evasion opportunities: As we saw brief examples for FW-1, as these

attacks the fundamental issue in tracking per-connection states, there tend to be multiple such

attacks exploiting diverse mechanisms (e.g., handling teardown packets, incomplete hand-

shake, SYN retries). Further, even within attacks that exploit a similar mechanism, there are

multiple polymorphic variants that are semantically different [146] (detail in Section 4.5) that
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explore the different stateful semantics.

The above suggests that we need a general and robust framework to uncover such evasion

attacks. Given the subtle and implementation-specific nature of these attack opportunities and

stateful behaviors involved, strawman solutions such as randomly generating packet sequences

are inefficient (Section 4.5).

4.2 Pryde Problem Overview

In this section, we formulate the problem of enabling a model-guided approach and formulate

our problem. We provide an overview of the Pryde workflow and discuss the key challenges in

realizing our workflow.

4.2.1 Threat Model

We begin by scoping the adversary’s goals and capabilities.

Adversary goals and capabilities: The attacker’s goal is to circumvent the firewall and send a

DATA packet to an “unreachable” internal victim. We assume the following attacker capabilities

and constraints.

• Send constructed packets: An external attacker can craft TCP packets and send them to internal

hosts.

• A colluding insider with minimal privileges: The attack may optionally have a “weak” insider

that can spoof the source of the TCP packets and send them to external hosts. A “weak”

insider cannot directly send packets to the victim; e.g., internal firewalls or VLAN policies

may prevent this.

• Firewall-specific knowledge: The attacker does not know the rules that the firewall is con-

figured with. We assume the attacker knows the firewall vendor/version; if not this can be

obtained by known fingerprinting mechanisms such as banner grabbing [44]. We assume the
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attacker has no visibility into the internal implementation or code. However, we do assume that

the attacker can have offline “black-box” access to the firewall (e.g., obtain a virtual firewall

appliance [40]).

4.2.2 Problem Formulation

Input and output: Pryde works in a black-box setting where it does not require access to the

source code or internal logic. Pryde takes as inputs: (1) firewall binary or virtual appliance; and

(2) a deployment and threat model defining different entities (i.e., an insider, an external attacker)

and their capabilities (e.g., an insider can spoof and send TCP packets). The output of Pryde is

a set of semantically-distinct concrete evasion strategies (we present the definition in Section

4.4.2). Specifically, each concrete evasion strategy is an ordered sequence of input TCP packets

mapped to the corresponding sender (i.e., an insider or an external attacker); an example was

shown in Figure 4.4.

Scope: In this work, we focus on sending a DATA packet from an external attack to an “un-

reachable” internal victim (as defined by the policy). We acknowledge that not all victims may

actually accept and process this data packet. However, we observe that there are many cases

(e.g., routers, IoT devices) that will accept the data packet. Note that the attack’s goal after this

circumvention (e.g., installing back-doors or lateral movement) is outside our scope. Our attack

is a fundamental first step that can enable future attacks.

Challenges: There are two main challenges in enabling our vision. First, the input space is too

large for an unstructured search (i.e., random search). Specifically, as we deal with an adversarial

scenario, we need to consider sequences of packets where each packet can come from diverse

sets (e.g., a sequence of non-standard TCP flags, out-of-window packets, a flow with a flipped

direction). Second, there may be multiple such evasion strategies that could exploit different

features or code paths. While we cannot guarantee coverage, our goal is to discover as many

attacks as possible and also attacks that are semantically different (from the point of view of the
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Figure 4.5: Pryde System Overview

black-box analysis).

4.2.3 High-Level Design

A case for a model-guided approach: The evasion attacks we consider exploit nuanced

firewall-specific aspects. For instance, Scenario 2 (Section 4.1) incorrectly allows an external

DATA packet, after SYN retries and teardown packets. That is, identifying such attacks require

carefully-constructed sequences of TCP packets, triggering internal state transitions that will not

be exercised by normal TCP sequences. As a result, strawman solutions (e.g., random fuzzing)

will not discover many of these attacks for many firewalls (Section 4.5.1). Instead, we adopt

a model-guided approach, where we first infer a behavior model of the stateful semantics. We

do note that this model has to be specific to each firewall implementation, since the connec-

tion handling semantics of different firewalls may be different. Having a model enables us to

systematically search over this state-space to discover semantically distinct attack opportunities.

A case for a two-phase approach: One option of a model-guided approach is to couple threat

model encoding with model inference. Unfortunately, this is not extensible as our system and

deployment assumptions change; e.g., modeling a weak insider option would require us to re-

learn the model for each possible scenario of the insider’s capabilities. By decoupling model

inference from attack generation, our workflow is extensible to future threat and deployment
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models. Thus, Pryde consists of two logical modules (Figure 4.5):

1. Model Inference (Section 4.3): Given a black-box firewall implementation/binary, the Model

Inference engine outputs a Finite-State Machine (FSM) model. This model describes the in-

put and output packets of the firewall in a given connection state. Specifically, Alembic from

Chapter 3 shows the feasibility of blackbox model inference for stateful firewalls [146]. How-

ever, in designing Alembic, we made several simplifying assumptions and focus on inferring

a firewall model under typical or normal packet sequences. Thus, we cannot directly use

Alembic for the context of Pryde; e.g., how a firewall behaves in presence of out-of-window

packets that “interfere” with an existing connection. We address key challenges in extending

Alembic to infer model under more general or anomalous packet sequences.

2. Strategy Generator (Section 4.4): Given a firewall model, we need a systematic way to un-

cover of evasion attacks under the interactions of different entities (i.e., attacker, victim, in-

sider, and the firewall). To this end, in this module, we formulate these system interactions

using SMT and use Z3 [90] to build a custom model checker. We model the problem similar

to bounded model checking [82], where we check if a bounded length path sequence exists.

To uncover semantically different attacks, after finding one attack, we refine our constraints

in the model checker to uncover more semantically-different attacks.

4.3 Model Inference

In this section, we discuss the design of the ModelInference module. Specifically, we recog-

nize that while Alembic (in Chapter 3) is a good starting point, we first elaborate on why it is

fundamentally insufficient for Pryde. Then, we discuss our extension to Alembic to build the

ModelInference module.
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SA: wan
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Figure 4.6: An example of an output model and the corresponding input alphabet used by

Alembic (lan for internal and wan for external due to space)

4.3.1 Limitations of Alembic

Let us first recall the design choices we made for Alembic (Chapter 3). Then, we can pinpoint

about why it is insufficient for Pryde. At a high level, Alembic was designed for the verification

and testing workflow, and, hence, assume mostly TCP-compliant (non-adversarial) workloads.

Given this assumption on deployment, Alembic takes an input alphabet (Σ) describing a

“scoped” (TCP-compliant) set of packet types of interest (e.g., TCP SYN from an internal host,

I, to an external host, E, TCP SA from E to I) as shown by Figure 4.6. Further, we propose using

specific optimizations to reduce the size of an Σ. For instance, rather than considering the entire

possible space of TCP headers such as sequence (seq) and acknowledge (ack) numbers (32-bits

each), their system re-writes these seq and ack number of TCP packets during the actual inference

to adhere to the TCP semantics. By doing so, Alembic does not have to search the space of seq

and ack numbers. Given this background, we discuss two key dimensions that render Alembic

insufficient.

1. Need to consider diverse input alphabets: We designed Alembic (Chapter 3) to model the

firewall for mostly TCP-compliant workloads. However, we need to consider adversarial

scenarios (e.g., out-of-window packets) that “interfere” with the TCP-compliant connection

states. For instance, Scenario 2 (Section 4.1) would not have been discovered if we hadn’t

considered an internal SA. While this is just a simple example, we need a systematic way to
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generate input alphabets to reason about potential evasions.

2. Support for rewriting logic: As this tool, Alembic, makes optimizations to reduce the search

space by rewriting seq and ack numbers during the inference. Unfortunately, we need to

consider adversarial cases where such re-writing logic may not help us to uncover certain

types of evasion attacks. We need to come up with a general way of handling seq and ack

headers during the inference to support various types of input alphabets.

4.3.2 Generating Evasion-Centric Input Alphabets

We discuss how we generate input alphabets (Σ) for the evasion attacks. A strawman solution is

to just generate all possible packets as Σ. Unfortunately, the size of input will grow exponentially

as we need to consider possible combinations of directions, TCP flags, and those TCP packets

that adhere to the TCP semantics and those that do not. Instead, our idea is to come up with an

ensemble of independent Σ where each model learned with a given Σ sheds light on the potential

evasion scenario (i.e., TCP states interfering with packets with the reverse direction). That way,

our method is systematic and extensible to future Σ we may consider.

Further, evasion can happen with or without interfering packets. Hence, we first set a basic Σ

that can reason about attacks using just “non-traditional” sequences of packets (i.e., a sequence

of non-standard TCP flags). Then, we showcase how we generate Σ to reason about interference.

In this work, we only consider interference from packets that share the same bi-directional tuple;

i.e., a TCP packet from lan has source A and destination B and a packet from wan has source

B and destination A. This is a conscious decision as from observations/anecdotes suggest the

firewalls mostly have flaws in processing the state for packets with the same 5-tuples. (It is easy

to extend our design to check if two connections with different source and/or destination interfere

with each other.)

Basic input alphabet: Figure 4.7 shows the two basic input alphabets (Σ). We also denote

abbreviations for input symbols or packet types (e.g., SA and SYN-ACK, DA for DATA).
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Data Injection (DI) Data Injection with Teardown (DI-T) 
SYN: lan
SA: wan 
A: lan; wan 
DA: wan

SYN: lan
SA: wan 
A: lan; wan 
DA: wan

Abbreviation: 
SA : SYN-ACK
R : RST ;    RA: RST-ACK
F : FIN ;     FA: FIN-ACK
DA : DATA 

R: lan; wan
RA: lan; wan
F: lan; wan
FA: lan; wan

Figure 4.7: Basic Input Alphabet for Alembic

• Data Injection (DI) : This Σ helps to reason about potential circumvention just using the

connection setup packets. This Σ has SYN from lan, SYN-ACK from wan, ACK from lan

and wan, and DATA from wan (left column in Figure 4.7).

Interference input alphabet: We now need to consider Σ to also reason about potential eva-

sion from interference with non-compliant TCP packets; e.g., packets that do not belong to the

same connection (e.g., [69, 179]). Specifically, we observe from anecdotes/prior works that the

firewalls can incorrectly map the state with (1) TCP connection with flipped direction (e.g., SYN

from lan vs wan); and (2) packets with out-of-window seq numbers. These cases are “subtle”

such that these packets share the same 5-tuple. However, if a firewall was implemented correctly,

it should have not been considered so.

In this work, we consider four possible types of interference (IX) input alphabet. Given each

IX set, we append them to the basic Σ to reason about firewall’s behavior when it encounters

both types of packets. While we come up with a representative Σ, our design is easily extensible

for a new Σ. Further, we consider interference from connection setup-relevant packets.

1. Reverse directions (IXdir) : These TCP 3-way handshake packets have flipped direction only;

i.e., SYN coming from the wan network, SYN-ACK from lan, and ACK from wan. The seq

and ack numbers are not out-of-window.

2. Reverse direction and random seq/ack numbers (IXdir
rand): These TCP 3-way handshake pack-

ets have flipped direction and also are out-of-window. Specifically, the seq & ack numbers

are randomly initialized.

3. Reverse direction and random seq/ack numbers (IXdir
conn): This case is similar to the previ-
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ous case. However, these out-of-sequence packets themselves form a connection; i.e., their

seq/ack are are in-window among themselves.

4. Packets with out-of-sequence (IXrand): These TCP 3-way handshake packets have the same

direction but are out-of-window and randomly initialized.

A generative model for input alphabets: The generative model for the input alphabet is formed

by considering each of the four basic Σ independently. For each basic input alphabet (Σ), we

append the IX set and reason about the firewall’s behavior. This gives a total of 2 basic Σ and ˆ

5 (1 for basic and 4 for interference) “ 10 input alphabet for each firewall. However, note that

during the model interference, the model may not converge for certain firewalls; i.e., Alembic

assumes that the underlying model is deterministic and fail if this is not the case. Hence, if the

model does not converge for the basic Σ, we do not model for the corresponding input alphabet

appended with IX set.

4.3.3 Extending the Inference Algorithm

We now discuss how we enable the model inference under these diverse input alphabets.

Baseline rewriting logic (RWLogicpq): We briefly discuss the seq/ack rewriting logic of Alem-

bic to reduce |Σ| At a high-level, their tool tracks seq and ack of the transmitted packets and

rewrites them during the inference to adhere to the correct semantics. For instance, suppose the

underlying L* plays this packet sequence of length 2: 1) SYN from A to B from the lan network

(SYN:lan), and 2) SYN-ACK from wan. If the firewall forwards the first SYN to a wan interface,

then the seq number of the transmitted SYN is used to update the seq and ack number of the TCP

packets with a source B and a destination A. We refer to this entire logic as RWLogicpseq “ Xq

where X is the initial seq number.

Rewriting logic to support interference set: We now discuss how we adjust this logic to han-

dle the “interference” packets. The beauty of this extension is in the generality of this design

that makes it extensible and general for future Σ to consider. Note that from the IX sets from
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Figure 4.8: Rewriting logic to handle interference (IX) set

Section 4.3.2, there are cases where we need to subject only a certain group of packets to rewrit-

ing, or subject multiple groups of packets to independent rewriting (i.e., reasoning when two

connections with the same 5-tuple but initialized with different seq number such as IXdir
conn).

For a systematic design, we group packets accordingly and subject each group to a corre-

sponding rewriting logic (as shown in Figure 4.8). For instance, if we consider an interference

set where only a direction is reversed (i.e., IXdir), then we would subject both the basic and the

IX set to have the seq/ack numbers in-sync (the left side of Figure 4.8 shows both sets being

subject to RWLogicpXq). Now, consider an interference set where these packets have a reverse

direction and have out-of-window seq/ack numbers are (i.e., IXdir
rand). Then, packets in the basic

Σ are subject to RWLogicpXq and packets in the IX set are only randomly initialized and not

re-written during the inference. Similarly, for IX where packets themselves form a connection,

then we will independently rewrite seq and ack for this set (i.e., RWLogicpY q). The internal of

modified implementation of Pryde keeps track of which “set” each packet belongs and decides

if/how the rewriting logic is applied. These are all exposed configurable parameters.

4.4 Attack Strategy Generator

In this section, we discuss how we used the inferred models from Section 4.3 to generate concrete

evasion strategies. We discuss how we encode the entire system model and the interaction be-

tween different entities (Section 4.4.1). Then, we demonstrate how we achieve coverage across
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distinct attacks (Section 4.4.2).

4.4.1 Encoding the System Model

Strategy Generator takes an input of a firewall (FW) model (from Section 4.3) and the system

model. The system model is defined by (1) a model of a victim, and (2) the threat model that

defines each entity (i.e., insider, attacker) and their capabilities w.r.t. the packets that they can

send. Specifically, we encode into the model checker that an insider can spoof the source IP and

address of another internal host (e.g., victim).

The output is a concrete evasion strategy, which is an ordered sequences of located input

packets (a concept borrowed from prior work in network verification [126]) mapped to the cor-

responding sender (i.e,. an insider or an external attacker).

At a high-level, a located input packet that comes to either of an interface of a firewall and

we define it below:

Definition 8 (A located input packet). A located input packet, σ, is defined by the following tuple

pintf, srcip, srcport, dstip, dstport, tcp, data, pre, seq, ackq: (1) intf , an incoming interface

(i.e., internal or external), (2) srcip, a source IP, (3) srcport, a source port, (4) dstip, a desti-

nation IP, (5) dstport, a destination port, (6) tcp, TCP flags, (7) data, a Boolean indicating the

presence of a DATA (payload), (8) pre, a prefix indicating whether the seq/ack numbers were

rewritten during the inference to follow the TCP semantics, (9) seq, a sequence number , (10)

ack, an acknowledgement number. For (9) and (10), we use a variable such as X, X+1 to denote

a relation across packets.

A model of a firewall (from Section 4.3) is a Mealy machine and is defined by the following

tuple pQ,∆,O,Φq: (1) Q, a set of states, (2) ∆, a set of input packets, (3) O, a set of output

packets, and (4) Φ, a set of transitions. Similarly, a model of a victim is defined in the same

manner as a firewall.
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Encoding a firewall as a function of time: As mentioned, a concrete evasion strategy is an or-

dered sequence at discrete timesteps; i.e., we need to model the progression of time as a function

of timesteps. For instance, when a firewall gets an event (i.e., get a located input packet), the

timestep T advances to T `1. Such an event changes the “state” of the entire system. Therefore,

we use the following functions to describe a state of a firewall at a given timestep, T:

1. State : QˆT Ñ Bool. Boolean function that indicates if a given state of the firewall, s P Q,

occurs at a timestep T;

2. Input : ∆ ˆ T Ñ Bool. Boolean function that indicates if an input packet, σ P ∆, occurs at

a timestep T;

3. Output : O ˆ T Ñ Bool. Boolean function that indicates if an output packet, o P O, occurs

at a timestep T;

4. Trs : Φ ˆ T Ñ Bool. Boolean function that indicates whether a specific transition, φ P Φ,

occurs at a timestep T. A particular transition is determined by an input packet (σ), output

packet (o), and a current state (s).

We determine the possible sending entities based on the pre-specified thread model. As

dictated by the threat model, an insider can spoof the source IP as a victim. Our encoding is

extensible and more attributes can be easily be added.

Encoding constraints: We briefly describe how we encode these entities. Specifically, we

encode a firewall function using propositional logic with the following constraints:

• At a given timestep T, we encode the following restrictions: (1) exactly one state occurs, (2)

at most one input packet occurs, (3) at most one output packet occurs, and (4) exactly one

transition happens.

• To encode a firewall input model (a Mealy machine), we add pre- and post-conditions to spec-

ify the state transition.

Intuitively, a transition φj at a timestep T implies occurrences of a specific state and an arrival

of a located input packet at the same timestep T. After a transition φj happens, then the state of
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a firewall changes and as a result, we observe a corresponding output packet (defined by a Mealy

machine). This can be represented as:

pStatepsi,Tq ^ Inputpσi,Tqq ùñ
ł

j

Trspφj,Tqq

Trspφi,Tqq ùñ pStatepsi`1,T` 1q ^ Inputpσi`1,T` 1q

^ Outputpoi`1,T` 1qq

We also encode the victim’s model using a similar logic. If an attacker’s packet reaches the

victim, then the next input is dictated by the victim’s model (where in our current victim, a

victim accepts all TCP packets). We discuss how this model could be extended in Section 6.3.1.

Encoding the goal: The goal is to find an ordered sequence of σ that leads to the firewall to

be “evadable” at a given timestep T; i.e., a DATA packet from an external attacker reaches an

internal victim.

4.4.2 Discovering Semantically-Different Attacks

To discover concrete attack strategies (i.e., sequences of a located input packet mapped to a

corresponding sender), we leverage the idea from a bounded model checking (BMC) [82] where

we find counterexamples with a bounded length. BMC is a common technique to find bugs in

software that can be identified within a few iterations (i.e., timesteps in our case). By default, the

solver terminates upon finding one counterexample. To find a new counterexample, we must add

additional constraints to block this counterexample and make a new call to the solver. However,

this procedure would find many attacks that may be semantically-identical. Since the model-

checker can be time-consuming, instead of outputting thousands of semantically-identical attacks

and then do post-processing, we made a design decision to encode additional constraints that

block semantically-identical attacks during the search. This procedure is repeated until no more

counterexamples are discovered.
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We now discuss the invariant of the attacks we output and the refinement strategy we use to

enable the discovery of semantically-distinct attacks.

Loop-free invariant: To efficiently search over the state space of a firewall’s model, we want to

output an attack string that uses a minimum of packets in traversing the state-space of a firewall.

Hence, we encode a loop-free invariant into our model.

Definition 9 (Loop-free invariant). A state, si, can appear at most once in a state sequence

s1 ¨ ¨ ¨ sn transitioned by an attack sequence, p1 ¨ ¨ ¨ pn, where pi is a located input packet.

Refinement strategy: Given this loop-free invariant, when we discover an attack packet string,

a, composed of a sequence of located input packets, tp1 ¨ ¨ ¨ pnu, we exclude the exact packing

string match. Hence, our refinement strategy corresponds to exclude equivalent strings.

Semantically-distinct attacks: Having defined the loop-free invariant and the refinement strat-

egy, we can define semantically-distinct attacks. Note that, we can only provide this definition

given the same input template (where the input space is identical).

Definition 10 (Semantically-distinct attack). Given two loop-free attack strings, a and a1, they

are semantically distinct if a ‰ a1.

By construction, the attack sequences (strings) generated by our tool are loop-free (from

Def. 9). Additionally, as we do an exact string matching as a refinement strategy, all attacks that

we output are semantically distinct.

4.5 Evaluation

System implementation: We implemented Pryde in Java atop Learnlib [162], an implementa-

tion of L* [62] for the Model Inference. We also built a custom Python based model checker

using the Z3 SMT solver [90]. We implement other supporting modules for packet generation
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using Scapy [27]. Additionally, we have an automated framework to spin up the ModelInference

in Amazon EC2 or Cloudlab [94].

Setup: We use 4 off-the-shelf firewall implementations (i.e., FW-1, FW-2, FW-3, FW-4); three

of them are proprietary firewalls and one has an open-source implementation (but we emulate

it in a black-box manner). Two proprietary firewalls (i.e., FW-1, FW-2) were from the Amazon

EC2 marketplace [40] and were set up in Amazon EC2. We ran FW-4 and FW-3 in VMs in

VirtualBox [35] in CloudLab [94]. We ran the Strategy Generator to find attacks of length 1 to

7. To test concrete attacks, we set up a sandbox network with an insider, a victim, an external

attacker, and the stateful firewall (configured to only allow TCP traffic from external hosts on al-

ready established connections as discussed in Section 4.1). We inject the packets via attacker and

insider as dictated by the concrete attack strategy. For each firewall, we consider the following

candidate input alphabets to identify evasion opportunities:

1. Baseline: Basic Σ without involving interference packets

2. IXdir: Interference by reverse direction only;

3. IXdir
rand: Interference by reverse direction and out-of-window packets with random seq and ack

numbers;

4. IXdir
conn: Interference by reverse direction and out-of-window packets that adhere to the con-

nection semantics w.r.t. seq and ack numbers;

5. IXrand: Interference by out-of-window packets with random seq and ack numbers.

For each template, we run the model inference and the attack generation for 1) Σ involving

connection setup packets (i.e., Data Injection from Section 4.3.2), and 2) Σ for Data Injection

with Teardown.

4.5.1 Aggregate Summary of Attacks

We first start with an aggregate summary and discuss the effectiveness of the strawman solutions.
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Figure 4.9: Aggregate summary of semantically-distinct attacks found against 4 firewalls

across all input templates
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Figure 4.10: Breakdown of the distinct attacks we found for each attack length against all

firewalls (Y-axis on a log scale)

Aggregate summary: Figure 4.9 shows the number of successful evasion attacks across all

input alphabets. We found 2,591 semantically distinct attacks against FW-1, 2,355 against FW-2,

8,220 against FW-3, and 294 against FW-4. These attacks are loop-free and semantically distinct

given Σ (Section 4.4.2). (For attacks across templates, we compressed identical attack strings.)

From the Baseline templates, we have 1 attack (out of 294) for FW-4, 1253 (out of 2,591) for

FW-1, 844 (out of 2,335) for FW-2, and 1,253 (out of 8,220) for FW-3. The attacks found using
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this template are the ones that come from non-traditional sequences of the TCP packets. The rest

of the templates help Pryde to discover attacks that come from the TCP packets (with identical

5-tuple) inferring the seq/ack numbers and/or other TCP connection with the reverse direction.

For completeness, we also present the number of states for the inferred models in Table 4.1.

FW-1 FW-2 FW-3 FW-4

Template (1) (2) (1) (2) (1) (2) (1) (2)

Baseline 8 23 3 12 4 56 2 2

IXdir 14 27 14 15 4 63 2 3

IXdir
rand 11 36 5 16 10 63 57 N/A

IXdir
conn 15 50 7 11 10 78 30 N/A

IXrand 10 10 3 11 18 62 55 247

Table 4.1: Number of states for inferred models (N/A means that the model inference did

not converge); (1) involves only connection setup, DI, and (2) involves teardown packets,

DI-T

The number of distinct attacks is correlated with the number of states (i.e., the complexity

of the stateful semantics) and whether that attack can be discovered with the bounded length.

We see a relatively smaller number of attacks for FW-4 as (1) the size of the inferred FSMs are

smaller in contrast to FW-3 (i.e., 2 for Baseline with teardown vs. 56 for FW-3), or (2) for one

large FSM (more than 200 states), we did not find an attack within a bounded length. Here,

the take away is that there are hundreds to thousands of attacks leading to circumvention; i.e.,

patching one such code-path or sequences will be insufficient.

We also summarize the successful attacks based on the length of an attack sequence (Fig-

ure 4.10), where the y-axis is in a log-scale. We see a magnitude higher number of attacks for

larger attack lengths. While all attacks are equally important, the attacks with longer sequences

are likely more subtle in exploiting the implementation error/nuances of the firewalls (more detail

in Section 4.5.2).

100



Attack length
Total

1 2 3 4 5 6 7

# generated attacks 1 5 25 125 625 3,125 15,625 19,531

With an insider

FW-1 0 0 0 0 0 1 2 3

FW-2 1 5 25 125 625 3,123 15,618 19,522

FW-3 0 0 0 0 0 0 0 0

FW-4 0 0 1 3 15 91 586 696

Table 4.2: Number of raw attacks found using random fuzzing

Comparison with strawman solutions: We consider a random fuzzing strategy that randomly

generates packet sequences of lengths 1 to 7; the last packet in a sequence is a DATA packet from

an external attacker. Hence, we only have one attack for a length of 1. For an attack sequence of

a length, L` 1, we generate 5ˆ the number of attacks for a length of L (giving a total of 19,531

sequences). Now, to pick each TCP packet in a sequence, we randomly sample values from

“valid” TCP flags (i.e., SYN ¨ ¨ ¨ , and a DATA packet), a direction (i.e., internal vs. external),

and concrete values of seq/ack numbers. Despite the strategy being called the random fuzzing,

we only generate “valid” TCP packets (i.e., being generous). Further, as we lack information

on the state each packet traverses to enforce the loop-free invariant and the refinement strategy

(Section 4.4.2), we only report the “raw” number of attacks. (It turns out non-trivial and there is

no one-to-one mapping to project this randomly-generated sequence to our inferred models.)

Note that using an insider was a pre-condition found by Pryde and this unconventional (but

realistic) threat model is one of our insights. However, even if we consider the fuzzing strategy

with an insider (i.e., being extremely generous to a fuzzing strategy), this strategy is highly

ineffective. Specifically, for FW-3 and FW-1, the strategy discovers only 0 to 3 raw attacks

(from 20K generated ones). Table 4.2 shows the results. The results, 3 attacks against FW-1

and 0 against FW-3, contrast with 2,591 distinct attacks we discovered against FW-1, and 8,220

against FW-3. For FW-4, the random fuzzing found 696 raw attacks (may not necessarily be
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distinct). This is natural as the state space of FW-4 is quite simplistic (i.e., only 3 states for

the IXdir with teardown packets). Hence, it is relatively easy to get to a goal state. FW-2 has

a close to 100% success rate. That is, as we will see in Section 4.5.2, FW-2 allows a DATA

originating from an external network (even with an explicit “drop” rule). Hence, it is very easy

for any strategy to generate working evasion strategy for FW-2. At a high-level, this strategy is

ineffective and not robust across firewall implementations.

We briefly also evaluate the strategies found by a related work [69] on censorship evasion,

which is an orthogonal problem to our own. The system model in this body of work [69, 179] is

considerably different as these censorship firewalls need to allow users accessing (un-censored)

contents and, hence, has a default-allow policy. However, we still evaluated the 24 published

strategies from Geneva. To map their attacks to our setting, an external web server maps to our

internal victim, serving content, and their internal evader maps to our external attacker (evading

an enterprise firewall). Across all 4 firewalls, none of these 24 strategies worked (i.e., a victim

doest not receive a DATA packet). This is even true for FW-2 as the initial SYN from an external

attacker is dropped (due to the default-drop policy). We discuss more about this body of work

and also broadly, about applying genetic algorithms or model-free approaches for our problem

context in Section 6.3.
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Figure 4.11: Cross-validating the discovered attacks by taking successful attacks against a

firewall (x-axis) and testing on a firewall (y-axis) and reporting the attack success rate
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Pairwise overlaps of successful attacks: First, we took the successful attack sequences from

each vendor and replayed the sequence on other vendors. Figure 4.11 shows the results. For

FW-2, attacks from the other three vendors lead to successes. This is because the FW-2 forwards

a DATA packet to an internal host in all states (more details in Section 4.5.2). However, other

than FW-2, we see low success rates for attacks seen in FW-4 and FW-2 on other firewalls; only

23.5% of attacks from FW-4 work on FW-1. We revisit this when we look at the structure of

these attacks in-depth.

4.5.2 Structure of Evasion Attacks

Clustering attack sequences: To help us shed light on the structure of the uncovered attack

sequences, for each firewall vendor we cluster the packet sequences as follows. In our clustering

formulation, each data point is an attack sequence composed of an ordered sequence of located

input packets (Def. 8). From each located packet, for the clustering purposes, we exclude the

specific values used for seq/ack numbers but a prefix (that indicates whether the seq/ack numbers

was re-written to comply to the TCP semantics). For each pair of sequences, we compute the

Levenshtein edit distance. Given this metric, we run a complete-linkage hierarchical clustering

algorithm, with a pre-specified target number of clusters. As the attacks differ across vendors,

we used a different number of clusters (3 to 7) for each firewall vendor.

For each cluster, we report a concrete attack sequence with the shortest attack length as a

canonical example. We also depict other polymorphic variants within the cluster as required.

Similar to Section 4.1, we use timing diagrams to specify these canonical attacks. In our dia-

grams, V refers to the victim, I is the insider, and E is the external attacker. A “dotted” line

indicates whether a non-data packet reaches a victim. A bold line means that a DATA packet

reaches a victim (i.e., successful circumvention). Further, each label in a line specifies the (TCP

flag, seq, ack) from a located input packet; we use abbreviations for TCP flags (e.g., S for SYN,

DA for DATA).
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Figure 4.12: Evasion attacks against FW-1 across 5 clusters.

FW-1: From 2,591 attacks, we learned 5 clusters of size 2057, 163, 147, 144, and 80, respec-

tively described below:

• C1) Incomplete handshake and variants. Scenario 1 (Figure 4.4) from Section 4.1 is the

shortest-length attack in this cluster. Here, the firewall allows a DATA packet just after seeing

an SYN from an insider followed by a SYN-ACK from an attacker. A natural question is

whether patching this specific sequence may remove this vulnerability. Unfortunately, this is

not the case. Figure 4.12a shows other polymorphic variants that is more subtle and involves

the connection state being “disrupted” by a teardown packet (i.e., RA). We also find hundreds
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of variants traversing other parts of the firewall state-space; i.e., patching this problem can be

non-trivial as an attacker may use other sequences.

• C2+C3) SYN disrupted by RST or RST-ACK and variants. The next two clusters con-

tain attacks involving an initial SYN packet disrupted by an external RST packet (C2) or a

RST-ACK packet (C3). The shortest sequence in this cluster is 6, indicating this attack is

subtle; i.e., random fuzzing cannot discover these. Figure 4.12b shows that after an insider

sends a SYN followed by a RST packet from an attacker, an insider and an attacker exchange

three additional TCP packets, leading to circumvention of a DATA packet. There are many

variants of this basic attack as well (not shown for brevity).

• C4) Simultaneous open and variants. The fourth cluster with 144 attacks exploits how the FW-

1 handles the case where two SYN packets are concurrently sent from both directions. (This

was found using the IX templates.) Figure 4.12c shows that in the shortest attack sequence.

After the first SYN from an insider, the attacker sends a SYN packet, which drives the firewall

to another state (i.e., simultaneous open). After that point, the attacker sends a SYN-ACK

followed by a DATA packet, reaching the victim. Again, we find many variants that explore

the other regions of the state space using a variety of TCP flags (e.g., FIN-ACK, RST, and

even DATA packets).

• C5) SYN retries and variants. The last cluster of 80 attacks exploits possibly incorrect han-

dling of connection state after SYN retries. Figure 4.12d shows the shortest attack of length

6. We may think that to exploit SYN retries, we need a SYN-ACK to drive the firewall to

an incomplete handshake state (similar to C1). However, we also find an interesting variant

(Figure 4.12e) that does not involve any SYN-ACK packet to exploit the SYN retries feature!

One invariant we observe here is that the first SYN packet that needs to be sent from an

insider. However, as we will see shortly, this is not the case for other vendors (i.e., FW-2).

FW-2: We found 4 clusters of size 824, 806, 422, and 303, respectively. Recall that (Section

4.5.1), FW-2 allows a DATA packet from an external attacker even with an explicit drop rule
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Figure 4.13: Evasion attacks against FW-2 across 4 clusters

(Figure 4.13e).

• C1) Internal ACK and variants. Attacks in this cluster use an external ACK from an attacker

as the first packet. Figure 4.13a shows the shortest example. After an internal ACK followed

by an external FIN-ACK (FA) packet, an attacker can circumvent and send a DATA packet.

It is surprising that an ACK transitions the connection state without a SYN packet! This is the

largest cluster and again has many variants (not shown).

• C2+C4) Internal SYN and variants. The second and the fourth clusters entail using an internal

SYN packet followed by non-traditional packet sequences. Figure 4.13c shows one shortest
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example and Figure 4.13d shows an attack of length 7. This is interesting as for the other 3

firewalls, having the first SYN was a requirement but for FW-2, this is just 2 clusters out of 4.

• C3) External TCP packets with ACK flags and variants. This cluster involves a first TCP

packet with an ACK flag (e.g., a DATA packet with an ACK bit or an ACK packet). The

shortest attack involves one DATA packet (Figure 4.13e), but there are numerous variants

involving a range of lengths.
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Figure 4.14: Evasion attacks against FW-3 across 7 clusters

FW-3: We identify 7 clusters of sizes 7,621, 212, 198, 63, 58, 37, and 31, respectively.

• C1+C4) Incomplete handshake and variants. The attacks in these clusters exploit a connection

state being disrupted after an incomplete handshake. Figure 4.14a shows an example where

after the initial SYN and SYN-ACK exchanges, a firewall seeing a FIN-ACK packet leads
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to a circumvention. Cluster 4 is also a special case where the packet disrupted an incomplete

handshake is a FIN-ACK packet (Figures not shown).

• C2+C3) SYN retries + an external SYN-ACK and variants. The attacks in these clusters

exploit a connection state being disrupted. Figure 4.14b shows an example where after SYN

retries, followed by an external SYN-ACK packets and other TCP packets lead to a circum-

vention.

• C5) Internal SYN+ACK (optional) variants. The shortest attack in this sequence is identical

to that of a FW-1’s attack. Specifically, after a SYN followed by a SYN-ACK packet, the

FW-3 allows an external DATA packet.

Other attacks in this cluster exploit a combination of an internal SYN and ACK packets.

Figure 4.14c shows such an example. This cluster is quite interesting as these attacks are

neither simultaneous open, SYN retries nor an incomplete handshake, but rather some strange

packet combinations.

• C6) Simultaneous Open and Variants. Figure 4.14d shows an example that only involves

3 attack packets. That is, after the SYN exchanges, the firewall directly allows an external

DATA packet. This is in contrast with the attacks against FW-1 (Figure 4.12c) and FW-4 (left

of Figure 4.16) exploiting simultaneous sequence; these require longer sequences. However,

in the case of FW-3, only after SYN exchanges, an external DATA packet is allowed! There

are many variants that also required a longer attack path (now shown).

• C7) Multiple SYN packets and Variants: Attacks in this cluster involve multiple SYN packets

in both directions. Figure 4.14e shows such an example. Explaining this fully is outside our

scope; we posit that each packet is responsible for affecting the connection state, and hence,

critical in enabling an attack.

FW-4: We clustered FW-4 attacks using 3 clusters. From 294 attacks, we learned 3 clusters of

sizes 199, 84, and 11, respectively.

• C1) SYN+ (optional) ACK and variants. Many attacks in this cluster contain some combi-
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Figure 4.15: Evasion attacks against FW-4 exploiting SYN + (optional) ACK from (C1)

nation of internal SYN and ACK packets. Some also exploit an incomplete handshake (Fig-

ure 4.15a). After the initial SYN packet from an insider, the FW-4 forwards a DATA packet

from an attacker to otherwise an unreachable victim. The right side of Figure 4.15 shows an-

other attack where 3 packets are injected. That is, after the initial SYN followed by an ACK

from an attacker, the FW-4 replies with a RST packet. However, an attacker can send a DATA

packet. This was flagged as a distinct attack from the previous one as the state space traversed

differs.

• C2) Simultaneous open and variants. Attacks here exploit the simultaneous open mechanism

(Figure 4.16a). Again, the shortest attack length is 6, indicating the subtlety required (and

contrasting with FW-3 which had an attack sequence length of 3 as shown in Figure 4.14d).

Interestingly, a FW-4 sends RST packets when it sees unexpected TCP packets (unlike, FW-1,

for instance).

• C3) SYN+ multiple DATA and variants. The last cluster is interesting in that these attacks use

multiple DATA packets (Figure 4.16b). The intermediate DATA packets are required to drive

the connection state but are dropped by a firewall (who replies with a RST packet). However,

eventually, the firewall allows the third attempt! While omitted for brevity, we find multiple

variants.
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Figure 4.16: Evasion attacks against FW-4 from (C2) and (C3)

4.6 Other Related Work on Firewall Policy Checking

We now discuss the related work specific to Pryde. Specifically, we discuss orthogonal efforts

that test and verify whether the firewall ruleset is correctly configured (e.g., [54, 56, 184]).

These efforts are orthogonal as Pryde (and other related efforts we presented in Chapter 2) finds

attacks that exploit the subtle implementation nuances as opposed to testing or verifying the

correctness of firewall ruleset. Many of them use abstractions such as Binary Decision Diagrams

(FIREMAN [184]) or a directed graph [55] to verify the FW ruleset. Further, the work by El-

Atawy et al. [54] generates test cases to identify misconfiguration by designing a mechanism to

reduce the search space. At a high-level, these works are orthogonal to Pryde since they do not

focus on discovering implementation errors but on how the rules are configured.

4.7 Countermeasures

In the short term, we envision two fixes. First, vendors could use our generated models and attack

strategies and identify bug fixes. While fixing such logic bugs completely may be difficult, as a
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starting point, we could focus on fixing bugs up to a length X. Here, the models learned from

AmpMap could help narrow down the exact code region or path for any given attack sequence.

We envision doing this iteratively; i.e., after patching specific vulnerable sequences, we can

rerun AmpMap to validate and identify new evasion attacks. Second, operators can use our

attacks to synthesize policies for traffic normalizers [114]. Some of our post-processing analysis

for summarizing the patterns of attacks may help in this process (e.g., generating signatures).

A longer-term option would be to use some type of program synthesis or formal verification

techniques to generate the FSM handling parts of the firewall that are correct by construction.

4.8 Summary

Stateful firewalls are the “workhorse” of operational network security but are surprisingly hard

to implement correctly. As such, vulnerabilities in the semantics of the stateful processing can

lead to fundamental sources of evasion attacks that can manifest even if the policies are config-

ured correctly. Our work on Pryde automatically synthesizes evasion strategies with a model-

guided approach by taking as input only a black-box firewall implementation. Specifically, our

model-guided workflow is inspired given that these attacks exploit nuanced implementation er-

rors. Pryde build upon Alembic to enable a scalable model inference to reason about adversarial

scenarios. Pryde is extensible and can be used for analyzing a variety of scenarios, though in this

work as a starting point we focus on the circumventing a DATA to a victim host. Our analysis of

multiple production-grade firewalls reveals that: 1) there are more than hundreds (or a thousand

for some cases) of distinct attack sequences for each firewall; and 2) these attacks are subtle that

would be difficult to discover if we had done them manually or used structure-free approaches.
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Chapter 5

AmpMap: Accurately Measuring Global

Risk of Amplification Attacks

The Problem: Many recent high-profile Distributed Denial-of-Service (DDoS) attacks rely on

amplification [154, 165]. If a source IP address can be spoofed, any stateless protocols in which

the response is larger than the query can be abused. While there are a variety of best practices

to mitigate this situation [3, 4, 5] given that spoofing is possible, they are unevenly applied.

Spoofing the victim’s IP may be avoidable in a future Internet (e.g., [61]), but it continues to

be possible from a large number of ISPs [15]. Finally, there continue to be many public-facing

servers that can be exploited for amplification [165]; many servers do not apply best-practice

mitigation (e.g., rate limiting, restricting access).

As networks evolve and server deployments change, the potential for amplification attacks

changes over time. For instance, new avenues for amplification emerge (e.g., botnet, gaming

protocols) and unexpected vectors for known protocols are discovered [24]. In light of the con-

tinued threat of amplification, we argue that we need an Internet-scale monitoring service that

can systematically and continuously measure the empirical risk of amplification [11, 18]. We

envision a service that periodically maps each server to query patterns yielding high amplifica-
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tion and quantifies these amplification factors (AF). Such a framework can serve as an empirical

foundation for cyber-risk quantification that many have argued for [10, 14]. Furthermore, it can

inform remediation efforts such as throttling servers, generating signatures, informing protocol

changes, and provisioning of defenses [10, 14].

At first glance, it seems that we can use or extend existing scanning services that look

for and enumerate open/public servers for different protocols (e.g., Censys [95], ZMap [96],

openresolver [13] monitoring open DNS resolvers, shadowserver [29] reporting on

open CharGen, LDAP, QOTD, and SNMP servers, among others). For instance, we can (1) mul-

tiply the number of open servers with previously reported amplification factors (AF) [10, 165],

or (2) extend these scans to probe servers using a set of “known” query patterns (e.g., send ANY

requests to DNS servers) to account for per-server factors (rather than using a single global am-

plification factor for all servers). Unfortunately, these have fundamental shortcomings (Section

5.1.2). These either assume that the amplification that servers yield is homogeneous or that the

servers share an identical set of query patterns. In reality, we see significant and unpredictable

variability in amplification across servers (including within servers running the same software

versions) and query patterns that yield amplification. Thus, these approaches are inaccurate for

estimating the empirical risk and for informing remediation efforts.

At the other extreme, we can envision a brute-force approach of sending all possible protocol-

compliant queries to servers for each protocol. Unfortunately, the search space of possible

queries is large (e.g., NTP has multiple 32-bit fields). We can also consider simple fuzzing or

existing heuristic-based optimization techniques but they all have fundamental limitations as the

relationship between the packet field values and amplification can be quite complex. This high-

lights a fundamental tension between the overhead of such an amplification-monitoring service

and its utility.

The Solution: In this chapter, we present AmpMap [147], a framework for measuring the risk

of amplification with a low network footprint (i.e., ă 1.5K queries per server) that accounts for
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both the server- and query-specific variability. Our approach builds on key structural properties

of amplification-inducing query patterns.

• First, we observe that distinct amplification-inducing query patterns overlap in terms of values

in protocol fields. This locality structure suggests that if we find one such pattern, we can

potentially uncover other related patterns by changing one field at a time (i.e., assume that

each field in N-dimensional space is “independent”).

• Second, we use smart sampling strategies to explore the search space of large (e.g., 16 or 32

bit) fields based on the insight that these either do not affect amplification (e.g., timestamp

for NTP), or when they do, have contiguous structure (e.g., edns payload for DNS).

• Finally, even though servers/implementations are diverse, they share some similarities. This

helps us further reduce overhead and improve fidelity by sharing insights across servers.

(While we acknowledge that these insights may not be universal for all protocols, these hold

in practice for many protocols that have been popular targets.)

Findings and Evaluation: Leveraging these structural properties, we implemented AmpMap,

validated our parameter settings in lab settings, and ran real-world measurements. Our key find-

ings (Section 5.4) are :

• Uncovering new patterns and polymorphic variants: In addition to confirming findings from

prior work (e.g., GetBulk for SNMP [5], ANY or TXT for DNS [5, 165, 176]), we discovered

new patterns and polymorphic variants (from known ones). Table 5.1 summarizes these find-

ings. We highlight some of the interesting or high amplification-inducing patterns. For NTP,

apart from the MONLIST request, we discover “get restrict” and “if stats” can also incur more

than 500ˆ amplification factor (AF). For SNMP, apart from GetBulk [5, 165], we find that

GetNext can incur AF up to a few hundred! For DNS, we also uncover “multiple” patterns

(e.g., URI, SRV, CNAME records) that collectively incur 21.9 ˆ more risk than a popular-

known pattern (ANY requests). While some of DNS patterns have been pointed by (mostly)

the operational community (e.g., A, RRSIG [166, 176, 180]), many have not been documented
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Known patterns
AmpMap-discovered

New patterns Polymorphic variants

DNS
edns:0,

recordtype: ANY [3], TXT [28]

edns ‰ 0,

recordtype: LOC, SRV, URI ¨ ¨ ¨

rd:0 (off)

dnssec:0 (off)

ednspayload:ă512

NTP MONLIST [4, 165]

if stats

if reload

get restrict

peer list

peer list sum

SNMP v2 GetBulk [5, 165]
GetNext

Get

Vary OIDs;

number of OIDs

Chargen Character request None None

Memcached Stats [5] None None

SSDP Search request [5, 165] None
ssdp:all

upnp:rootdevice ¨ ¨ ¨

Table 5.1: Summarizing known, unforeseen, and polymorphic query patterns found using

AmpMap

to the best of our knowledge. We also discover polymorphic variants due to server diversity;

e.g, for GetBulk request, SNMP servers can incur a magnitude “higher” AF with certain OID

(object identifier) and the right number of OIDs to query for.

• Variability across servers and protocols: We observe significant variability with the AF that

each server can yield; e.g., the AF can vary between 0 to 1300 for NTP. This confirms we

cannot assess amplification risk by looking at mega-amplifiers or simply counting the number

of servers. We also observe substantial variability in the AF distribution across protocols; e.g.,

DNS servers can yield AF above 100 but 60.4% for Chargen. Such variability across multiple

dimensions calls for the need to do periodic measurements rather than one-time analysis.

• Empirical risk quantification : By analyzing our data, we unfortunately find that just disabling
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the top few known patterns is far from enough; e.g., blocking EDNS0 and ANY or TXT for

DNS still leaves 17.9ˆ the residual risk from “other” patterns (Table 5.6). Further, using an

additive risk metric (Section 5.1), we highlight the imprecision of the risk estimated by prior

work. Even if we focus on the known patterns (e.g., GetBulk for SNMP), existing techniques

underestimate SNMP risk by 3.5ˆ and overestimate Memcached risk by 5.6Kˆ and DNS by

1.9ˆ. If we consider new patterns, then the inaccuracy gets worse; e.g., DNS risk is underes-

timated by 11.9ˆ.

Having summarized our findings, we now put them in a historical context. Specifically, while

UDP-based amplification attacks have been known for decades in the security community [154]

and exploited at scale [11, 18], AmpMap takes a systematic approach in understanding the attack

landscape. In doing so, AmpMap uncovers new query patterns (i.e., new vulnerabilities) that can

be exploited for UDP-based amplification attacks and confirms the known vulnerabilities that

have not been patched. Further, using AmpMap, we question our prior understanding that only

a few patterns yield high amplification by uncovering many other new patterns that can collec-

tively incur even higher amplification that the know ones combined. Given the complexity of

the amplification attack landscape and variability of attack vectors across server instances, we

need an AmpMap-like Internet health-monitoring framework that can automatically and system-

atically map out these attacks. Our findings can inform remediation efforts such as generating

signatures, throttling servers, and informing protocol changes.

Ethics and Disclosure: We have also disclosed the newly discovered patterns to relevant stake-

holders such as CERT, vendors, and IP address owners (Section 5.5.2).

5.1 Background and Motivation

We start with a background on amplification attacks. We then motivate the need for empirically

measuring amplification risk and discuss why strawman solutions are insufficient.
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Primer on amplification: In an amplification attack (Figure 1.5 from Section 1.1), the attacker

spoofs a victim’s source IP and sends a small query/request (e.g., 60 bytes) to one or more public

servers that act as amplifiers. These amplifiers send large responses to the victim. The amplifica-

tion factor (AF) is the ratio of the query/response sizes; e.g., |r|
|q|
“ 100 in Figure 1.5. AF is also

referred as BAF (bandwidth AF) in prior work [10, 165]. (We do not report packet amplification

ratios for brevity.) Amplification attacks are well known [154] and have been exploited at scale

(e.g., [24, 31, 32]). For example, one of the query patterns that induce high amplification for

DNS is x id:*, recordtype:ANY, edns:0, payload:(1000,65535) ¨ ¨ ¨ y. Here, edns is set to version

0, allowing a DNS server to use the non-default “payload” size and send large responses (default

payload is 512-bytes) . The payload is set to greater than 1K (to overwrite the default 512-bytes),

and recordtype is set to ANY (all records for a given domain).

5.1.1 Motivating Use Cases

We summarize two motivating use cases as argued by prior academic and policy efforts (e.g,.

[10, 14, 165]). For both use cases, there are two relevant aspects for each server/amplifier:

(1) which query patterns cause large amplification, and (2) how much amplification each query

pattern induces.

U1) Assessing cyber risk: Network operators need to know whether, and by how much, their

deployments are susceptible to amplification. Policymakers need a risk assessment to focus their

remediation efforts on the highest priority risk. Given a query pattern, p, for a protocol, proto,

and a set of servers, S, we define a simple additive risk metric as follows:

RiskMetricpp, Sq “
ÿ

siPS

AFpsi, pq (5.1)

Then, given a set of patterns, P , the total risk then is the summation of the risk for each pattern,

p P P . Even though this does not consider other factors [10] (e.g., outbound link capacity), it is

an instructive metric to quantify risk.
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U2) Inform defense efforts: Operators need to know which query patterns induce amplifica-

tion to take appropriate defenses (e.g., block or throttle responses). Similarly, protocol designers

and vendors need to know these patterns to (1) guide the design of future protocols, and (2) as-

sess whether particular remediation (e.g., disabling a feature) can reduce the risk. Lastly, ISPs

and operators need to know the degree to which servers are susceptible to amplification to in-

form capacity provisioning for defenses. For this, the per-pattern risk can also help prioritize the

remediation efforts to focus on the largest threats first.

5.1.2 Case for a Measurement Service

Given these use cases, we can consider some seemingly natural strategies derived from (or ex-

tended from) from prior work in amplification analysis (e.g., [10, 85, 165]):

• S1) Scan for open servers : Using a count of the number of open servers, we can multiply this

number by a fixed known AF (e.g., 556 for NTP [33]). For instance, if there are 1M open NTP

servers, this approach would multiply 1M by 556 AF; for a 50 bytes request, this translates to

27.8 billion bytes. Such information can be used for risk quantification (U1) and for informing

network operators of their servers (U2) akin to existing efforts (e.g., [10]).

• S2) Probe servers using fixed patterns : (S1) assumes that servers have identical risk and

does not account for multiple patterns. A more advanced strategy is to probe servers using

previously known patterns and record their AFs (e.g., DNS [175], NTP [85]). Then, we can

use this to assess risk (U1) and construct signatures (U2). There can be different options for

choosing which patterns to probe (e.g., taking the known patterns, taking the top-K patterns

from random sampling).

• S3) Customize S2 for different server software: (S2) did not account for the variability of

query patterns across servers. If servers with the same software setup have similar patterns,

then we can run (S2) once for each “software setup” (e.g., Bind 9.3, Dnsmasq 2.76). That way,

we can reduce the number of probes we send.
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To understand if these strategies are effective, we run a small-scale measurement study using

DNS (as an example) as its amplification properties are seemingly well understood [33, 165]. We

identify a set of 172 queries based on three fields (recordtype, edns, rd or recursion desired) that

are known to affect amplification [3, 5, 165]. (We generated 172 queries using combinations of

43 values of recordtype=tA, NS, CNAME, ¨ ¨ ¨ u, edns=t0, 1u, and rd=t0, 1u.) (As we will see

later, that these 3 fields do not represent the full set of fields that affect amplification. Rather, we

use this as an illustrative set of query patterns to highlight why these strategies are imprecise.)

Then, we pick a random sample of 1K DNS servers from Censys [95], send each of the 172

queries, and record the AF per query. We also obtained the version string (if available) for each

server using Nmap.

In this dataset, we observe 94 unique patterns that incur ě δ AF (δ=10) with a total risk of

125.8K AF (using Eq. 5.1); if these servers are connected to a mere 10 Mbit/sec connection,

125.8K translates to 918 Gbps across 1K servers.1 Using this “ground truth,” we evaluate the

above strategies using two metrics: (1) the risk estimation accuracy (for U1); and (2) the number

of query patterns missed (for U2).

Strategies % Error in Risk (U1) # missed patterns (U2)

S1
Scaling by

number of servers
4.5ˆ Ó N/A

S2

Using known patterns 5.7ˆ Ó 90 (out of 94)

Top-K from random samples 20ˆ Ó 86 (out of 94)

Top-K from ground-truth data 3.6 ˆ Ó 84 (out of 94)

Table 5.2: Effectiveness of S1 and S2 in enabling use cases

Table 5.2 summarizes these metrics for S1 and S2. For S1 of multiplying by a known AF

factor, we use a factor of 28 as reported earlier [3]. For S2, we considered three possible in-

stantiations: (1) using known query patterns from prior works (edns 0 and recordtype ANY or
160 bytes/query ˆ 128.5 avg AF / server ˆ 1K servers ˆ 8 bits/byte ˆ 14,880 query/sec (using 10 Mbps and a

frame size of 84 bytes).
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TXT [3, 176]), (2) using the top-10 queries across servers w.r.t. the AF values across servers af-

ter randomly sampling 20% of the possible values of three fields space; and (3) using the global

top-10 patterns from the entire data. Note that (2) and (3) are extremely generous; in practice, we

do not know the global top-10 a priori, and the actual space of queries is much larger than just

172 queries. We see that S1 of scaling server count under-estimates the risk by 4.5ˆ. Depending

on the scaling factor, the risk may also be significantly over-estimated. S2 also under-estimates

the risk (U1). We also see that S2 misses many query patterns (U2).

We also observe that this aggregate estimation error across 1K servers translates to large

percentages (%) of residual risk for “each server” (if we had used S2). Consider the cumulative

distributive function (CDF) of the % of the residual risk for each server. 50% of the servers

would have: (1) ě 68% residual risk (if we had blocked the top-10 patterns from the ground-

truth, which is infeasible in practice), (2)ě 72% residual risk (if we had blocked only the known

patterns), and (3)ě 82% residual risk (if we had taken top-10 patterns after random sampling the

header space). The trend does not really get better, even if we had used other top-K (e.g., 20).

Finally, Table 5.3 shows the ineffectiveness of S3 for top-5 version (ranked by the number

of servers that have at least one query that induces AF ě δ in the dataset). Here, we define that

servers have identical software setup if they share the same vendor and a major version.

% Error in Risk Estimation (U1);

(# of missed patterns / # total patterns) (U2)

Microsoft 6.1 Dnsmasq 2.52 Dnsmasq 2.40 Dnsmasq 2.76 Bind 9.9

Using known

patterns

14.4ˆ Ó

(76/80)

2.7ˆ Ó

(27/31)

6ˆ Ó

(38/42)

3.8ˆ Ó

(44/48)

8.8ˆ Ó

(72/76)

Top-K from

random samples

8.7 ˆ Ó

(70/80)

3.6 ˆ Ó

(27/31)

44.2 ˆ Ó

(41/42)

31.6 ˆ Ó

(45/48)

7 ˆ Ó

(66/76)

Top-K from

groundtruth

4.5ˆ Ó

(70/80)

1.2ˆ Ó

(21/31)

3.8ˆ Ó

(31/42)

1.7ˆ Ó

(38/48)

6ˆ Ó

(66/76)

Table 5.3: Effectiveness of S3 that does per-version analysis
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To understand why these strategies are inaccurate, we analyzed this data further. To explain

our analysis, we define some terms. Given a server, si, let Qi be the set of queries that incur AF

ě δ; i.e., Qi is the set of queries that elicit large responses. Given n servers, let Q be the union of

Q1 ¨ ¨ ¨Qn; i.e., Q is the union of all amplification-inducing queries.
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Figure 5.1: Diversity of AF given a query across servers

Variability in magnitude across servers: Figure 5.1 shows the distribution of the AF value

across servers. Due to space, we only show this for 10 queries that induce the highest AF if

sorted by the AF across our data-set. For a given q, the standard deviation ranges from 3.9 to 17.

Looking beyond the global top 10, if we just consider maximum AF for each server (across all

172 queries), there is significant variability as well with a standard deviation of 16.7. This also

holds for servers sharing the same software versions (not shown).

Variability in query patterns across servers: If only a small subset of patterns induce ampli-

fication on all servers (i.e., Qi are identical), then (S2) and (S3) would have been sufficient. To

this end, we analyze the similarity (or lack thereof) of query patterns across servers in two ways.

Let TopKpQiq denote a set of Top-K queries when Qi is sorted by the AF value. Then, we an-

alyze: (1) How similar are high-amplification query patterns between every pair of servers (i.e.,

TopKpQiq from TopKpQjq)? (2) How similar is a server-specific query pattern set TopKpQiq

to the global TopKpQq? We compare the top-K queries where K=10. Note that we are not

just looking at the “maximum” query (i.e., K“1) as we want to consider multiple patterns. We

observe the same trend holds for varying Ks such as 5, 20 (not shown).
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(b) Dnsmasq 2.52
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(d) Dnsmasq 2.76
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Figure 5.2: Histogram showing the Jaccard similarity scores between Top-10 query pat-

terns of pairwise servers

If we look at the histogram of similarity score for K=10, more than 60% of server pairs have

low similarity scores ď 0.2 and only 4% of server pairs have above 0.8 similarity scores. This

trend is also similar for servers with “identical” software (Figure 5.2); e.g., for Microsoft 6.1,

more than 45% have similarity ď 0.1. For the question (2), compared to the global TopKpQq,

we find that more than 70% of servers’ TopKpQiq have ď 0.2 similarity scores.

Taken together, these results suggest that we cannot homogeneously attribute the same risk

per pattern and across servers. Furthermore, we cannot just look at a single server instance (or

one per software version) for our use cases. Given this empirical variability across servers, query

patterns, and the AF values, we argue that we need an active measurement framework that can

quantify the risk and inform defenses for amplification attacks.

5.2 AmpMap Problem Overview

The previous results showed us that we need a measurement service. Next, we formulate the

goals for such a service we call AmpMap and discuss the challenges in realizing them.
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5.2.1 Problem Formulation

We consider S servers implementing protocol proto. For each server, s P S, our goal is to

uncover as many distinct amplification-inducing query patterns as possible (e.g., say AF ě

δ=10 ) while keeping our network footprint low. These per-server patterns output by AmpMap

can inform our use cases such as assessing risk and informing defenses. Intuitively, each pattern

is a template for describing protocol queries, where each field takes a value or a contiguous

range; queries in the same pattern trigger similar protocol behavior and hence, have similar AFs

(formal definitions in Section 5.3.3).

We obtain the list of open servers implementing a given protocol from public services (Shodan

[30], Censys [95]). We prune out inactive protocol servers or servers owned by military or gov-

ernment. Each protocol is defined by a set of fields (F “ tf1 ¨ ¨ ¨ fnu), and a set of accepted

values for each field (AV pf1q ¨ ¨ ¨ AV pfnq). We obtain the protocol format from protocol spec-

ifications (e.g., RFCs). For example, DNS defines fields such as dnssec, id, and their accepted

values; e.g., dnssec takes a value from t0, 1u. A valid query of proto is a list of values for each

field (fi=vi P AV pfiq) and a valid query returns a response. To avoid malformed queries that

may impact server operation, we only consider valid queries. We do not include derived fields

(e.g., checksum, count-related fields). Some fields take a value from a set of strings (e.g., do-

main for DNS, OID for SNMP). For these, we sample values; e.g., for DNS, we take popular

domains from different industry sectors (e.g., education, health care) and with different features

(DNSSEC-enabled vs. not). To this end, we keep the set of values for these fields to be small (a

few tens). For the fields that take a “list” of values (e.g., OID list for SNMP), we also specify a

“length” of a list as an input (Section 5.3).

To keep our footprint and impact on servers low, we impose a query budget for each server,

Btotal (400–1500 range as we will discuss in Section 5.4). We also consider additional precau-

tions e.g., limit rate per server (1 query per 5 s), number of servers probed concurrently, and

avoid invalid/malformed requests (more details on precautions in Section 5.5.1).
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Scope: We focus on stateless and unicast protocols (e.g., UDP) and stateless amplification

strategies. Thus, stateful protocols (e.g., TCP-based) and broadcast or multicast protocols (e.g., [135])

are out of scope. Additionally, stateful attack strategies that seed entries to a server and subse-

quently launch a high AF query are outside our scope; e.g., we do not consider an attacker who

registers his own domain for DNS with many records to amplify the attack.

Fields: F “ tf1, f2, f3, f4, f5u

Accepted values for each field: AV pfiq

1. f1 takes a value from 0 to 1; AV pf1q “ r0, 1s

2. f2 takes a value from 0 to 99; AV pf2q “ r0, 99s

3. f3 takes a value from 0 to 65535; AV pf3q “ r0, 65535s

4. f4 takes a value from 0 to 7; AV pf4q “ r0, 7s

5. f5 takes a value from 0 to 1; AV pf5q “ r0, 1s

Figure 5.3: Simplified protocol definition to highlight challenges of uncovering amplifica-

tion queries

5.2.2 High-Level Challenges

We now discuss three key challenges in achieving our goal. To illustrate these concretely, we

consider a simplified protocol inspired by the structural properties of real protocols. The protocol

is shown in Figure 5.3 and consists of 5 fields with their accepted values. Figure 5.4 represents

the structure of amplification-inducing query patterns for a single server s1 varying two of these

fields, f2 and f3, while fixing values of the other three fields. The left side is when f1=0, and the

right side is when f1= 1. In both cases, f4 and f5 are 0 and 1000, respectively. Each such “red”

(darker) region in these heatmaps is a potential query pattern. Even this relatively simplified

protocol highlights several key challenges. We observe these challenges across protocols we

surveyed (especially for more complex protocols like DNS and NTP). The challenges we discuss
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Figure 5.4: Query space for one server, server 1 (s1). QPi refers to a query pattern

below for AmpMap map directly to three high-level challenges we discussed in Chapter 1:

‚ C1: We observe a large query space of 2ˆ100ˆ 65Kˆ8ˆ2ą200M values; i.e., it is infeasible

to exhaustively explore this space.

‚ C2: Even for a single server, we observe the structure of amplification can be complex as the

fields in a query are dependent on each other and need to be simultaneously set. For instance, in

QP1 (Figure 5.4), both f2 and f3 need to be set to 48 and [4K, 65535], respectively, to yield high

AF. Intuitively, in real protocols, such behavior occurs as certain flags need to be set to trigger a

relevant behavior; e.g., in Section 5.1.2, we need to set edns to 0 and/or rd to 1 for certain servers

to yield large AF. Also, note the relationship between the query and AF does not necessarily

have a nice continuous structure. Worse, our goal is to uncover as many patterns as possible in

this complex, multi-field search space, making the problem even more challenging.

‚ C3: As we saw in Section 5.1.2, across servers, the exact AF for a given query may differ

and the set of query patterns also may differ. Figure 5.5 shows the structure for three servers

(including s1) for the case when f1 is set to 1. In our simplified protocol, queries in QP1 for s1

incurs high AF for s2 (i.e., QP1) but not for s3. Due to a server configuration and the view of data

a servers has (e.g., the number of peers for the NTP server), s3 does not have any query patterns

that cause high AF.
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Figure 5.5: Query space across multiple servers, only showing the case when f1=1 (i.e.,

Heatmap 1 as in Figure 5.4)

5.3 AmpMap Overview and Design

In this section, we discuss our key insights regarding structural properties of amplification

patterns common to many protocols that enable a practical design. We start with a single server

case (Section 5.3.1) and use that to build a multi-server solution (Section 5.3.2). Then, we

provide an analysis of why AmpMap can discover amplification-inducing patterns and compare

it with other strawman solutions (Section 5.3.3).

5.3.1 Single-Server Algorithm

Before we explain our insights, let us consider two seemingly natural baselines and see why

these are not practical (we empirically confirm this in Section 5.4).

1. Random fuzzing: We can randomly pick a field value to construct a query. Unfortunately,

achieving coverage across “distinct” pattern would be prohibitively expensive (analysis in

Section 5.3.3); e.g,. if there are 10 patterns and the density of each pattern to the total query

space is 0.1 (ε), then we need ą 29K queries to discover all patterns.

2. Heuristic optimization techniques: Existing heuristic optimization techniques (e.g., simulated

annealing) may find only a few patterns. However, these are ill-suited to achieve coverage as

these getting stuck in “local” optima.
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5.3.1.1 Single-Server Insights

Next, we present our insights to make the problem tractable. At a high level, these insights were

derived from a combination of simple analysis, local server experiments, and the measurements

we saw in Section 5.1.2.

Insight 1 (I1): Amplification-inducing query patterns exhibit locality and overlap in the values

for fields.

Intuitively, we observe that query patterns often share a subset of specific field values. This

suggests that given a query, q, in one of the amplification-inducing query patterns, we may not

need to change all N fields at a time. Rather, we can discover other nearby patterns by sweeping

one field at a time. Conceptually, we can view the query space as a logical graph and

look for “neighboring” queries that differ in the value of just one field to discover other patterns.

Figure 5.6 shows a logical graph representation of the query space for the abstract protocol (in

Figure 5.4). In this graph, each node is a query and an edge between two queries, q and q1, means

they differ in only one field(e.g., f2). For instance, from a query in QP1, a simple per-field search

approach as described above can discover queries in QP2 and QP3 by changing f2. To discover

QP5, we need to search f1 from a query in QP3.

Insight 2 (I2): If the density of amplification-inducing queries is ą ε, then random sampling

will likely find one such query using ě 1
ε

queries.

This is a very simple probabilistic analysis insight. If the overall density of the queries that

give high AF is ε, then the probability of picking one such query is ε. Then, the expected

budget to find one such query is 1
ε
; i.e., if a probability of a picking an amplification-inducing

query is 1
1000

, then we need an expected budget of 1000 samples. This analysis suggests a viable

path to find at least one query in one of the amplification-inducing query patterns, which can

subsequently be used to exploit the above locality structure.
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Legend
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<f1:x, f2:y, f3:z…>

Figure 5.6: Viewing the query space as a logical graph (for the abstract protocol shown in

Figure 5.4)

Insight 3 (I3): Fields with large accepted value ranges either do not affect amplification or

exhibit contiguous range structure w.r.t. AF.

Even if we use I1 and only need to vary one field value at a time, we still may require a high

query budget as some fields take a very large set of accepted values. Fortunately, many of the

large-range fields tend to not affect amplification. If they do, we observe that there is a large con-

tiguous “range” (e.g., f3 with [4K, 65535]) that exhibit similar behavior. For instance, as long as

the EDNS payload is set to a large value (i.e., 4096), an edns feature will allow large responses.

Thus, instead of exhaustive sweeping, we can sample values for large fields. Specifically, we use

a logarithmically-spaced sampling strategy so that if the ranges are sufficiently large, then we

will get at least one query from a contiguous range.

5.3.1.2 Single-Server Workflow

Putting this together, we present our workflow for a single server (left side of Figure 5.7). We

present the pseudocode of the main function in Algo. 3. Recall that given a fixed query budget,

B , we want to maximize coverage of distinct query patterns. In choosing B , we want to strike a
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Figure 5.7: AmpMap Workflow

balance between coverage and network load. Our goal is not to find optimal parameters, but to

use reasonable ranges that work well in practice. For relatively complex protocols like DNS, we

empirically find that 1200-1500 is a good operating range as we see diminishing returns beyond

this (Section 5.4.7). For simple protocols with a smaller search space, this property still holds.

RandomSample Stage (Line 2 in Algo. 3): Given a fixed Btotal, the algorithm randomly

samples Brand queries with the goal of discovering an amplification-inducing query (I2). The

discovered queries are the starting points to run the next phase, per-field search, to improve

coverage. For choosing a Brand, we empirically observe that choosing 10% to 45% of the total

budget is sufficient (Section 5.4.7). This is because we just need to find one (or a handful) query

that induces amplification given the locality structure. As we will later, we can use multi-server

experiments to make this further robust to potential mis-estimation of the Brand needed for a

server; i.e., even when the random search fails to find a feasible starting point (Section 5.3.2).

Per-field search (Line 4 in Algo. 3): We then run the Per-field search leveraging I1.

Algo. 5 shows a detailed pseudocode. It takes an input of QtoAF which contains each query to

the AF from the random stage. We also need to determine other relevant input parameters.

• Starting queries for per-field search (Qstart ): We pick top K queries w.r.t. the AF values. As
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we just need one or two queries with high AF, we find choosing 1 is sufficient.

• Threshold to prune low AF queries (AF thresh) : If neighboring queries have AF below AF thresh,

the per-field search prunes them from further exploration. If the value is too low, the search

will degenerate into an exhaustive search. If too high, the search terminates without explo-

ration. As a practical trade-off, if the maximum AF is above 2 ˆ δ, we make the threshold

to be δ (i.e., 10). If it is below 2 ˆ δ, then we use a threshold equal to some fraction of the

maximum AF observed in the random stage (e.g., half).

Using each query from Qstart , the per-field search searches the neighboring queries by varying

one field value (SEARCHNEIGHBORp...q in Line 7. It uses a log-sampling for large fields and

exhaustive search for other fields. Further, for fields that take a set of strings as an input (e.g.,

domains for DNS), we recommend inputting an accepted set as a small set (i.e., few tens). This

is a conscious decision as such fields tend to not have a “contiguous” structure w.r.t. the AF and

each concrete value has a distinct semantic. Hence, we need to treat these fields as small fields

(where we do an exhaustive search). For fields that take a list as an input (e.g., SNMP’s variable

bind list takes a “list” consisting of OID), we search over both the item (OID) and the size of

the list (i.e., 0-256). For this field, it is worthwhile to see how the protocol behaves when this

list size is large. Hence, we recommend putting non-small value (i.e., ě256) so that we can log

sample the values.

Avoiding already-visited pattern: We have one more practical challenge as each query pattern

consists of tens of thousands of queries. Some field take ranges (e.g., f3 had [4000, 65535] to

denote a pattern). If we naively explore, we may redundantly explore other queries in the same

query pattern, wasting our query budget. To avoid this, we heuristically detect if we have already

explored a pattern to decide if we can skip exploring this further. To do so, we infer the contigu-

ous range of a field that incur above-the-threshold AF as we sweep each field. When we need to

explore a query, q’, we first check whether q’ has already been visited (ISNEWPATTERNp¨ ¨ ¨ q,

Line 5) and only explore if it was not. During the per-field search, we refine the inferred pattern
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structure as we get a new range that contains the old range. The search terminates if the budget

is exhausted or there are no more queries to explore.

Let’s look at a concrete example using the abstract protocol (Section 5.2). Suppose we are

currently exploring a query q, x f1:0, f2:48, f3:6000 ¨ ¨ ¨ y, from a QP 2. When it is a turn to

explore f3. we log sample f3 to obtain the AFs and find that [5K, 65535] has contiguously

“high” AFs. Then, we use this range to describe the pattern structure (i.e., x f1:0, f2:48, f3:[5K,

65535] ¨ ¨ ¨ y). We first check whether this is contained in already-visited patterns and if not,

continue exploring further. For completeness, we show the full pseudo code in Algo. 3.

Algorithm 3: AmpMap algorithm for a single server
Input : B : query budget, AV pfiq for i “ 1, .., n: accepted value for each packet header field

Output: QtoAF : maps each query to corresponding AF

/* Step 1: Random Search */

1 QtoAF = RUNRANDOMUPDATEMAP(Brand )

2 Qstart = FINDTOPKQUERIES(QtoAF ,K “ 1)

3 AF thresh = COMPUTETHRESH(QtoAF ) /* Step 2: Local Search */

4 LOCALSEARCHUPDATEMAP(QtoAF , Qstart, AF thresh)

5.3.2 Multi-Server Algorithm

We now discuss how we extend the insights and workflow from a single-server case to handle a

multi-server case.

5.3.2.1 Multi-Server Insights

Insight 4 (I4): While servers exhibit variability, some share a subset of amplification-inducing

queries.

Recall the abstract protocol on multiple servers in Figure 5.5. In that example, the queries
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in QP1 for s1 also incur high amplification for s2 but not for s3. While these servers are not

“identical” in all query patterns that induce amplification, a subset of these servers can share a

subset of query patterns (even if the specific AF values may differ). We also have observed this

in our small-scale experiment in Section 5.1; while the similarity of query patterns between a

pair of servers is low, it is not always 0. This is natural as these servers implement the same

protocol. Leveraging this insight, we can maximize the “insights” across servers; i.e. if we find

a query that incurs high AF in one server, we add an additional Probing stage that tests these

queries to other servers. Then, we add these queries to the pool of “potential” starting points for

each server. This can boost coverage across servers while accounting for server heterogeneity, as

we still run a per-server per-field search.

5.3.2.2 Multi-Server Workflow

As before, we run the RandomSample Stage per server as in the single-server case. The key

addition is a new stage called the Probing stage (Figure 5.7), that ensures that the insights

are shared across servers. Specifically, using the high-amplification queries found for each server

(from the RandomSample Stage), we test them on other servers to increase the chance of finding

good starting queries for each server.

Probing Stage: Turning this idea into practice, we take all queries that give “high” AFs across

servers from the RandomSample Stage. Then, we pick a small number of queries to probe other

servers (i.e., Bprobe queries). A relevant question is how many queries to use for Bprobe . We

observe that anywhere between 5% to 30% of the total budget is sufficient where we chose 10%

(validation in Section 5.4.7). Specifically, we do not want to assign too much for this value to

ensure that we have sufficient available budget for other (critical) stages; i.e. the Probing stage is

designed to “supplement” the RandomSample Stage for certain servers where the RandomSam-

ple Stage was could not discover amplification-inducing queries. The next relevant question is

how to pick these probing queries. Consider a strategy where we just pick top-X queries w.r.t.

132



the AF. This strategy may “overfit” to a specific query pattern or certain servers with “many”

AF-inducing queries. We want to use a diverse set of probing queries. To this end, we take all

queries with AF above the threshold (e.g., δ), and then run a simple K-means clustering where

we conservatively set the number of clusters K (e.g., 20). (To run K-means clustering, we define

our custom distance function. We normalize N fields and then bin the large fields.) To achieve

diversity of patterns, we sample queries such that we have at least one query from each cluster

and for the remaining ones, we uniformly sample queries proportional to the cluster size. While

the number of clusters does not really affect the coverage, the fact that we use probing queries

boosts the coverage (Figure 5.18 in Section 5.4.7).

The rest of the algorithm mirrors the single-server approach to pick starting points and run

the per-field search. However, the input parameters (i.e., Qstart , AF thresh) are server-specific

to account for server diversity. The only difference is that the top-K starting points are based

both on the original set of random queries and the new additional Bprobe queries. We show the

pseudocode in Algo. 4 for completeness.

5.3.3 Analysis of Our Approach

To make analysis easier, we make two simplifying assumptions: (1) We only consider a single-

server case; and (2) The ratio of the number of high AF queries to the total number of possible

queries, d , is known.

Definitions: We first give necessary definitions for the formal analysis. We use query ranges

to denote a set of queries. Particularly, we write a query range QR as xf1 : rvl1, v
r
1s, f2 :

rvl2, v
r
2s, . . . , fn : rvln, v

r
nsy, where vli, v

r
i P AV pfiq and vli ă vri for i “ 1, ..., n. A query range

represents a set of queries in a natural way. A query q “ xf1 “ v1, .., fn “ vny is in QR (written

q P QR) iff vli ď vi ď vri for i “ 1, .., n.

Given a constant δ, a δ-high query pattern (or simply high query pattern if δ is clear from

the context) QP is a query range xf1 : rvl1, v
r
1s, f2 : rvl2, v

r
2s, . . . , fn : rvln, v

r
nsy satisfying the
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Algorithm 4: AmpMap algorithm for multiple servers
Input : Btotal : query budget

AV pfiq for i “ 1, .., n: accepted value for each packet field

S: a set of servers

Output: PerServerQToAF : maps each query to corresponding AF

1 PerServerQToAF = tu /* Step 1: Random Search */

2 for s P ServerSet do

3 RUNRANDOMUPDATEMAP(Brand ,PerServerQToAF rss)

/* Step 2: Pick probes based on current obs. */

4 Qprobe = PICKPROBES( PerServerQtoAF , Bprobe ) // Run additional probes per

server

5 for s P S do

6 ProbeQToAF s = SENDQUERY(Qprobe )

7 PerServerQToAF rss.insert(ProbeQToAF sq

/* Step 3: Local search for each server */

8 for s P S do

9 Qstart
s = FINDTOPKQUERIES(PerServerQToAF rss,K)

10 AF thresh = COMPUTETHRESH(PerServerQToAF rss)

11 LOCALSEARCHUPDATEMAP(PerServerQToAF rss, Qstart
s , AF thresh)

12 return PerServerQToAF

following two conditions: 1) all queries in the query range induce high AF. That is, @ q P QP,

AF pqq ě δ; 2) the specified range of each field in QP is a maximal in terms of inducing high

AF. That is, @ i “ 1, .., n, v1li and v1ri , if v1li ă vli ď vri ď v1ri or v1li ď vli ď vri ă v1ri , then D a query

q P xf1 : rvl1, v
r
1s, . . . , fi : rv1li , v

1r
i s, . . . , fn : rvln, v

r
nsy such that AF pqq ă δ.

Given a protocol, Proto, we assume that the set of all high query patterns of Proto is unique.

We denote the set of all amplification-inducing query patterns as PProto .

Given a proto and a total budget, Q, the covered high query pattern by Q, denoted copQq, is

the set of high query patterns of proto where each high query pattern shares at least one query
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with Q. That is, copQq “ tQP P Pproto|Q X QP ­“ Hu. Based on this definition, we can now

formally state the goal of AmpMap. Given a server s running protocol proto, AmpMap seeks to

maximize the size of copQq.

5.3.3.1 Analysis of Strawman Approaches

Here, we analyze the expected budget for different strategies for the one-server case.

Exhaustive Search: An exhaustive search enumerates valid queries of the protocol. While this

can discover all patterns, the budget is prohibitively large: EpBq “
śN

i“1 |AV pfiq|.

Random Search: For pure random search, the expected number of queries to cover all high

query patterns is: EpBq =
ş8

0
p1´

ś|P|
i“1p1´ e

´pitqqdt. Here, pi is the probability of picking a

query in the i-th high query pattern [103]. The expected budget increases exponentially as |P|

increases.

5.3.3.2 Analysis of AmpMap Approach

Under some simplifying assumptions we can analyze the expected budget to discover all patterns.

To make analysis easier to present, we make three simplifying assumptions: (1) Each field, fi, is

of homogeneous size F ; (2) Each distinct pattern just has one query; and 3. We know the number

of distinct patterns, NumPatterns.

In reality, our goal is to discover as many as possible. At a high-level, we can show that our

worst-case run time is linear in the NumPatternsˆ F .

First, note that given d, the density of queries that give high AF, the expected budget to find

one query in one of the patterns is 1
d
. Second, note that the number of queries required to sweep

the all neighboring queries from a given query is F ˆNumField.

Given these preliminaries and our assumptions on the “locality” structure, we can consider

the best-case and worst-case analysis to discover all patterns. The best-case is when all patterns

form a fully connected clique, where two queries in two distinct patterns are neighbors. This
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means, that when we start from a query in a q1, we will discover all other NumPatterns-1 pat-

terns in just one sweep. The worst case is when all 4 distinct patterns (QP1 ¨ ¨ ¨QP4) form a

chain. That is, we need to do one sweep to discover an additional mode. Note that we are guar-

anteed to find another pattern (Observation 1) because all patterns can be reached by sweeping

each field. Hence, we need to do NumPatterns ´ 1 sweep. Since we assume we know what

is NumPatterns, our search will terminate when we discover all patterns. Taken together, the

best-case run-time is 1
d
` F ˆNumField, and the worst-case run-time is 1

d
` pNumPatterns´

1q ˆ F ˆNumField.

5.4 Evaluation

In this section, we present findings from our Internet measurements for 6 UDP-based protocols

(DNS, NTP, SNMP, Memcached, Chargen, SSDP) and local testing for 3 protocols (QOTD,

Quake, RPCbind). In contrast to a scoped experiment (Section 5.1.2) which was used to motivate

AmpMap, the results we present here are more complete; i.e., we cover more protocols, servers,

and search over the packet header space (opposed to sending a fixed set of queries). We also

validate our design against strawman solutions and parameter choices.

Measurement setup: We use nodes from Cloudlab [94] where 1 node is used as a controller,

and 30 as measurers. (We restricted our node usage to 31 per experiment, as Cloudlab is a shared

platform across institutions.) For these 6 protocols, we scanned 10K sampled servers for each

protocol: DNS with OPT records for EDNS, NTP, SNMP, Memcached, Chargen, SSDP. For

DNS, we scan the servers obtained from Censys and hence, these are mostly open recursers.

(We can easily extend AmpMap to handle authoritative servers.) As the protocol format for

SNMP’s Get, GetNext and GetBulk requests differ, we treated each as a separate protocol and

ran separately. Similarly, we ran separate runs for NTP’s mode 7 (private), mode 6 (control),

and mode 0-5 (normal). We obtained public server IPs from Censys [95] and Shodan [30].
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We randomly sampled IPs from these lists and pruned out inactive servers (e.g., not respond to

dig for DNS) or owned by military or government. For certain protocols (SNMP, NTP) that

have different modes of operation with distinct formats (e.g., SNMP has GetBulk, GetNext, and

Get), we consider two notions of active server, whether the server responds to (1) “any” of the

modes (OR filter); or (2) “all” of them (AND filter). We present results for both schemes, using

AND/OR superscripts to denote each (e.g., SNMP AND).

# IPs scanned

(a)

# pruned IPs (b) # IPs taken

(c)=(a)+(b)

# IPs in DB

(d)

% IPs scanned

(c) / (d)invalid proto gov’t or mil.

DNS 10K 18,698 15 28,713 8.02M 0.36

NTP 10K 4317 5 14,322 8.4M 0.17

NTP AND 3,083 234,374 7 237,464 8.4M 0.28

SNMP 10k 4,933 3 14,936 2.16M 0.69

SNMP AND 10K 60,187 9 70,196 2.16M 0.33

Memchd 10K 11,736 9 21,745 63K 3.5

Chargen 10K 68,065 6 78,071 83K 9.4

SSDP 10K 78,617 3 88,620 2.16M 3.3

Table 5.4: Statistics on (a) the # of IPs we scanned per protocol, (b) the # of pruned IPs, (c)

the # of raw IPs we needed from the DB ; (d) the # of total public-facing IPs as is (Shodan

and Censys); and (e) the % of IPs we scanned

To finish our measurements in a few days and restrict the number of (shared) nodes we use,

we target 10K servers per protocol. Table 5.4 shows: (1) the number of IPs we needed from

Shodan/Censys to get our final server lists, (2) the total number of public-facing IPs for each

protocol (as of May 30, 2020) from Censys (DNS) and Shodan (others); and (3) the % of IPs we

scanned. When we refer to “servers” to present our results, we are referring to “sampled” servers

rather than the entire Internet servers.

In our experiments, each server is pinned to a measurer. We do not spoof IP addresses and

we send legitimate queries and listen to responses. We impose a limit of 1 query per 5 s for each
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server with a timeout of 2 seconds (i.e., 7 seconds per query). This gives approximately 3 days

to complete for 10K servers as 30 measurers can handle 500 servers at a given time (each run

takes 3 hours, 7sˆ1500 queries, and need 69 hours to handle 10K servers (not accounting for

timeouts). Our load is low: 48 kbps (egress) across all measurers and 1.6 kbps per measurer. If

we assume an average AF of 5, then we incur 240 kbps in ingress bandwidth.

Protocol specifics: For protocols with more than 10 fields (DNS,NTP, RPCbind), we used a

query budget of 1500 queries per server, setting 45% for RandomSample Stage and 10% for

the Probing stage. For simpler protocols, we used a budget of 400 queries with the same split.

For QOTD, Quake, RPCbind, we set up a single Cloudlab server running the protocol. Some

fields such as domain fields for DNS took strings. As discussed in Section 5.3.1.2, we picked

10 popular domains2 spanning different continents, industry sectors, and enabled features. For

SNMP, we pick v2’s OIDs based on the RFC up to depth 4 (i.e., A.B.C.D). For certain fields that

take as input a list of values (character for Chargen, OID for SNMP), we also search over the

length of the list.

5.4.1 Protocol and Server Diversity
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Figure 5.8: Boxplot showing the distribution of the maximum AF achieved by each server

given a protocol

2berkeley.edu, energy.gov, chase.com, aetna.com, google.com, Nairaland.com, Alibaba.com, Cambridge.org,

Alarabiya.net, Bnamericas.com
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Finding 1: There is significant variability in the maximum amplification a server can yield

across servers.

Figure 5.8 (y-axis in log-scale) shows the distribution of the the maximum AF achieved by

each server for each protocol. For many protocols, we observe a long tail in the distribution.

For instance, while the median for SNMP OR is 13.01, the maximum is 495. While the median

is 1 for NTP OR, the maximum is 860. Similarly, for NTP AND, while the median is 5.11 the

maximum is as large as 1300! This confirms we cannot simply count the number of open servers

or attribute the same risk to each server.

Finding 2: There is substantial variability in the maximum AF distribution across protocols.

Figure 5.9a shows the maximum AF distributions with varying AF ranges (e.g., 10-30) across

protocols; these experiments ran in May - June 2020. For SNMP and NTP, we only show the re-

sults for AND schemes for brevity. First, protocols vary in the percentage of potential amplifiers

with AF ą 10: 52% for DNS, 34% for NTP AND, 69% for SNMP AND ¨ ¨ ¨ 0.6% for Memcached.

Further, protocols differ in the most common AF ranges (ě 10) that servers can yield. AF range

for DNS is concentrated on 10 to 30 but above 100 for Chargen. For NTP AND, 14% of servers

give above 100 AF. These results suggest that measuring the risk should take into account the

AF distribution per protocol.

Finding 3: There is variability across time in the AF distribution across servers for different

protocols.

Figure 5.9b shows maximum AF distribution from measurements done in 2019 (opposed to

2020 for Figure 5.9a). These visually highlights the differences across two years. For instance,

only 7% of NTP AND servers yielded AF ě 100 in 2019 vs. 14% in 2020. 90th percentile of DNS

servers induced above 30AF in 2019 but 59 AF for 2020 (almost doubled) using the identical
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Figure 5.9: Summary across servers and protocols (from 2019 and 2020 runs)

domain lists.3 We acknowledge that as we sample servers, we cannot attribute the root cause of

differences (i.e., change in server list vs. change in the actual attack landscape). However, such

variability is the reason that calls for the need to do continuous (periodic) measurements rather

than a one-time analysis.

3Across these two experiments, there are minor differences in the parameters (e.g., 53% random in 2019 vs.

45% in 2020, searching over 0-32 as a list size in 2019 vs. 0-256 in 2020) but they do not really affect the results.
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5.4.2 Assessing Amplification Risks

Known Pattern
Risk Quantification

Result
Prior Work AmpMap

DNS
EDNS:0, ANY [3, 165] 287K 149K 1.9ˆ Ò

EDNS:0, ANY [3],TXT [28] Not Known 183K N/A

DNS (domains

w/o DNSSEC)
ANY, TXT [176] Not Known 126K N/A

NTP OR MONLIST [4, 165] 5,569K 13K 427ˆ Ò

NTP AND MONLIST [4, 165] 5,569K 635K 8.8ˆ Ò

SNMP OR GetBulk [5, 165] 64K 223K 3.5ˆ Ó

SNMP AND GetBulk [5, 165] 64K 317K 5ˆ Ó

Chargen Request 3588K 1399K 2.9ˆ Ò

SSDP Search [5, 165] 308K 126K 2.7ˆ Ò

Memcached Stats [5, 25] 100M [5] 18K 5.6K ˆ Ò

Table 5.5: Contrasting the risk extrapolated from prior works and measured by AmpMap

for 10K servers

Finding 4: Even for known patterns, extrapolations (e.g.,[85, 165]) mis-estimate amplification

risk.

Table 5.5 summarizes the known patterns and their corresponding risks assessed using AmpMap

and prior works [3, 165] (same risk used in Section 5.1.2). For AmpMap, given a pattern for each

protocol (e.g., MONLIST for NTP), we calculate the total risk across 10K servers using Eq. 5.1.

We find that the baseline techniques from prior work has significant mis-estimation; i.e., NTP is

427ˆ overestimated, SNMP v2 is 3.5ˆ underestimated, and Chargen is 2.9ˆ overestimated. The

large inaccuracy for NTP is because the previously reported AF of 556 [165] does not generalize

to majority of NTP servers. Our findings confirm a follow-up study of NTP amplification [85],
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which specifically focuses on the MONLIST feature. Similarly, the reported average of the worst

10% servers for GetBulk requests (SNMP) is 11.3 [165]. However, the average of the worst 10%

is 90 (7.9ˆ) for SNMP OR and 97 (8.6ˆ) for SNMP AND. This is because the prior analysis does

not account for polymorphic variants (i.e, tweaking the OID and the number of OIDs to request

for).

New Patterns Risk Quantification Patterns

DNS
EDNS‰ 0 or ‰ ANY 3274K (21.9 ˆ known pattern)

EDNS‰ 0 or ‰(ANY or TXT) 3127K (17.1 ˆ known pattern)

NTP OR reqcode ‰MONLIST (20,42) 43K (3.3 ˆ known pattern)

NTP AND reqcode ‰MONLIST (20,42) 663K (1 ˆ known pattern)

SNMP OR
GetNext 61K (0.27 ˆ known pattern)

Get 10K (0.04 ˆ known pattern)

SNMP AND
GetNext 101K (0.32 ˆ known pattern)

Get 11K ( 0.03 ˆ known pattern)

SSDP None 0

Memcached Get, Gets 33K (1.9 ˆ known pattern)

Table 5.6: Amplification risk from new patterns whose risks will be missed by prior works

Finding 5: Prior recommendations (e.g., [85, 165]) miss many query patterns and leave sub-

stantial residual risk.

We now quantify the risks from new patterns that will be “missed” by prior analysis (Ta-

ble 5.6). For DNS, there are other combinations of edns and recordtype fields that yield consid-

erable amplification. The total risk from these other patterns (e.g., recordtype:LOC, URI) across

10K servers is 3,274K, which is 21.9ˆ larger than the risk of known patterns (149K)! Figure 5.10

shows a bird’s-eye view of the residual risk. We observe similar trends for other protocols; e.g.,

for NTP, a collective risk from other features (e.g., “get restrict”) is 276ˆ higher risk than the

known risk. For simpler protocols like SSDP, we do not find new patterns.
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Figure 5.10: Visualizing the DNS residual risk when known patterns (P):

edns:0,recordtype:ANY—TXT, are blocked. The size of the circle 9 the max AF of

each server and red circles denote when the delta is ě 20%
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Figure 5.11: % of DNS servers that remain susceptible to amplification even if we use

recommendations by prior works to block query patterns; i.e., x EDNS, ANY—TXT y is a

filter that blocks queries EDNS:0 and ANY|TXT

Next, we conduct what-if analysis to analyze what percentage of servers are susceptible to

amplification if we were to block known patterns. Given that prior works do not provide con-

crete “signatures”, we consider a few possible interpretations; i.e., a combination of edns:0 and

recordtype:ANY, TXT. Figure 5.11 shows that even with edns0 and (ANY or TXT) blocked,

more than 97% of servers still can yield AF greater than 10. For NTP (mode 7), even with
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MONLIST as a signature4, 30.5% servers can still yield AF ě 10 and 4.8% ě 100! We observe

similar trends for SNMP. However, prior recommendations achieve high coverage for SSDP,

Chargen, and Memcached.
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Figure 5.12: The variability of field values (for a specific field, recordtype) that con-

tribute to high amplification. Apart from known ones (recordtype:ANY, TXT), many other

recordtype values can lead to large AF

5.4.3 In-Depth Analysis on DNS

The previous discussion suggests there are many patterns not highlighted by prior work. We

analyze this further next. We focus on DNS first and defer other protocols to Section 5.4.4-

Section 5.4.6.

We start with a recordtype field as this field determines ANY vs. NS records. Figure 5.12

shows the percentage of servers that can induce considerable AF for each possible value of this

field. While the top-2 record types are TXT and ANY (pointed by prior work), more than 20%

of our sampled servers can yield more than 10 AF with 19 other recordtype values (e.g., URI,

HIP, RP, LOC, CNAME). Some of these (e.g., NAPTR) incur very high AF especially if used

4A follow-up paper mentioned the possibility of other settings that induce amplification, they did not specify

which request types [85].
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Step 1: Preprocessing

. . . 

Q à AF for
all servers

Q with 
AF > 10

For large fields: 
Infer Ranges Flarge à R

For other fields: 
Prune if needed.
Get distinct values

Fother à V

f1: v or r
f2: v or r 

… 
fm: v or r

Step 2: Merge Queries

Step 3: Create a DAG

*

*, f1:1 *,f5:[0,100]. . . 

f1:1, f2:1 … f1:1, f2:1 …

. . . . . . . . . 

Output 1: 
Find a Minimum Set

QPs at 
level 1 

QPs at 
level m 

. . . 

Output 2: Infer a Tree

Still very large! (Redundancies)

QP0

QP11 QP13

QPm1 QPm2 QPm3

. . . 

f2:0 f5:[0,100]

Prune based on max 
or median AF

Figure 5.13: Steps to obtain query patterns to shed light on the patterns of amplification

in conjunction with the dnssec (DNSSEC-OK) set. While many DNSSEC-related recordtype

values (e.g., RRSIG, DNSKEY, DS) can yield high AF [175], we also observe many recordtype

values “unrelated” to DNSSEC (e.g., NAPTR, SRV). This is significant—even if we block ANY,

TXT queries, there are “many other” types that can induce high amplification.

Summarizing and analyzing query patterns: The above analysis only considers one field. In

practice, many other combinations of fields are susceptible, and we want to understand the struc-

ture of amplification-inducing query patterns (QPs). For this summarization, we considered a

number of standard data mining techniques (i.e., hierarchical clustering, K-means clustering, de-

cision trees) but found none were suitable. (For instance, clustering assume that we know the

number of clusters or the right distance metric/threshold. Similarly, given the large combinatorial

space, decision trees produce uninterpretable outputs.) Given these limitations of standard tech-

niques, we designed a custom heuristic (Figure 5.13). Starting from AF-inducing queries across

all servers, we generate a set of candidate patterns where some fields are set to concrete values

or ranges, and others are wildcarded. Specifically, for large fields (e.g., id, payload for DNS)
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we identify candidate ranges by dividing the accepted values for a large field into exponentially-

spaced bins (e.g., tr0, 10s, r11, 100s ...u. Then, for each server, we generate a bit vector (e.g.,

1111) to represent these bins; i
¯
t is set to 1 if a server has a query (AF ě10) using a field value

that belongs to the bin range. Finally, given a set of bit vectors for all servers, we take candidate

vectors that are observed across ě 10% of servers. We prune out fields that appear to have no

effect on amplification; we count the number of queries (with AF ě 10) by checking if wild-

carding the field makes the AF value histogram follow a uniform distribution. We then generate

candidate patterns by generating all combinations of values and ranges. From these candidates,

we prune out QPs with AF ă 10 based on the “maximum” or the “median” AF. We represent

the QPs as a logical Directed Acyclic Graph (DAG), with these QPs are leaf nodes

(Step 3, Figure 5.13). We create a parent node by taking one of the nodes in the current level and

wild-carding one field; the root of the DAG is a node where all fields are wildcards. Given this

DAG, we consider two analysis:

1. Minimum set cover per level (Output 1, Figure 5.13): We compute the minimum set-cover of

QPs at each level that logically covers all leaf nodes; i.e., the set of QPs obtained at level 10

represents the minimum set of QPs to describe QPs using only 10 fields as concrete values or

ranges.

2. Hierarchical analysis (Output 2, Figure 5.13): To see dependencies across fields, we create

a tree where the edge is annotated with the field and its value which became concrete as we

increase the level (an example in Figure 5.15).

We run the above procedure separately for: 1) domains with DNSSEC support, and 2) do-

mains without support.

Corollary 1: Many unexpected patterns lead to high AF; e.g., with dnssec off and unrelated

to ANY records.

DNSSEC-related patterns: Figure 5.14a shows a boxplot of top 10 QPs w.r.t. the median AF
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(a) Rank based on median AF

ID Field values

QP 82 xedns:0, payload:*,recordtype:RRSIG, ad:1, rd:*, rcode:8 ¨ ¨ ¨ y

QP 20 xedns:1, payload:*, recordtype:*, ad:0, rd:1, rcode:* ¨ ¨ ¨ y

QP 32 xedns:1, payload:*, recordtype:TXT, ad:0, rd:1, rcode:* ¨ ¨ ¨ y

(b) Describing query patterns (QPs)

Figure 5.14: DNS: Top 10 query patterns for a particular depth where 8 fields are left as

concrete values of ranges

when 8 fields are left concrete (level 8) in Figure 5.14. QP 82 incurs the largest median AF of

30 with xedns:0, payload:*, record type:RRSIG, rd:* ¨ ¨ ¨ y; here, it is not necessary to have rd set

to 1 and shows that having recordtype RRSIG can also cause high AF. The rank-2 QP has edns

set to 1 and not 0 (a known pattern); several servers that yield high AF had edns not set to 0.

Further, as we find many recordtype values that lead to high AF (also seen in Figure 5.12), this

QP has recordtype set to *. Further, as a side note, when we were pruning out fields that appear

to have no effect on AF (Figure 5.13), dnssec (DNSSEC-OK) got pruned out; however, we have

observed that setting this bit to 1 on certain queries can induce high AF on a subset of servers.

Non-DNSSEC patterns: For certain servers, domains without DNSSEC support can also yield

high AFs. Specifically, the median AF for the top-1 QP is 21 with xedns:1, record type:TXT,

rd:1 ¨ ¨ ¨ y. This confirms that TXT records can cause high AF [176]. We also observe recordtype

values such as DS appear among the QPs; some are attributed to anomalous servers.
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qr { 0}
id (0, 

65536)

opcode 
{ 0}

rdataclass 
{ 1}

edns {0}

edns {1}

edns {0}

payload 
(>370)

opcode 
{ 0}

ad { 1}

ad { 0}

rd {1}

rd {0}

rd { 0}

rd {1}

ad { 0}

ad { 1}

opcode 
{ 0}

rdataclass 
{ 255}

payload 
(>776)
payload 
(>776)

rcode { 1}

rdatatype
{NS, MX, TXT, SIG, KEY, 

DNSKEY, TLSA, ANY, URI}

{TXT, RRSIG, DNSKEY, ANY}

{TXT}

{TXT, RRSIG, DNSKEY, ANY}

Figure 5.15: Tree showing how the query patterns change across levels. An edge means a

field value transitioned from a wildcard (*) in level L to a concrete value or range in the

next level, L` 1

Corollary 2: There are many query patterns that while not “max” provide high enough am-

plification. This can render an existing mitigation (i.e., [119]) ineffective.

At each level of DAG, more QPs are concentrated at AF between 10 and 20. At the leaf

nodes, 699 QPs produce a median AF of 10 to 20 while only 47 above 20 AF. Purely focusing

on one pattern or a handful to drive the mitigation plan will be insufficient.

Corollary 3: There are complex dependencies across field values inducing high AF change

based on other fields.

The DAG output (Figure 5.13) shows complex dependencies across field values that yield

high AF. Specifically, Figure 5.15 shows a subset of a tree (for DNSSEC-related) where the

QPs are filtered based on the “median” AF. If we consider a top branch with edns:0 and rd:1,

with NS, MX, ¨ ¨ ¨ TLSA, URI record types cause high AF. Some other combinations (i.e., blue

edges) will cause different recordtype values to induce high AF. Surprisingly, we find a non-

trivial number of servers that yield high AF even when rd (recursion desired) to 0 (off)! These

suggest that (1) there are many combinations of multiple fields values that lead to high AF, and

(2) this finding generalizes to many servers (as QPs are kept if the “median” AF across servers is
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ě 10 AF). Further, if we consider a tree where QPs are pruned based on the maximum AF (less

aggressive pruning), we see even more combinations leading to high AF (e.g., OPENPGPKEY,

SOA for recordtype).

Further, we observe that not all servers behave according to specifications further adding

to variability in QPs. For instance, when edns is used, the response should be chopped to the

specified payload value. Unfortunately, for many servers, this is not the case; i.e., 88 servers (out

of 10K) yield AF above 50 with payload ă 512. Also, in our 2019 run, we saw 311 AF for one

server (for SRV record) where we saw many IP fragments. This server went offline shortly after

the experiment. While DNS over UDP does use IP fragmentation to deliver large payloads [22],

this makes defenses more difficult as they miss key fields such as port information [7].

Corollary 4: Given the variability of query patterns, blocking Top-K percentage of patterns

still leave significant residual risk; i.e., the 50th percentile of servers have 80% or more resid-

ual risk even with blocking 20% of query patterns (infeasible in practice).

We now analyze the percentage (%) of the residual risk if we had used the top-K percentage

(%) of QPs to block these queries. For this analysis, from the inferred QPs (Figure 5.13), we

do not prune them based on the maximum or median AF; we need to know all QPs that lead

to high AF for each individual server. We take the top-5 and 20% of these 11K QPs (sorted

by their median AF) and use them to block amplification-inducing queries from each server.

Unfortunately, we observe that even blocking the top-20% QPs (which is infeasible in practice)

still leaves 50% of the servers with 80% risk or higher (96.7% or higher risk if we block top-5

%).

Corollary 5: Many DNS vendors are affected.

Table 5.7 shows the affected vendors with servers that can yield AF ě 10. We only show ven-

dors with more than 20 servers. We discuss our efforts to notify these vendors of the vulnerability

in Section 5.5.2.
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Vendor # of total servers # server (AF ě 10) % of servers (AF ě 10)

Bind 946 236 24.9%

Dnsmasq 917 819 89.3%

Version:recursive-main/* 522 12 2.3%

Microsoft 261 250 95.8%

PowerDNS 78 50 64.1%

unbound 40 26 65%

Table 5.7: Statistics on the affected DNS vendors
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Figure 5.16: NTP top query patterns where the top-2 are MONLIST patterns. Other top

QPs have peer list, if reload, peer list sum, and peer stats as reqcode.

5.4.4 Amplification Patterns for NTP

We discuss amplification patterns for NTP; as we do not discover new patterns for mode 0-6,

we focus on mode-7 ( private mode). Recall that we need to prune candidates QPs based on

maximum or median AF (Figure 5.13). As we observe a high variance across AF achieved by

different NTP servers, we looked at the QPs where they are pruned based on the maximum.

Figure 5.16 shows all QPs where they ranked by the median AF. Apart from MONLIST (QPs

10 and 4), we observe reqcode of peer list , if reload , peer list sum, and peer

stats from NTP OR; some of these other QPs can yield as large as a few hundred (seen by the
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long “tail” in Figure 5.16). From NTP AND servers, we also observe mem stats, if stats,

and get restrict. Our findings for NTPprivate again complements Corollary 2. The

affected versions (with servers that can yield ě 10AF) are 4.1.1-2, 4,2,4, 4,2,6-8, and 4.2.0.

Further, servers that can induce high AF with other request codes (other than MONLIST) are

not particularly tired to one single version but span across multiple versions.

Vendors
# total

servers

GetBulk GetNext

# server

(AFě10)

% servers

(AFě10)

# server

(AFě10)

% servers

(AFě10)

net-snmp 5357 5044 94.2% 3445 64.3%

cisco Systems 594 96 16.2% 60 10.1%

SonicWall 220 21.7 98.6% 27 12.3%

Broadcom Corp. 205 193 94.1% 81 39.5%

Table 5.8: Statistics on the affected SNMP vendors

5.4.5 Amplification Patterns for SNMP

We now discuss patterns for SNMP, which have 3 modes of operations; i.e., GetBulk, Get-

Next, and Get. We start with GetBulk, which is a known pattern [5] (reported average of 6.3

AF [165]). However, in running AmpMap, we discovered polymorphic variants that lead to sig-

nificantly “higher” AF; i.e. we saw an average of 22.4 AF for SNMP OR and 31.8 AF for SNMP

AND. Specifically, an attacker can modify OID value and the number of OIDs to yield higher

AF. Generally, we generally observe higher AF for queries with (1) a single-digit OID (near the

root) such as 2, 1, 0, and (2) a list containing multiple OID (i.e., 2-15 but above 15). However,

given server variability, there are exceptions; e.g., OID of 1.3.6.1.2, and a list size of 1 appears

in one of the top-4 patterns. The top-1 QP from the SNMP servers yields a median AF of 35

with x community:public ¨ ¨ ¨ OID:2, numoid: (0,8) y. From SNMP AND servers, the top-1 QP

yields 45 median AF with OID:0. We now discuss GetNext requests. While only GetBulk has
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been highlighted in the prior analysis, AmpMap discovers that a single GetNext request can also

yield hundreds of AF (similarly, by varying the OID and the number of OIDs to query). From

SNMP AND servers, 37% servers can yield AF above 10 and 0.74% above 100AF! From SNMP

OR servers, 10% servers yield above 10 AF and 0.14% above 100. However, unlike SNMPbulk,

we saw high AFs for various OIDs (e.g., 1.3.6.1.2, 0, 1, 1.3.6.1.3); this is expected because

GetNext just requests the “next” variable in the tree, unlike GetBulk which requests a number

of GetNext requests. While we also replicated that a local server can yield 15 AF with GetNext

(by varying the list size), we posit that we see higher AF in the wild given server variability.

Table 5.8 shows the affected vendors for servers that can yield greater than 10AF using GetBulk

or GetNext requests; we only show for vendors with more than 200 servers and this combines

the results from both SNMP AND and SNMP OR. Similar to DNS and NTP, this amplification

vulnerability affects multiple vendors and not just one.

Lastly, measurements reveal that Get requests also can yield tens of AF (but not as large as

GetNext). From SNMP OR, 0.73% servers that have AF greater than 10. Unlike GetNext, we

observe high AF for OID of 1.3, and 1.3.6.1.3-4.

5.4.6 Amplification Patterns for Other Protocols

SSDP: Amplification risk is inherent with SSDP’s “discovery” feature. Our inferred QPs are

quite simple. If the leaf nodes are pruned based on the median AF, we see a discovery request

with one UUID of “ssdp:all.” This is expected as this feature will fetch “all” UUID information.

However, for QPs based on the maximum AF, we see many UUIDs leading to ě 10 AF. Again,

this confirms the presence of multiple query patterns.

Memcached: We did not find any QPs that lead to above 10 AF other than the “stats” request

(a known pattern) from our 2020 run. If we use our runs from 2019, some of the QPs with get

and gets requests did induce above 10 AF. However, it is still the case that “stats” are by far the

dominant pattern, and the residual risk from get and gets requests are negligible. Further, while
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the known AF for Memcached is tens of thousands [33], the maximum we find from our 2020

run is 35 AF (we believe many have been patched or taken offline).

Chargen: As Chargen servers respond to any UDP datagram, the QPs learned at the leaf nodes

contain all possible characters and lengths. We represented the search space as a list of hex

strings where we search over the hex character as well as the length of the hex character.

We validate the existence of amplification-inducing query patterns for three protocols in a lab

setting. For these, we confirm the known patterns but do not find additional ones.

Quake: “Get status” message induces AF of 10 in our setting.

QOTD: As this server responds with random quotes, we see higher AF when the list size is

smaller and the size of the quote is larger.

RPCbind: The request for the process number running on the server with a correct version ID

incurs high AF (i.e., 10).

5.4.7 Parameters and Validation

Given the lack of ground-truth for all servers, we use a combination of local-server experiments,

a large-scale simulation, and example measurements for validation. In the local experiment, we

randomly sample 2M queries on a local DNS server and measured the AFs to infer the signatures

(Section 5.4.3). Our simulator models an amplification function that maps a query to AF based

on (1) field types, (2) the # of servers, (3) the # of pattern structures across servers, (4) the # of

pattern for each (3). For (3), indicating 100 pattern types instantiates 100 graph structures across

servers where each gets mapped to one type. This simulates the variability across servers.

Validating parameters: There are three key parameters: (1) per-server total budget, B , (2)

allotting B across different stages (e.g., Probing stage), and (3) the number of clusters for K-

means.

To see the impact of total budget (B ), we use the local DNS server experiment. Fixing other

parameters (50% for Brand), we varied the B from 100 to 2000 (Figure 5.17). To show the
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Figure 5.17: Validating the choice of total budget (B )

robustness across multiple pattern structures, we “emulated” different pattern structures given

one setup. We emulated the effect of (1) reducing the % of AF-inducing queries by half, and (2)

disabling certain patterns (TXT, RRSIG, ANY). Clearly, using only a few hundreds achieves low

coverage but starts seeing the “diminishing” return at 1200 or 1500. We chose 1500 for complex

protocols (e.g., DNS). This confirms our chosen B is in a sufficiently good “operating region.”

To see the impact of the budget across stages, we use our simulator with 1K servers where

30% servers are configured to not induce high amplification (similar to the real-world). To ana-

lyze the robustness w.r.t. different levels of diversity, we test against 100 to 400 pattern structures.

First, using 50% for Brand, we vary the % of Bprobe from 0 to 40% (Figure 5.18b). Using 0% for

probing hurts coverage but using 5% and 30% is robust across settings. We chose 10% (lower

end of the range) as we should spare the budget for other (more critical) stages. Similarly, we

vary the Brandom from 0 to 70% (Figure 5.18a). We observe robustness across 5% to 45%. As it

is crucial for this stage to discover at least one AF-inducing query (for most servers), we chose

45% (the higher end). This leaves per-field search with the remaining 45%.

To validate the number of clusters, we use the same simulator and evaluate based on the

percentage (%) of servers, which the chosen Bprobe discovered (ě one) high AF query. Then, we

vary the number of clusters from 2 to 200 and observe robustness across these values; i.e., this is

not a “crucial” factor.
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Figure 5.18: Validating the choice of budget allocation
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Figure 5.19: Validation of coverage of AmpMap and alternate solutions using 1K server

measurements

Comparison with structure-free alternatives: We compare AmpMap vs. two baselines: 1)

Simulated Annealing (SA), and 2) pure random search. Specifically, these baselines are structure-

free approaches. Our success metric is pattern coverage across a set of servers. We compared

these solutions using a small-scale 1K measurements. As we lack the ground-truth for each

server, we compare the “relative” performance across these solutions rather than to claim opti-

mality or completeness. Using a budget of 1500 queries, we inferred the signatures combining

the output across all solutions. Then, we analyze the coverage for each server. For a given server,

we take all queries with AF ě 10 across three solutions, which serves as the basis of comparison

for this server. Then, for each strategy, we compute the % of patterns discovered for each server.
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Figure 5.19 shows the coverage across 1K servers for each solution. While SA performs better

than pure random strategy, the median coverage is 16.7% while the pure random strategy has

11.9% median. AmpMap achieves 97% coverage in this relative comparison.

5.5 Precautions and Disclosure

We carefully considered the impact of our measurements and the disclosure of our findings. We

followed the ethical principles (Menlo Report [65]) and the scanning guidelines suggested by

prior efforts (Zmap [96]). At a high-level, we adhered to these principles of (1) minimizing the

harm by taking multiple measurement precautions (Section 5.5.1), and (2) being transparent in

our method and results by informing relevant stakeholders of our findings and explaining the

purpose of our scanning (e.g., when we send out email notifications) (Section 5.5.2).

5.5.1 Scanning Precautions

We took precautions to ensure that there was no harm to the amplifying servers and the network.

Our study was approved by IRB under non-human subject criteria. We took care to ensure that

our measurements do not burden servers or the Internet.

• We send at most one query per 5 seconds, do not send malformed requests, and cap overall

budget per server.

• We do not scan the IPv4 network space but only known public servers obtained from Cen-

sys [95] and Shodan [30].

• We do not spoof the source IPs to induce responses to others. Our measurers explicitly receive

the responses.

Abuse complaints: We closely worked with the Cloudlab [94] administrators whom we notified

of our measurements and the purpose of AmpMap. We only received one abuse complaint from

running back-to-back SNMP small-scale experiments (500 servers) on June 3, 2020. This com-
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plaint came from a third-party monitoring framework called greynoise.io [16]; their goal is

to notify the probing activities in the Internet and mass scanners (e.g., Censys [95], Shodan [30])

are also likely to be flagged by them [16]. We resolved this abuse complaint by discussing this

with Cloudlab admins. We did not receive any other abuse complaints from our 10K server

measurements. Across all 6 protocols, we also ran small-scale runs (300 servers) from our

public-facing server. We are not aware that the campus network operators received any abuse

complaints from these measurements.

SUBJECT: Vulnerable DDoS Amplifier

BODY: Security researchers at Carnegie Mellon University have been conducting Internet measure-

ments to quantify the risk of amplification distributed denial-of-service (DDoS) attacks. Our team has

noticed your system, $IP$ with $PORT$ running $PROTOCOL$, can be abused to create an amplifica-

tion attack (US-CERT). That means certain network queries can induce large responses (i.e., amplifica-

tion factor as defined by US-CERT). Note that this may or may not be a result of mis-configuration of

the server. An example of a network packet that can cause an amplification factor greater than 30 is:

$PACKET INFO $

Please feel free to contact us at ampmap.proj@gmail.com should you have any questions and/or con-

cerns. The details and motivation of our project can be found in $OUR WEB$.

Figure 5.20: A notification email to IP owners

5.5.2 Disclosure

Next, we discuss our steps for responsible disclosure to relevant stakeholders.

Notifying IP owners: We notified the IP owners whose servers can induce AF greater than

30. Following best practices, we obtained the abuse and/or contact email from WHOIS [137].

We include an example notification sent from a project’s email, ampmap.proj@gmail.com in

Figure 5.20. Table 5.9 shows the number of emails we sent and human (not automated) responses

we got; e.g., for DNS, we send 1688 emails and received 17 responses. Example responses
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include “Thanks ¨ ¨ ¨ service detected on ADDR has been shutdown the time to install necessary

mitigation” and “We were not even aware this was the case. we have disabled SNMP.”

proto # sent # resp proto # sent # resp

DNS 1688 17
SNMPAND

GetBulk 3709 35

NTP OR private mode 85 0 GetNext 248 4

NTP AND private mode 620 1 SSDP 643 5

SNMP OR
GetBulk 2208 27 Chargen 5999 9

GetNext 55 0 Memcached 11 0

Table 5.9: Statistics on the # of notification emails we sent and the responses we got from

system owners

Vulnerability reporting: We have initiated a process of disclosing our findings to the affected

parties mediated by the CERT R© Coordination Center (CERT/CC). CERT/CC has accepted our

coordination request and is in the process of identifying and notifying the affected parties. Our

findings require multi-party coordination because unexpected amplification is potentially a pro-

tocol issue, and so all relevant vendors need to be notified in a consistent manner.

Notifying the vendors: Our vulnerability reports to CERT/CC specify affected vendors for

DNS, SNMP, and NTP.

5.6 Other Related Work on Amplification Attacks and Miti-

gation

We now discuss other related work on amplification attacks and mitigation. Prior works have

pointed out that many network protocols have amplification vulnerabilities [154]. Rossow [165]

discovered amplification vulnerabilities in 14 UDP-based protocols via a manual analysis on

the code or reverse engineering. Follow-up research also analyzed detailed amplification vec-

tor in specific protocols by focusing on a specific set of features (e.g., analyzing DNSSEC
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in DNS [175], MONLIST in NTP [85]). However, using AmpMap, we found many other

recordtype values that can incur high AF. Some have looked at TCP-based amplification [134]

which is outside the scope of AmpMap. There is also an active discussion on the mitigation of

amplification attacks (e.g., [12, 19]). Further, some orthogonal efforts focus on monitoring [131]

and linking [133] DDoS services. Our work is inspired by these prior efforts. To the best of our

knowledge, AmpMap is the first to study the problem of automatically mapping Internet-wide

amplification vulnerabilities precisely.

5.7 Summary

Given the constant evolution of protocols, server implementations, we need a systematic ap-

proach to map the DDoS amplification threat. AmpMap bridges this gap by synthesizing struc-

tural insights with careful measurement design to realize a low-overhead service called AmpMap.

AmpMap can systematically confirm prior observations and also uncover new-possibly-hidden

amplification patterns that are ripe for abuse. As future work, we plan to add support for more

protocols and expand the scale of measurement to make this a continuous “health monitoring”

service for the Internet.
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Algorithm 5: Per-Field Search

1 Function PerFieldSearch(QtoAF , Qstart , AF thresh):

2 Qexplore = tQstartu; PatternsFound “ tu

3 while Qexplore is not empty do

4 qÐ Extract from Qexplore

5 if ISNEWPATTERN(q.pattern , PatternsFound ) then

/* Search neighbors for a new pattern */

6 PatternsFound .insert(q.pattern)

7 tmpQtoAF = SEARCHNEIGHBOR(q, AF thresh)

8 QtoAF .insert(QtoAF neighbor )

9 Qexplore = Qexplore Y tmpQtoAF .keyspq

10 else

11 MERGEQUERIES(q.pattern, PattersFound)

12 return QtoAF

13 Function SearchNeighbor(q, AF thresh):

14 NeighborQToAF “ tu

15 foreach protocol field fi do

16 Qi = tqrfi Ð vis, for vi P Values iu

17 QtoAF i = SENDQUERY(q P Qi)

/* Merge queries into contiguous ranges with high AF */

18 HighRanges = INFERPATTERNRANGE(q, Values i, QtoAF i, AF
thresh) /* Find

representative sample from each range */

19 for xvl, vry P HighRanges do

20 patternid = q.patternrfi Ð pvl, vrqs

21 qn = qrfi Ð randprvi, vrsqs

22 NeighborQToAF .append( qn Ñ AFn )

23 return NeighborQToAF
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Chapter 6

Reflections, Limitations, and Future Work

In this chapter, we summarize the lessons and reflections from designing and running our tools

(Section 6.1) and discuss the limitations of our proposed solutions (Section 6.2). We conclude

the dissertation by identifying the key future research directions (Section 6.3).

6.1 Reflections and Lessons

Reflection #1: Black-box analysis is a necessary and practical alternative. A black-box

analysis is necessary for scenarios where it is the only viable option (e.g., proprietary functions,

vulnerability assessment for remote services). An interesting question is whether a black-box

analysis is beneficial and necessary when other types of analysis (e.g., white-box) are also viable.

At a high level, we find that different types of analysis (e.g., white-box analysis) complement

each other. For instance, white-box analysis ensures that the internal operations are performed

according to the expectations. On the other hand, the black-box analysis does not have visibility

into the internal logic and cannot discover such erroneous transition not visible from outputs.

However, we find scenarios where even when the internal state (i.e., code state) is in an expected,

correct state, a black-box function can still be exploited. When we were running Pryde, we

saw a specific firewall forwarding an external DATA packet behaving as if the connection is

161



ESTABLISHED, even when a connection state was in a SYN-SENT state (observable through

the user-interface).

Further, a black-box approach dynamically analyzes the system’s functionality as a whole

(i.e., a combination of source code, a configuration, among others) based on only the input-

output behavior. For instance, AmpMap uncovered a significant variability of the amplification-

inducing query patterns across servers with the identical software version (i.e., same code). We

posit that this happens as amplification is not just a function of the source code but many other

factors (e.g., configuration settings, the status of the server’s data).

Reflection #2: We observe a significant variability of implementations across vendors and

versions. Our findings suggest that we cannot merely assume that network functions and ser-

vices of the same type or with identical software (1) have a homogeneous implementation, and

(2) are susceptible to an identical set of vulnerabilities. Otherwise, we will miss out on significant

residual risk or miss our critical security implications. We briefly summarize the variability:

• Alembic (Chapter 3): NFs of the same type (e.g., load balancers) have starkly different behav-

ior across vendors. For example, HAProxy load balancer was a connection-terminating NF. In

contrast, the PfSense was behaving like a destination NAT.

• Pryde (Chapter 4): The discovered evasion vulnerabilities were highly implementation-specific.

For example, FW-2 was forwarding a DATA packet from an external attacker (even with an

explicit drop rule). In contrast, the ProprietaryNF firewall waited for exchanges of SYN and

SYN-ACK packets with correct seq/ack numbers.

• AmpMap (Chapter 5): We uncover a significant diversity of amplification-inducing patterns

across servers. Hence, only focusing on a handful of patterns will leave significant residual for

each server. The motivation for building AmpMap (empirically validated in Section 5.1) is the

variability of query patterns and the risk across servers.

Reflection #3: Our approaches are highly effective in systematically uncovering new vul-

nerabilities and confirming known attacks. While prior literature has uncovered evasion
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attacks against IDSes [160] and censorship firewalls (e.g., [69, 179]), Pryde takes a systematic

approach to uncover evasion attacks against enterprise firewalls. These attacks exploit more fun-

damental implementation errors in tracking per-connection states. Using Pryde, we uncovered

294 to 8,220 semantically-distinct attacks across four popular firewalls. Furthermore, with our

systematic workflow, we showcase how having a weak insider can enable strong attacks. Sim-

ilarly, while an amplification attack is not a new concept in the security community, AmpMap

revealed a non-trivial number of new amplification-inducing patterns and polymorphic variants

of the known patterns. For instance, while prior work only highlighted ANY for DNS, more than

20% of our sampled servers can yield more than 10 AF with 19 other recordtype values. Our

findings across tools suggest: (1) such errors are prevalent in the implementations and design

of these functions and services; and (2) solely focusing on one feature or one attack vector is

insufficient for mitigation.

Reflection #4: We need structure-based approaches to discover these subtle attacks. While

Pryde uncovered thousands of attacks, a pure random-based strategy only uncovered 1 to 3 (raw)

attacks for two complex firewall implementations. Similarly, for AmpMap, using random-based

strategies (i.e., simulated annealing, random search) is ineffective in discovering multiple am-

plification patterns. These findings suggest that (1) these behavior and vulnerabilities are subtle

that simple approaches are ineffective; and (2) we need to leverage domain-specific insights to

analyze complex network functions and services.

6.2 Limitations

We now examine the limitations of our proposed solutions.

Limitation #1: Observable packet output: We assume a black-box function or service that

takes an input packet and emits packet(s). Hence, our current tools do not support the types of

behavior unobservable as an output packet. These include software bugs (e.g., buffer overflow,
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privilege escalation), behavior affecting availability (e.g., battery outage), or physical behavior

(e.g., a sudden temperature increase). While our insights may be relevant for these settings, we

would need different mechanisms to identify the internal state or the cyber-physical aspects.

Limitation #2: Complex device behavior: Our techniques currently cannot capture temporal

(e.g., timeout) or quantitative behavior (e.g., rate-limiting, reduced throughput). Supporting these

properties would enable our techniques to handle more complex functions and services (e.g.,

WAN optimizer) and reason about complex bugs (e.g., performance-related bugs).

Limitation #3: Assumptions about the input space: We make certain assumptions about the

input space to reduce the relevant search space. For instance, in building Alembic and Pryde,

we only consider specific header fields such as IP addresses, ports, sequence, and acknowledg-

ment numbers, but not others (e.g., checksum, TTL). Similarly, we only focus on network-layer

behavior or attacks, but not application-layer behavior or attacks across all three tools.

Limitation #4: Knowledge of input format: We assume that we know the input formats (e.g.,

a format of a DNS packet) to these network functions and services (similar to other black-box

approaches [64, 171]). However, there may be scenarios where having such knowledge may be

infeasible; e.g., for proprietary protocols, we may not know the protocol-compliant formats.

Limitation #5: Identifying the structural properties: Leveraging relevant structural proper-

ties allows us to discover subtle behavior and uncover multiple security vulnerabilities. However,

extracting the right kinds of structural properties can be challenging. For example, in building

AmpMap, we identified these properties through an iterative process of coming up with hypothe-

ses and validating them through visualization and local setup testing. However, we observe that

once we identify these properties, we can build automated solutions general across vendors and

implementations.

Limitation #6: Root cause diagnosis: As with any black-box approach, explaining the root

cause of the behavior or security implications is currently outside the scope of our work. Re-

call that using AmpMap, we uncovered a significant diversity of query patterns across server
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instances (even those with the same software setups). While we posit that this happens as am-

plification is also a function of other factors (e.g., exact configuration), we do not have visibility

into these factors (e.g., configurations, the status of the data contained in the server). While we

can hypothesize a host of factors, fully explaining our observation is outside the scope (of any

black-box approach). Similarly, we uncovered hundreds to thousands of semantically-distinct

bugs using Pryde. While we can approximate the distinct semantics from the stateful model, we

also do not have visibility into the internal workings. Hence, fully explaining the “root cause” of

these bugs is also outside the scope.

6.3 Future Work

Our ultimate vision for enabling analysis of these network functions and services is to make

networks more secure and future-proof to the growing diversity of exploitable network functions

and services. Our work in this dissertation has laid some steps towards achieving our goal. To

this end, we now identify two broad research directions:

• Given the complexity of functions, services, and their interactions, we need to enhance black-

box analysis techniques to reason about complex behavior (Section 6.3.1).

• Given that the ultimate goal is to secure them from future attacks, we lay out future directions

toward securing our modern network infrastructure (Section 6.3.2).

6.3.1 Enhancing Black-Box Analysis Techniques

Supporting temporal and quantitative properties: Representing temporal or quantitative

properties would benefit our tools to uncover performance-related behavior and verify such prop-

erties. To represent quantitative properties (e.g., rate-limiting), we posit that we need to incor-

porate these as part of the inputs to consider (e.g., sessions sent at a certain rate) and monitor

relevant properties. Similarly, to handle temporal effects (e.g., timeout), we need to add the
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passage of time (e.g., wait for 30 s) to our input space.

While we could extend our current tools to handle this behavior, it may be worth considering

more native abstractions than deterministic FSMs. For instance, many have proposed different

abstractions to represent quantitative (e.g., [58, 60, 116, 145]) and timing properties (e.g., [59]).

Once we pick the abstraction, we can find relevant techniques that extend L* (i.e., [66, 112]). It

is not trivial to find one abstraction to model multiple properties at once, and we need to pick the

abstraction based on the properties of interest.

Handling more complex device interactions: Our current tool focuses on a single device.

However, network systems are composed of complex interactions between multiple functions,

services, and protocols. Thus, these scenarios can benefit from analyzing the network infras-

tructure as a whole (e.g., service function chaining [70], collateral damage between application

services). For instance, in building Pryde, we considered a non-interactive victim that accepts

any TCP packet. Supporting a stateful victim would enable us to discover more sophisticated

attacks such as an attacker exfiltrating data from a protected server.

Supporting a broader set of inputs: Our tools consider reasoning about the behavior using a

scoped set of input packets or header fields. Adding support for other fields such as bad check-

sum, TTL would enable our techniques to discover other behaviors and security vulnerabilities.

While these may sound relatively simple, we will run into scalability challenges. Hence, we

posit that it may be useful to combine our efforts with structure-free efforts [69] as they can

quickly explore more TCP fields. For instance, we envision a pre-processing step where these

tools inform which header fields are worth systematically exploring.

Supporting application-layer functions, services, and attacks against them: More complex

network functions such as layer-7 load balancers (LB), transparent proxy, or deep packet inspec-

tion (DPI) operate at the application layer. To support these network functions, we would need

to model the multi-layer interactions. Further, AmpMap focused solely on network layer attacks

such as DNS amplification. However, application-layer DDoS attacks are also particularly effec-
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tive as they consume server resources and creates more damage, with less total bandwidth [39].

Automatically extracting structural properties: Identifying and leverage the right kinds of

structural properties are crucial in enabling our scalable solutions (across three applications).

However, we identified these properties from our domain expertise or through an iterative pro-

cess of validating hypotheses (as mentioned in Section 6.2). Therefore, automatically extracting

relevant structural insight to build automated tools to black-box analysis can be a promising

direction. For instance, we could develop candidate templates that test for specific properties

(e.g., testing independence or similarity across input space). That way, we can automatically

synthesize the high-level workflow of a solution given a specific problem.

Supporting more general goals: As mentioned in Section 1.3, AmpMap and Pryde focus

on more specific goals compared to that of Alembic. Pryde focuses on network firewalls, and

AmpMap focuses on DDoS amplification attacks. However, Pryde’s general techniques can

be relevant to synthesize attacks against other NFs. That is, we can still leverage the same

workflow of first inferring a stateful model and use it to systematically uncover attacks that

meet certain properties of interest. Extending Pryde’s general workflow for other NFs, beyond

network firewalls, can be an interesting future direction. Similarly, it would be interesting to

explore whether AmpMap’s insights can transfer to other types of attacks (e.g., performance

degradation for network services).

Leveraging machine learning techniques: We can leverage machine learning techniques to

fine-tune our input parameters automatically. For instance, the current AmpMap algorithm can

benefit from parameter tuning, e.g., automatically decide the % spent on the RandomSample

Stage based on the density observed so far. Further, machine learning techniques may provide

a path forward in handle scenarios where we do not know the input format. Furthermore, the

problem that AmpMap tackles can be also viewed as a black-box optimization problem. Hence,

one interesting future work is to leverage and customize these techniques for AmpMap’s purpose;

e.g., derivative-free optimization [100, 120, 163] or Bayesian Optimization that can optimize for
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a black-box function. For instance, we would need to customize these algorithms to achieve

coverage rather than finding the maximum value and also handle server diversity, and these

efforts can benefit from our observations and insights.

Our recent vision paper [140] highlights that GANs are appealing for their ability to infer

constraints and correlations in the inputs for synthesizing inputs that meet specific properties

(e.g., protocol formats). Hence, it would be helpful to use such approaches to infer protocol

format or even learn the relationship between header fields.

6.3.2 Securing Our Network Infrastructure

Informing defenses by automatically patching network functions and protocols: The ul-

timate goal for uncovering security implications is to automatically patch these vulnerabilities.

Building a system that can adaptive and automatically install patches would be fruitful would

raise exciting research questions. How would we generate these patches? How do we ensure

the correctness or non-interference with normal operations of these devices and services? For

example, for stateful network functions, generating a model that undoes the effects of identified

vulnerabilities. Further, systematically generate signatures for blocking these input packets (e.g.,

packet values that incur amplification from AmpMap) would be an interesting future direction.

However, this would be challenging as we want a low false-positive rate not to interfere with

legitimate traffic.

Developing correct-by-construction function, services, and protocols: Our thesis focuses

on synthesizing behavior models for accurate verification or identifying exploitable inputs for

legacy network functions and services. However, these legacy functions and services can be

ripe for abuse. One interesting direction that would be particularly impactful is to design tech-

niques to make legacy functions, protocols, and services correct-by-construction with minimum

code changes. An alternate way is to use a clean-slate approach where we build correct-by-

construction network functions, services, and protocols (similar to goals of [187, 188]). How-
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ever, building these would raise interesting research challenges. First, we need to know what

properties to enforce to make these functions and services correct-by-construction. Second,

enforcing these desired properties requires an expressive language or a framework to describe

these high-level specifications. We may also need to explore how to synthesize these specifi-

cations automatically. All of these directions would help us move toward securing our network

infrastructure with correct network functions, services, and protocols.
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