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Abstract

Trust is an important component of online transactions.
The increasing amount and sophistication of spam, phish-
ing, and other semantic attacks increase users’ uncertainty
about the consequences of their actions and their distrust
towards other online parties. In this paper, we highlight
some key characteristics of a model that we are develop-
ing to represent and compare the online trust decision pro-
cesses of “expert” and “non-expert” computer users. We
also report on preliminary data we are gathering to vali-
date, refine, and apply our model. This research is part of a
broader project that aims at developing tools and training
modules to help online users make good trust decisions.

1 Introduction

Trust is a precious asset in online transactions. Inter-
net users often do not know whether to trust a certain on-
line merchant with their personal information, or whether
the email ostensibly from a legitimate company has rather
been sent by an impostor. Making good online trust deci-
sions is becoming increasingly difficult even for experts; it
requires specialized knowledge (such as computer experi-
ence) and continually updated awareness of threats and at-
tacks. It also requires the ability to deal with uncertainty and
to properly assess risks. The increasing amount and sophis-
tication of spam, phishing, and other semantic attacks are
making trust decisions increasingly difficult. As a result,
survey participants frequently mention lack of trust as one
reason for not transacting online [19]. Internet novices and
parents, in particular, refrain from taking advantage of sev-
eral online features for fear of adverse consequences [45].
Because of trust issues, online users’ privacy concerns also
increase [4], [47], [48].

To inform the development of tools that will enable com-
puter users to make better online trust decisions, we are
surveying, representing, and contrasting “expert” and “non-
expert” users’ trust behaviors and decision processes. (The
distinction between experts and non-experts we adopt is
based upon an aggregate measure of the level of computer
and Internet usage as well as knowledge of existing threats

and possible defense strategies.) This research is part of
a larger project that focuses on developing tools (such as
new email applications) and training modules to improve
trust decisions and protect Internet users against, specifi-
cally, “phishing” attacks.

In this paper, we focus on one component of such
broader research agenda. We report on the key characteris-
tics of a model that we are developing to represent and con-
trast the online decision processes of expert and non-expert
users. We present some preliminary results from interviews
and surveys we are administering to develop, validate, and
apply our model.

The remainder of this paper is organized as follows: in
the next section we present an overview of different trust
models discussed in various research fields. In Section 3,
we discuss the relation between phishing and trust. In Sec-
tion 4, we introduce our modelling approach and explain the
relationships between the model elements that can help us
understand, represent, and contrast expert and non-expert
decision processes. We also discuss representations of the
model that help us in that goal. In Section 5, we present pre-
liminary analysis of the data that we are collecting to eval-
uate the model in the phishing scenario. Finally, Section 6
sketches the conclusions from the analysis performed, as
well as the limitations of the study and some future research
directions.

2 Related literature

Trust is a concept with many dimensions [3], [10],
[27], [33] that has been studied in many diverse disci-
plines: for instance, economics, where the focus is on
agents’ reputations and their effect on transactions [6], [7],
[18], [20], [31], [34], [36]; marketing, where the focus
is on strategies for consumers’ persuasion and trust build-
ing [8], [9], [16], [44]; human computer interaction, where
the focus is on the relation between design and usability of
a system and users’ reactions [10], [38], [39]; and psychol-
ogy, where trust has been studied as an interpersonal and
group phenomenon [40], [42].

Formal models of trust started appearing in the literature
early in second half of the twentieth century. A common ap-
proach sees the trustor (the trusting party — for instance, an



individual buying something online) as considering engag-
ing in an interaction with the trustee (the party to be trusted
— for instance, an online merchant) [27]. The trustor en-
gages in the transaction if and only if the level of trust is
higher than his personal threshold trust value [46].

Researchers have identified several ‘antecedents’ of trust
in their models. Antecedents are factors that affect trustors’
trust level when the trustor is interacting with the trustee.
Most of the models discussed in this paper focus on the
trust level of the trustor towards the trustee. Mayer et al.
have identified trustee’s perceived integrity, benevolence,
and ability as trust antecedents; they have shown that these
antecedents may vary independent to each other [27]. Gefen
evaluated Mayer et al.’s model using a survey instrument
and showed that trust and trustworthiness should not be re-
garded as a single construct [17]. Lee et al. focused on three
concepts — comprehensive information, shared values, and
communication — as antecedents of trust. Their model also
showed that transaction costs can negatively interact with
trust in determining consumers’ behavior [23]. The model
developed by Mcknight et al. uses disposition to trust and
prior trust in technology and the Internet (institution-based
trust) as the antecedents for trust in online transactions. This
model specifically shows the difference between trusting in-
tentions and trusting behavior [28]. Tan et al. show that the
trustors’ trust in the transaction can be split into trust on
the trustee (party trust) and trust in the control mechanism
(control trust) of the transaction [46]. Ang et al. focus on
the trustees’ ability to deliver on its promises, the trustees’
willingness to rectify any problems arising from dissatis-
faction, and trustees’ respect towards the personal privacy
of the trustor [1]. Bhattacherjee has highlighted familiar-
ity (the trustors’ prior interactions and experiences with the
trustee) as one of the antecedent to trust [5]. His model takes
integrity, benevolence, and ability from Mayer’s model as
antecedents to trust. Corritore et al. created a model that
focuses on perceptual factors — credibility, ease of use and
risk - as the antecedents [10]. Egger focuses on disposi-
tion to trust, prior knowledge or experience, information
and attitudes transferred from others, trustee’s reputation,
organization involved, and trust on information technolo-
gies and the Internet in general as antecedents in defining
the trust model [15]. Riegelsberger et al. developed a trust
model that focuses on the incentives for trustworthy be-
havior. They showed that contextual properties (motivation
based on temporal, social, and institutional embeddedness)
and the trustors’ intrinsic properties (ability, motivation, and
benevolence) are antecedents for trustworthy behavior [37],
[38], [39]. Antecedents in various models are highlighted
in Table 1.

Researchers have also worked on formalizing trust with
computational models [26], [30], [35]. These trust models
have been used to build trustworthy agents [32].

3 Phishing and trust

Phishing is a semantic attack which targets the user
rather than the computer. Phishing attacks take advantage
of the way we assign meaning to content: phishers are suc-
cessful by making use of the differences between the sys-
tem model and the mental model [29], [41]. Typically, such
attacks aim at misleading the victim into willingly reveal-

Table 1. Online Trust Antecedents (arranged in
chronological order)

Authors Antecedent factors
Mayer et al. [27] integrity, benevolence,

and ability
Lee et al. [23] comprehensive informa-

tion, shared value, and
communication

Mcknight et al. [28] disposition to trust, trust
in technology and the In-
ternet (institution-based
trust)

Tan et al. [46] party trust and control
trust

Ang et al. [1] ability to deliver, will-
ingness to rectify, and
personal privacy

Bhattacherjee [5] integrity, benevolence,
ability, and familiarity

Corritore et al. [10] perceptual factors —
credibility, ease of use,
and risk

Egger [15] disposition to trust,
prior knowledge or
experience, information
from others, trustee’s
reputation, and trust on
information technolo-
gies

Riegelsberger et al. [39] temporal/social/institutional
ability, benevolence, and
motivation

ing his personal information. Phishing emails, for instance,
appear to come from legitimate and trustworthy sources.
Phishing is rapidly growing and is cause for significant con-
cern among users and IT professionals. Over 20,000 unique
phishing attacks were reported to the Anti-Phishing Work-
ing Group (APWG) in May 2006, compared to over 17,000
attacks in April 2006 [2].1

Phishers trick users into trusting untrustworthy websites
and revealing their personal information. At the same time,
the increasing sophistication of these attacks makes them
hardly distinguishable from legitimate emails, and reduces
the trust users afford to genuine sites. Both the damaging
consequences of false negative (not recognizing a phishing
attack as such, and therefore providing personal information
to criminals) and the costs of false positive (disregarding a
genuine communication as an attack, and therefore failing
to act upon a certain required action, which may cause op-
portunity or actual costs) can be significant.

Previous trust research offers little guidance on how
these online trust decisions could be made easier. Previous
models have mostly focused on understanding the effect of
trust on transactions (the economic approach); developing

1For some recent works on phishing, see [12], [14], [22], and [25].



means to persuade consumers to transact online (the mar-
keting approach); and understanding the relation between a
system’s usability and the trust behavior of the online users
(the HCI approach). Our goal is to educate, support, and im-
prove the trustor’s online decisions — which may at times
involve assigning more or less trust, depending on the con-
text.

Our research is closest to those models in the literatures
that have identified relationships between trust and factors
such as a trustee’s reputation or benevolence, and a trustor’s
ability or knowledge. However, since online trust issues
(and in particular, phishing problems) arise from the di-
chotomy between the system model and the user’s men-
tal model, we depart from that research in that our ap-
proach is informed by the game theoretical literature on sig-
nalling [43] and the relation between uncertainty, expected
outcomes, and users’ decision making. Recent research has,
in fact, shown that people fall for phishing attacks because
of misjudgement of risks, misinterpretation of available in-
formation (what we will refer to as “signals” in Section 4),
and erroneous knowledge about security. [11], [12], [21],
[49], [50]. Even more than in offline scenarios, online sig-
nals that inform trust decisions can be easily spoofed (for
example, it is easier to spoof a Barnes and Nobles website
than to spoof a physical store of the size of Barnes and No-
bles) [22], [24]).

In the rest of this paper, we highlight some key charac-
teristics of a model that we are developing to represent and
contrast the online decision processes of “expert” and “non-
expert” computer users, and we report on preliminary data
we have gathered to design, validate, and apply our model.

4 Trust modelling

At the root of online trust issues (from phishing to pri-
vacy violations or other online scams) are two factors: the
dichotomy between the signals that users can observe about
the underlying state of key variables of importance to their
decision process; and malicious entities that manipulate
to their advantage those signals, the associated underlying
variables, and, in turn, the user’s decision process and well-
being. Our goal is to understand how users take advantage
of available information (signals that may or may not be
accurate) to infer and evaluate possible consequences and
states of variables that will affect their well-being.

The dichotomy between signals and true states is a form
of incomplete information that is also studied in game the-
oretical signaling models. Although we do not adhere to
the rational and common knowledge assumptions of those
models to represent actual users’ behavior, we find some of
the tools developed in that area useful to represent trust de-
cision processes. For example, the observed “sent” field in
an email is a signal for the sender of that email — however,
that signal may have been spoofed by an attacker.

Specifically, we represent trust decision problems as
combinations of the following stylized components:

• States of the worldare the true realizations of the vari-
ables that affect, primarily, the user’s well-being, but
secondarily also her decision process. Examples of
states of the world are whether a certain email was ac-
tually sent by a colleague or by a spammer, or whether

the CitiBank page a user just accessed is a legitimate
page residing on the bank’s servers or is a fake on a
third-party malicious host.

• Signals represent the information available to users
about the states of the world. They are, in other words,
noisy functions of the underlying states of the world
that may be more or less informative. Examples of
signals are the “from” field in an email, that provides
sender information, or the URL address on the top of a
browser.

• Actionsare the set of things that a user may do in a
certain scenario. For example, a user that receives an
email from (ostensibly) a colleague, but with a suspi-
cious attachment, may open it, delete it, scan it with an
anti-virus software, ignore it, and so on.

• Decisionsrefers to the adoption of a specific (set of)
actions, as determined by personal heuristic or ratio-
nal deliberation informed by the evidence available
to users about the states of the world and the conse-
quences of the user’s actions, through which the user
attempts to attain some objective measure of well-
being. An example of decision may be: when the
sender is unknown, delete her email.

• Well-beingis a measure of the user’s satisfaction that
depends on combinations of certain states of the world
and the user’s decisions. For example, a user’s well-
being will be positively affected when the user ignores
a suspicious email if it was actually sent by an impos-
tor, and negatively affected when the user fails to do
so.

• Attackersare entities that can deliberately influence the
signals, the states of the world, and therefore the user’s
decision to their own advantage. Some examples of
attackers are spammers or phishers.

We define online trust problems as those that arise when
dichotomies between signals and underlying states can af-
fect the user’s decisions and well-being, and when attack-
ers can affect signals, states, and decision processes. In
other words our goal is to understand users’ decision pro-
cess in this context: users makedecisionsamong alterna-
tive actions, in order to satisfy certain personalwell-being
objectives. Such decisions are informed by noisysignals
about the true underlyingstates of the world, and external
attackers can affect those world states, those signals, and
therefore the users’ decisions, and, ultimately, well-being.
For instance, in a phishing scenario, the user may receive
an email from what looks like a legitimate sender[signal].
The email may have been actually sent by a scammer[at-
tacker] and the linked site the user is referred to may be a
phishing site[state of the world]. The user can follow or
not follow the email instructions[actions], and will do so
depending on personal heuristics, knowledge, and expected
consequences associated with dealing or not with those in-
structions[decision].

4.1 Relationships between elements

Using symbols allows us to compactly show the func-
tional relations between the various modelling components.



For simplicity, we will call the states of the worldW , the
signalsS, the actionsA, the decisionsD, the attackersX,
and the user’s well-beingU .

Signals may incorporate accurate or inaccurate informa-
tion about the actual states of the world, and states of the
world are observed through those signals:

W → S (1)

Decision processes represent the selection of actions re-
sulting from the consideration of the well-being associated
with combinations of actions and states of the world. Deci-
sions are therefore affected by signals (that inform the user’s
expectation about his well-being and various states of the
world) but also directly by some states of the world (for in-
stance, how tired a user is may affect how the user decides
about how to act on a certain email):

S, W → A (2)

Actual well-being is determined by the combination of
the user’s actions and the states of the world:

W,A → U (3)

Phishers can influence the states of the world (for in-
stance, phisher can send an email from a known sender ac-
count to the user), but also the signals available to users
(for instance, phishers can modify the URL presented in the
email to the user).

X → S,W (4)

This representation captures just some of the main func-
tional relations that inform trust decision, and shows how
attackers can end up affecting the user’s well-being:

X → S → A → U (5)

4.2 Representations

The above elements can be useful to represent user’s de-
cision processes in trust scenarios. Figures from 1 to 4 are
representations of trust decisions informed by the above ap-
proach. They are being populated with the results of our
ongoing interviews and surveys (see Section 5.1). They
highlight the relationships between signals and the states
of the world for a user and the role and accuracy of various
signals in a user’s decision process. By populating and then
contrasting models from the expert and non-expert points of
views we aim at learning critical insights to build systems
that help non-experts make better trust decisions.

Figure 1 should be interpreted as having three layers
rather than as a Venn diagram. The three layers are: signals,
states that affect the decision, and states that affect the well-
being of the users. Signals represent the information avail-
able to and used by subject in her decision process. Sig-
nals can be more or less informative about the true states of

Figure 1. Trust Model

the underlying variables — in other words, signals could be
correct or incorrect. They are represented as a layer above
the two “states” layers. Both “states” layers refer to actual
states of the world. However, one layer represents states
that may affect the user’s well being (for instance, whether
an email contains a virus or not). The other layer repre-
sents states that may affect the user’s decision process —
this could happen outside of an actual deliberative process
(for instance, how tired or impressionable the user is may
affect her decision process in dealing with potential phish-
ing attacks); or indirectly, through signals on which the user
bases her decision.

The space in which signals, states that affect well-being,
and states that affect decision overlap, represents informa-
tion that enters the user’s decision process and is about
states of the world that may affect the user’s well being.
The signals that lie at the overlap of the two “states” sets
are thereforemeaningful signals, in the sense that they carry
information about the underlying states of variables that di-
rectly affect the user’s well being, and also enter the user’s
decision process. For instance, an individual may use an
email’s subject and sender information as signals to decide
whether to open or delete it; those signals are possibly infor-
mative about the identity of the true sender of the email, and
therefore relate to states of the world that may be relevant
to the user and ultimately affect her well-being.

Certain pieces of information may affect the user’s deci-
sion process without being truly relevant to states that will
affect the user’s well being. In Figure 1 they are calledmis-
leading signals. For instance, a user may rely on a wrong
or uninformative type of signal — e.g., the font size of the
text included in an email — to determine whether an email
is legitimate.

Signals that are related to underlying states of the world
that may affect the user’s well being but are ignored or not
considered by her are represented asmissed signalsin Fig-
ure 1. For instance, users may not be aware of the signals
that show the route or path taken by an email but that are
informative about its actual sender.

Certain states of the world may affect the user’s well-
being but are not known to the user through the signals —
in Figure 1 they are represented asunknown states of the
world. For instance, notwithstanding all the information the
user can seek, she still may not be able to discern who is the



actual sender of a certain email.
Finally, certain states of the world affects the decision

process directly, without an actual deliberative process,
rather than through signals: they are represented asnot de-
liberate states of the worldin Figure 1. For instance, tired-
ness may trigger careless behavior in an otherwise usually
careful user.

One of the goals of our research is to populate Figure 1
with the signals used by experts and non-experts and con-
trast the relative sizes of the various layers. We would ex-
pect the experts’ version of that representation to look like
Figure 2, in which one can detect a significant overlap of the
states that affect the decision process and states that affect
the well-being (experts make significant use of meaningful
signals, and have fewer missed or misleading signals than
non-experts).

Figure 2. Trust Model — Experts

The non-experts’ version may look like Figure 3: we can
observe a small overlap of the states that affect users’ de-
cision and the states that affect their well-being. This in
turn creates a small space for meaningful signals and a large
space for missed and misleading signals. In comparison to
the experts the size of the missed and misleading signals is
larger for the non-experts.

A different representation for the experts and non-
experts’ decision processes that we are developing based on
the results of our interviews and surveys is presented in Fig-
ure 4. There, we plot theaccuracyof the signals adopted by
a user in her decision process against theweightassigned
by the user to that signal in her decision. Accuracy refers to
how informative a certain type of information is considered
to be,vis a visthe true states of the underlying variables.
For instance, reading the text links in email may provide
less accurate information than studying the actual URLs in
the html code of the email. The base line signal accuracy
is obtained from interviews with experts, to be contrasted
to the data gathered from interviews with non-experts. The
weights that users assign to various signals in their decision
processes are also being extracted from our interviews. For
instance, experts may put more weight on URLs listed in
an email ostensibly sent by PayPal than on the sender in-
formation, because they know that the latter is more easily
spoofable. In general, experts should give more weight than
non-experts to types of signals that are more accurate and
informative. In Figure 4, this is represented by the contrast

between bullets (representing non-experts data) and trian-
gles (representing experts data).

Figure 3. Trust Model — Non-Experts

5 The phishing scenario

In this section, we apply our model and representations
to the phishing scenario. We present a preliminary analysis
from our ongoing interviews. This analysis should only be
considered as a work-in-progress, illustrative of the links
and comparisons we are trying to establish.
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5.1 Preliminary data analysis

We have been conducting interviews with both com-
puter security experts and non-experts about their knowl-
edge, sensitivity, and behavior related to online transactions
and online information security and privacy. (The applica-
tion by other members of our team of a “mental models”
approach to a similar data set is presented in [13]).

During the interviews we asked the subjects about their
decision making strategies in the following scenarios: (1)
receiving emails, (2) accessing websites, (3) downloading
software, and (4) buying products online. Interview data
are being used to create and refine the model presented in
Section 4.

5.1.1 Data Set

Our data set comprises interviews with twenty four non-
expert participants, two experts, and an additional group-
interview with experts. Participants were recruited by post-
ing paper flyers and sending emails to groups in and around
Carnegie Mellon University (CMU). Individuals doing re-
search in the area of security and privacy at CMU were
considered experts. Non-experts were people who replied
to our fliers and answered “no” to three screening questions:
1) whether they had ever changed preferences or settings in
their web browser, 2) whether they had ever created a web
page, and 3) whether they had ever helped someone fix a
computer problem. If somebody had said “yes” to any of
the above questions, more details were requested, and sub-
jects were excluded if they had any experience with security
[13].

5.1.2 Meaningful signals

Signals that enter the user’s decision process and are asso-
ciated with states that can affect her well-being are repre-
sented as “meaningful signals” in Figure 1. Through the in-
terviews we found that the number of these types of signals
that non-experts consider is limited; from Table 2 we can
see that non-experts listed fewer signals than experts. Lack
of computer system knowledge and lack of knowledge of
security and security indicators, as described by Dhamija et
al. [12], may explain this dichotomy.

A typical response of a non-expert regarding the signals
used while making a decision about how to deal with an in-
coming email is: “who it is coming from, if I recognize the
email address will open it and if it is something I am expect-
ing will open it.” A typical response of experts is: “. . . I look
for the person from whom it is coming, subject information,
length or size of the email, whether there is an attachment
and sometimes route and header information.” Experts also
use different techniques to choose their course of action;
one of the experts mentioned “ . . . important emails have
tags on them. They [mails] are expected to have a tag on
the email address to me but I will see the tag or it just goes
out. [email server] allows a username + and a tag@ the host
and whatever comes after the plus sign is ignored by the
mailer so it passes as a tag . . . [which can be used to] sort
emails that way.” Experts felt that some meaningful sig-
nals are not really useful in making a decision. For example
one expert said, “. . . what I figure is the SSL stuff tells you

whether your data is protected in transit but it tells you noth-
ing about what they are actually going to do once they get
it. And there is the risk of it being intercepted in transit is
relatively low compared with it being intercepted elsewhere
. . . I don’t feel like I have any way of really knowing if it is
actually secure, I don’t think the SSL thing really tells you
a whole lot.” The experts also feel that absolute security is
impossible: “I think it’s [absolute security] a relative thing.
It’s a spectrum of being secure and insecure and I think the
point absolute security that will satisfy [everybody] is prob-
ably impossible . . . ”.

We also asked experts and non-experts about the signals
they consider when making decision about downloading
software after being prompted by a website (for example, a
website prompting the user to download Macromedia Flash
to view its contents). A typical response from a non-expert
was: “look at the site and if it is actually something that I
want to read, if I recognize the name of the site and the pro-
gram to download.” Whereas one of the experts mentioned
the following signals: “explanation provided on the need for
the software; do I really want it? can I find it from reputable
source like www.download.com? what is the extension type
of the file? sometime read user comments on websites about
the software.” In addition, one of the experts mentioned that
if the software is recommended by other websites then they
might decide to download and use it.

When experts were asked about what can be done to help
non-experts make use of the information available to them,
one of the suggestions was not to bury useful information
(such as header information and route information) in the
options of the email client, which are difficult to find. Ex-
perts feel that it will be useful if this information is made
available to users easily and in a usable form. Experts also
find it difficult to say things to the non-experts to support
their decision making. This can be seen from one expert’s
response: “. . . when I try myself to describe this [tell non-
experts about things to look for] to my friends and family,
I find it very difficult, I try to warn them like these kinds
of scams exist and then therefore one should be careful in
doing their finances, other than that I really I am not sure
how to describe it”.

5.1.3 Missed signals

Useful information ignored by users is defined as “missed
signals” in our model representation. From Table 2 we can
see that none of the following signals in the email scenario
were mentioned by non-experts: length or size of the email,
route information, “whois” information of the link in the
email, header information, etc. However, most of these sig-
nals were frequently mentioned by experts. In addition, the
following signals were not mentioned in the website sce-
nario: HTTPS, broken images, status bar, SSL, “whois,”
various toolbars, etc. Non-experts typically make decisions
in the email situation based only on the sender’s email ad-
dress. Non-experts are often not aware of many other sig-
nals which can be more useful than the ones they use. We
can also observe that they are not aware that most of the
signals they mentioned can be spoofed. One implication
is that non-experts should be made aware of the problems
associated with some of the signals they use and the avail-
ability of other signals. One way of improving non-experts’



Table 2. Signals in emails and websites

Signals
Non-experts Experts
Sender Sender
Reputation of the
sender

Reputation of the
sender

Subject Subject
Length or size

Emails Route informa-
tion
Language of the
content
whois
Header informa-
tion

Spam filter Spam filter
HTTPS

Security lock Security lock
Reputation of the
website

Reputation of the
website
Broken images

Websites Address bar Address bar
Status bar
SSL
whois
Toolbars

decision process may be to increase their awareness of at-
tacks, means of protection, and signals that reveal some-
thing about the true nature of an email or a website. Non-
experts should be informed about basic Internet safety rules
such as: “don’t believe everything you read;” “a polished
appearance is not the same as substance;” “if something is
too good to be true, it probably is [24].”

5.1.4 Misleading signals

Certain pieces of information may affect the user’s decision
process although they do not really relate to the underlying
state of variables that influence the user’s well-being; these
are “misleading signals.” Signals that are meaningful some-
times turn to be misleading for non-expert users. For exam-
ple the following signals are used by non-experts to make
their decision: “professionalism of the content in the web-
site” and “reputation and brand of the website.” Non-experts
are not aware that all these signals can be easily spoofed.

In the data that we have collected, we also see that some
of the signals discussed in Table 2 can be grouped into the
antecedents discussed in Section 2. For example “reputation
of the sender” and “reputation of the website” from our data
is comparable to “trustee’s reputation” by Egger et al. [15].

6 Conclusions

We have presented our ongoing efforts at modelling on-
line trust decisions, focusing on a phishing scenario. Our
goal is to learn about, represent, and contrast expert and

non-expert users’ decision processes. Our approach is in-
formed by the signaling and game theoretical literature but
is grounded in ongoing empirical observation. We pre-
sented a generic model representing trust and used the
generic model to populate data for the phishing scenario.
We also compared and contrasted data from experts and
non-experts. In this paper, we also presented preliminary
evidence from the data that we have been collecting through
interviews with experts and non-experts.

This research is part of a broader project that has the ulti-
mate goal of developing tools and training modules to help
online users make good trust decisions.

Our results are preliminary and will develop with the
rest of our broader agenda. For instance, experts and non-
experts interviews are being followed by surveys with a sig-
nificantly larger number of users. Still, while we cannot
yet extrapolate generalizable results from this data, we are
gaining glimpses at the differences between the experts’ and
non-experts’ online trust decision making. This could help
us in the design and implementation of tools to aid non-
experts in making better online trust decisions.
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