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Abstract

Recently, there have been active studies of video surveillance using artificial intelligence
(AI) and security that operates with face detection algorithms (FDA), such as face identity
matching system (FIMS) and pedestrian tracking system (PTS). Benchmarking an optimal
FDA is one of the important tasks for designing the AI-based security system. However,
this AI-based security system suffers from enormous power consumption due to a high
frame rate of multiple cameras. For this reason, the AI-based security system needs to
find a power efficient face detection algorithm (PE-FDA). To the best of our knowledge,
the conventional FDA benchmarking systems (such as using Iou metric) are not optimized
with respect to the power efficiency of FDAs. In this paper, we propose a novel bench-
marking system for PE-FDA, including power consumption in AI-based security system.
We will define the design of benchmarking system and describe its spatial and temporal
challenges. (1) In order to solve the spatial challenges, we propose a novel evaluation
score, unitized-distance (UD) metric. (2) In order to improve the temporal challenge, we
will introduce frame mapping algorithm. (3) our benchmarking system is designed for
PE-FDA in AI-based security system. We validated our benchmarking system of PE-FDA
using actual video data obtained from a state-of-the-art security system. Thus, this study
of our benchmarking systems can allow FDA to be utilized in AI center monitoring system
for the future security system.
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1 Introduction
There has been much interest in upgrading a manual security system to an artificial intel-
ligence (AI) and security system (i.e. security intelligence). This novel AI-based security
system is designed to report/alarm security issues based on state-of-the-art face detection
algorithms (FDA). FDA can process the video data from multiple cameras in the mon-
itored public spaces such as an airport as given in Figure 1. In the AI-based security
system, AI center monitoring system can monitor and report any security issues based on
FDAs, such as face identity matching system (FIMS) and/or a pedestrian tracking system
(PTS). In order to design an AI-based security system, it is important to design an appro-
priate benchmarking system of FDAs, that discerns an optimal algorithm of FIMS and/or
PTS. This benchmarking system is important not only to optimize hyper parameters of
FDAs but also to operate AI-based security system power-efficiently. Thus, the study of
this paper focus on designing a novel benchmarking algorithm and its evaluation metric)
of face detection algorithms for an AI-based security system.

In practical aspects, it is emphasized for this benchmarking system for AI-based secu-
rity system to evaluate the performance of power-efficient FDA (PE-FDA). While there are
studies of benchmarking algorithm for evaluating FDAs, the conventional benchmarking
algorithms (or metrics) are not appropriate because AI-based security system is challenged
by its power consumption issue of video surveillance. AI-based security system receives
multiple videos from multiple cameras in multiple places in real-time. Every single mo-
ment, a huge data amount of videos are generated by each camera, transferred to, and
analyzed in the center monitoring system. For example, when there are 50 cameras with
1080p and the frame rate of 30 fps, this security system handles 3 Giga pixels per second.
Proportionally increased with the video data, the power consumption of a AI-based secu-
rity system dramatically increases. In order to handle the size of video data and its power
consumption, the frame rate of video data is considered for the choice of FDA in AI-based
security system Thus, while adjusting a operating frame rate, the performance of FDAs
should be evaluated with respect to its power consumption improvement.

Our study considered this power consumption aspect in benchmarking system design,
while conventional benchmarking systems are not. Particularly, we designed a novel and
practical benchmarking system in order to overcome the spatial and temporal issues that
conventional benchmarking systems could not solve to be operated with the state-of-the-
art security system.

The contribution of this paper is specified as follows:

1. We (mathematically) defined an optimization problem for a novel benchmarking
system design of PE-FDA that considers the issue of huge power consumption. Also,
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We analyzed spatial and temporal challenges in this benchmarking system for PE-
FDA.

2. In order to improve spatial challenge, we proposed a novel metric, Unitized-distance
(UD) base metric. Our UD metric achieves a better detection sensitivity than Iou
metric.

3. In order to improve temporal challenge, we designed the Frame Mapping Algorithm
that handles the frame rate mismatch of ground truth frame and system output frame.

4. We described our benchmarking algorithm of finding an optimal PE-FDA and its im-
plementation for face identification matching system (FIMS) and pedestrian tracking
system (PTS).

5. We validated our designed benchmarking system using the video data from an actual
state-of-the-art security system. In this experiment, it is validated that our face de-
tection algorithm improves its performance for being applied to the state-of-the-art
security system.

Literature Review
For the last a few years, face detection algorithm (FDA) - including face identity matching
system (FIMS) and pedestrian tracking system (PTS) - has been one of active research
fields in computer vision. These redundant FDAs need to be evaluated and compared.
Thue, benchmarking tool of FDA is used to calculate the value of FDA, and find an optimal
FDA. Besides, benchmarking system is important to tune hyper-parameters in a chosen
FDA algorithms.

There are studies of benchmarking systems that evaluate performance of FDA as pre-
sented in [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15].

In the benchmarking (evaluation) systems, we found that evaluation metrics - that
numerically represent the performance of testing algorithms - are designed based on a
few conventional metrics such as distance base metric and overlap base metric. In [15],
the AUC metric is designed based on Euclidean distance metric. In [16], the OSPA metric
measures multi-target tracking algorithm using distance base metric. In [9], a survey about
performance evaluation of face detection algorithms is performed. In [6], the SFDA and
SATA algorithms are designed using overlap metric with frame-based and object-based
evaluation, respectively. In [7], the OMAT metric is presented in order to avoid the outlier
problem with the order parameter 𝑝 in Hausdorff metric.
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Figure 1: Design architecture of AI-based security system

However, these conventional metrics have limitations for being utilized in benchmark-
ing system of PE-FDA as follows: (1) Distance base metric is limited to be applied to
design the evaluation systems with general object detection. Although it is one of the most
intuitively understandable and conventional metrics [7], [2], [17], [18], distance-based
metrics are restricted to the annotation style of the position points (i.e. face landmarks).
For example, the distance base metric is frequently used with face landmarks annotation as
introduced in [4], [16], [15]. However, the distance base metric may not able to accommo-
date the 2D spatial information of detection box. The detection box is generally applicable
even to object detection such as face, text, vehicle [6]. It is a more generalizable annotation
style for building standardized evaluation system. (2) While overlap-based metrics (i.e.,
Iou metric) can accommodate this detection box annotation by handling the 2D special
information, it has some issues with respect to the inconsistency of ground truth and the
detection sensitivity.

Our evaluation system targets to evaluate FIMS and PTS. In most evaluation systems,
the targeted system types are either FIMS or object tracking system. There are many stud-
ies on performance evaluation of multi-object tracking systems [9], [10], [8], [11], [12],

4



Figure 2: A pedestrian tracker algorithm [1] is applied on test videos. For its performance
evaluation, the tracking information (object detection boxes and tracking IDs) on each
video is recorded in a Json file.
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[13], [6], [14] while performance evaluation for face identity matching system is consid-
ered in [6]. In our evaluation system of FIMS and PTS, the two types of face detection
algorithms are evaluated in frame-based and object-based approaches, respectively.

Most of the previous evaluation systems obtain ground truth based on human-marked
annotations [3], [13], [12], [19].

This paper is composed of the following six sections and appendix. We will introduce
an optimization problem of finding a benchmarking system for PE-FDA in Section 2. We
will explain our novel metric and its improvement with respect to the spatial accuracy
in a benchmarking system in Section 3. We will propose a frame mapping algorithm that
improves the temporal accuracy in Section 4. Also, we will describe the design structure of
our benchmarking system. We will present the simulation setting and results when actual
video data obtained from a security system are used in Section 5. Finally, the conclusion
of our novel benchmarking system is given in Section 6. In Appendix, we present the
description of three conventional metrics, the proof of Iou metric’s property and the figures
for UD metric’s property with respect to order 𝑝 (for Section 3), conventional design for
implementation (for Section 4), and the scenarios used for sample test (for Section 5).

2 Novel Benchmarking System for Power-Efficient Face
Detection Algorithm (PE-FDA)

2.1 Conventional Benchmarking System of Face Detection Algorithm
(FDA)

Benchmarking systems have been developed in order to choose the most appropriate
face detection algorithm. In other words, a benchmarking system of face detection al-
gorithms(FDAs) is designed to solve the follows problem,̂︀f = arg max

f∈F
𝑠(f), (1)

where f is an element of the set F of FDAs, the subjects of evaluation. ̂︀f is the optimal
solution of FDA which is chosen to maximize the performance evaluation score 𝑠(·) that
represents a designed benchmarking system.

Among all benchmarking systems in a set 𝑆, the optimal benchmarking system ̂︀𝑠 can
be mathematically defined in the following equation,

̂︀𝑠 = arg min
𝑠∈S

𝐸
[︁
𝑠(f0) − 𝑠(̂︀f)]︁2, (2)
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where f0 is the optimal face detection algorithm, 𝑆 is the set of available benchmarking
systems.

The studies of conventional benchmarking systems of FDA are explained in Literature
Review.

2.2 Novel Benchmarking System for Power-Efficient Face Detection
Algorithm (PE-FDA)

While operating FDAs, the power consumption is one of the major issues for improving
AI-based security system (as described in Section 1). In order to improve the power issue,
we considered the constraint of power consumption in the optimization problem in (1) of
evaluating FDAs as follows,

̂︀f = arg max
f∈𝐹 , P<𝑃0

𝑠(f), (3)

where 𝑃0 is a threshold for power consumption P in the security system, and 𝑠(f) is the
score of the FDA f.

We will narrow down the focus of this optimization in (3) with respect to frame rate 𝑟
because 𝑟 significantly influence 𝑃 .

̂︀f = arg max
f∈𝐹 , P(𝑟)<𝑃0

𝑠(f, 𝑟), (4)

where P(𝑟) is the power consumption at a frame rate 𝑟, and 𝑠(f, 𝑟) is the score function
with respect to FDA f and frame rate 𝑟. f is the optimal solution of PE-FDA.

(2) is written as follows,

̂︀𝑠 = arg min
𝑠∈S, P(𝑟)<𝑃0

𝐸
[︁
𝑠(f0, 𝑟) − 𝑠(̂︀f , 𝑟)

]︁2
. (5)

Thus, the goal of benchmarking system for PE-FDA is described mathematically.

2.3 Challenges of the Novel Benchmarking System for PE-FDA
While the frame rate is considered for solving power consumption issue, there is a trade-
off with respect to the accuracy of a benchmarking system. The score 𝑠(f, 𝑟) in (4) suffers
from temporal error 𝜖𝑡 and spatial error 𝜖𝑠 due to the change of frame rate 𝑟 and the property
of Iou metric .
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First, the temporal error is due to the frame rate mismatch of ground truth and (FDA)
system output. After adjusting a frame rate of FDA, the benchmarking system may not
find the frame in system output that can be mapped with any frame in ground truth, or vice
versa. However, it is not recommended to generate ground truth that can be mapped to the
new system output of the adjusted frame rate. While system output can be (frequently)
regenerated for a purpose, it is costly to regenerate ground truth according to the adjusted
frame rate. As a result, the ground truth and system output can not be compared (and/or
evaluated) as shown in Figure 3.

Second, the spatial error is that the region-of-interest in ground truth (such as detection
box) is not deployed where it should be. This is due to temporal error as explained above.
After adjusting a frame rate of FDA, the mapped frame pairs of ground truth and system
output are not generated at the same time. The offset of the region-of-interest in ground
truth cause the spatial error. The effect of spatial error is critical to metric accuracy in Iou
metric, the most popular evaluating metric. The score of Iou metric significantly decreases
even with a slight offset of ground truth as shown in Figure 4, in which Iou metric is
plotted on the 𝑦-axis when two unit detection boxes of ground truth and system output are
deployed with the relative offsets ∆𝑤 = ∆ℎ = ∆ in the range of 0 to 1.

Thus, we need to consider these temporal and spatial challenges for a novel bench-
marking system of PE-FDA. Improving spatial challenge, we introduce Unitized-distance
(UD) metric in the next section (Section 3). Improving temporal error, we propose frame
mapping algorithm in Section 4.1.
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Figure 3: Temporal error: why the low frame rate does matter when designing
benchmarking system of PE-FDA for AI-based security system?

Figure 4: Spatial error: Iou metric is plotted on the 𝑦-axis when two unit detection
boxes of ground truth and system output are deployed with the relative offsets ∆
(=∆𝑤/𝑤 = ∆ℎ/ℎ) in the range of 0 to 1 (increased by 0.05).
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3 Unitized-distance (UD) Metric
In order to improve the spatial challenge mentioned above, we propose Unitized-distance
(UD) metric that can discern the quality of FDA while reducing the spatial error 𝜖𝑠 for a
benchmarking system for PE-FDA.

The conventional Iou metric decreases dramatically if the bounding box of ground
truth is not perfectly matched with that of system output with as shown in Figure 4. This
property of Iou metric has been issued that the Iou metric is vulnerable to ground truth
boundary inconsistency as reported in [6]. For the same reason, the benchmarking system
with Iou metric suffers significantly from spatial error. Due to the temporal adjustment
after changing frame rate of FDA, there are slight misplacement of bounding box in all
frames. This spatial error term of the score with Iou metric is accumulated over frames,
and affects to the final score. In other words, if we use Iou metric for a benchmarking
system for CE-FDA, this temporal error term of the score 𝑠(f, 𝑟) is a challenge to find ̂︀f
solving the optimization problem in (4). Thus, we propose a novel Unitized-distance (UD)
base metric.

3.1 Definition of UD metric
Our UD metric 𝑚UD is defined as follows,

𝑚UD = 𝑑(g, s) =
1
𝑝
√

2
𝑝

√︃(︂
𝑤𝑖

𝑤𝑢

)︂𝑝

+

(︂
ℎ𝑖

ℎ𝑢

)︂𝑝

, (6)

where 𝑝 is the base distance order. 𝑝 = 2 is assumed for presenting numerically results in
this paper. For other distance order 𝑝, this metric 𝑚UD can be observed in Appendix B.

3.2 UD Metric Helps a Benchmarking System of PE-FDA Reduce
Spatial Error

This UD metric reduce spatial error in a benchmarking system for PE-FDA. In order to
help readers understand intuitively, the performance of this UD metric is compared with
conventional Iou metrics in Figures 5 and 6. Iou metric is mathematically written as fol-
lows,

𝑚𝐼𝑜𝑢 =
𝑤𝑖 · ℎ𝑖

𝑤𝑔 · ℎ𝑔 + 𝑤𝑠 · ℎ𝑠 − 𝑤𝑖 · ℎ𝑖

, (7)
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where (𝑤𝑖, ℎ𝑖), (𝑤𝑔 and ℎ𝑔), (𝑤𝑠 and ℎ𝑠) are the width and height of bounding boxes of
intersection, ground truth, system output, respectively.

In Figure 5, Iou metric is plotted on 𝑧-axis in Figure 5a, and it is found that the overlap
metric linearly decreases if either ∆𝑥 or ∆𝑦 increases. UD metric is plotted on 𝑧-axis in
Figure 5b when two unit detection boxes have the relative offsets ∆𝑤/𝑤 and ∆ℎ/ℎ in the
range of 0 to 1 along the 𝑥-axis and the 𝑦-axis, respectively. In this figure, it is found that
the UD metric linearly decreases when both ∆𝑥 and ∆ increase (in the same amount). UD
metric is larger than Iou metric in this Figure. It is mathematically provable.

Theorem 2 proves that UD metric is less affected by spatial error of a benchmarking
system of PE-FDA. In order to prove Theorem 2, we need the following theorem,

Theorem 1 (the property of Iou metric). for any 𝑘 s.t. 0 ≤ 𝑘 ≤ 1,

𝑚𝐼𝑜𝑢 ≤ 𝑘 · 𝑤𝑖

𝑤𝑢

+ (1 − 𝑘) · ℎ𝑖

ℎ𝑢

, (8)

where 𝑤𝑢 = 𝑤𝑔 + 𝑤𝑠 − 𝑤𝑖 and ℎ𝑢 = ℎ𝑔 + ℎ𝑠 − ℎ𝑖.

We derived the proof of Theorem 1 in Appendix A. From Theorem 1, we can easily
proof that the following inequality of UD metric 𝑚𝑈𝐷 and Iou metric 𝑚𝐼𝑜𝑢,

Theorem 2 (the property between Iou metric and UD metric). the following inequality is
true for 𝑚𝑈𝐷 in (6) and 𝑚𝐼𝑜𝑢,

𝑚𝑈𝐷 ≥ 𝑚𝐼𝑜𝑢, (9)

the equality is true when 𝑤𝑔 = 𝑤𝑠 = 𝑤𝑖 and ℎ𝑔 = ℎ𝑠 = ℎ𝑖.

Proof.

𝑚UD =
1
𝑝
√

2
𝑝

√︃(︂
𝑤𝑖

𝑤𝑢

)︂𝑝

+

(︂
ℎ𝑖

ℎ𝑢

)︂𝑝

≥ 1
𝑝
√

2
𝑝

√︁
(𝑚𝐼𝑜𝑢)𝑝 + (𝑚𝐼𝑜𝑢)𝑝 = 𝑚𝐼𝑜𝑢. (10)

We can observe this property of Iou and UD metric in Theorem 2 is observed in Figure
6. Iou metric (blue-colored) and UD metric (red-colored) are observed on the 𝑦-axis when
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two unit detection boxes of ground truth and system output are deployed with the relative
offsets ∆ (=∆𝑤/𝑤 = ∆ℎ/ℎ) in the range of 0 to 1 (increased by 0.05).

This figure tell us that UD metric is less affected by spatial error of a benchmarking
system of PE-FDA than Iou metric. Thus, UD metric is a good option for designing a
benchmarking system of PE-FDA in AI-based security system.

In this paper, 𝑝 = 2 is chosen in order to provide readers the insight of this metric and
numerical evidence when comparing with Iou metric. However, the order parameter 𝑝 of
UD metric can be chosen for even more minimizing the spatial error in the optimization
problem of benchmarking system in (5). We leave the choice of order 𝑝 for the future
work. This propety of UD metric with respect to order 𝑝 can be observed with Figures 9
and 10 in Appendix B.
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(a) Iou base metric on the 𝑧-axis.

(b) UD base metric on the 𝑧-axis.

Figure 5: (a) Iou metric and (b) UD base metric are observed when two unit detection
boxes have the relative offsets ∆𝑤/𝑤 and ∆ℎ/ℎ in the range of 0 to 1 along the 𝑥-axis and
the 𝑦-axis, respectively. It is found that while Iou metric is influenced by either changes
of horizontal offset ∆𝑤 or vertical offset ∆ℎ, UD metric is influenced when both ∆𝑤 and
∆ℎ are changed. 13



Figure 6: Iou metric (blue-colored) and UD metric (red-colored) are observed on the 𝑦-
axis when two unit detection boxes of ground truth and system output are deployed with
the relative offsets ∆ (=∆𝑤/𝑤 = ∆ℎ/ℎ) in the range of 0 to 1 (increased by 0.05).

4 Our Design and Implementation of Benchmarking Sys-
tem for PE-FDA

In this section, we will explain the framework of a benchmarking system of PE-FDA using
our UD metric. First, we will discuss how this algorithm handle the frame rate mismatch
of ground truth and system output in order to reduce temporal error when frame rate is
changed. Second, we will present our implementation of a benchmarking system of PE-
FDA for face identity matching system (FIMS) and pedestrian tracking system (PTS),
respectively.

4.1 Frame Mapping Algorithm: Handling the Frame Rate Mismatch
As explained in the previous research, adjusting the frame rate for PE-FDA causes the de-
sign challenges of designing a benchmarking system for PE-FDA. Because the frame rates
of ground truth and system output are not identical, we should solve the temporal error be-
tween the frames in ground truth and system output by handling frame fate mismatch.
Frame Mapping Algorithm is a strategy for paring two comparable frames in ground truth
and system output. Thus, we designed the frame mapping procedure which maps a frame
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in ground truth corresponding to each frame of system output.
Then, for the frame number 𝑛s

(𝑡) of system s at the time stamp 𝑡, we aim to find
the corresponding frame 𝑛g

(𝑡) of ground truth g. The frame numbers 𝑛g
(𝑡) and 𝑛s

(𝑡) are
calculated from time reference 𝑡 and the frame rates 𝑟g and 𝑟s of g and s, respectively, as
follows,

𝑛(𝑡)
g = 𝑡× 𝑟g (11)

𝑛(𝑡)
s = 𝑡× 𝑟s (12)

Thus, we can find the ground truth frame number 𝑛(𝑡)
g corresponding to 𝑛

(𝑡)
s as follows,

𝑛g
(𝑡) =

[︂(︂
𝑟g
𝑟s

)︂
· 𝑛s

(𝑡)

]︂
, (13)

where [ ∙ ] is the rounding notation (we need to round to calculate the frame number 𝑛g
(𝑡)

because 𝑛g is natural number).

Figure 7: Our frame mapping algorithm handles the frame rate mismatch by finding the
corresponding frame pairs of ground truth g and system s.

4.2 Implementation of Our Benchmarking System of PE-FDA
In this section, we explain the implementation of our benchmarking (evaluation) system
for face identity matching systems (FIMS) and pedestrian tracking systems (PTS). These
designed evaluation algorithms corresponds to the grading program block of Figure 8.

Frame-based and object-based approaches are applied for implementing our evalua-
tion systems for face identification matching algorithm and pedestrian tracking algorithm,
respectively.
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4.2.1 Our Benchmarking System for Face Identity Matching System (FIMS)

It is assumed that the face feature and identity of subjects enrolled in a database system are
provided to this system evaluation algorithm. The pseudo-code of this evaluation system
using UD metric for FIMS is given in Figure 1.

First, we obtain the matching frame 𝑛𝑔 in ground truth that is pair-able for a given
frame 𝑛𝑠 in system s as described in 4.1. Second, we calculate 𝑑 (g𝑖[𝑛𝑔], s𝑗[𝑛𝑠]) in (6)
where g𝑖[𝑛𝑔] is ground truth g’s the detection box of the 𝑖-th object at frame number 𝑛𝑔,
and s𝑗[𝑛𝑠] is system output s’s detection box of the 𝑗-th object at frame number 𝑛𝑠. If no
matching pair is found, its returned output value is zero. Third, after calculating our UD
metric 𝑑(g, s) on multiple frames in a video, the metric 𝑚UD, FIMS is defined as the average
of 𝑑(g, s) over frames as follows,

𝑚UD, FIMS = 𝐴𝑣𝑔
[︁
𝑑(g, s)

]︁
=

1

|M|
∑︁

(𝑛𝑔 ,𝑛𝑠)∈M

1

|O𝑛𝑔 ,𝑛𝑠|
·

⎛⎝ ∑︁
(𝑖,𝑗)∈O𝑛𝑔,𝑛𝑠

𝑑 (g𝑖[𝑛𝑔], s𝑗[𝑛𝑠])

⎞⎠ ,

where the frame pair set M is obtained using the frame mapping algorithm as shown in
(13),

M = {(𝑛𝑔, 𝑛𝑠)| 𝑛𝑔 =

[︂(︂
𝑟g
𝑟s

)︂
· 𝑛𝑠

]︂
for ∀𝑛𝑠}, (14)

while the object pair set O𝑛𝑔 ,𝑛𝑠 is defined as follows,

O𝑛𝑔 ,𝑛𝑠 = {(𝑖, 𝑗)| 𝑖 ∈ O𝑔
𝑛𝑔

and 𝑗 ∈ O𝑠
𝑛𝑠
}, (15)

where the set O𝑔
𝑛𝑔

is composed of the objects at the frame 𝑛𝑔 in g, and the set O𝑠
𝑛𝑠

is com-
posed of the objects at the frame 𝑛𝑠 in s. Finally, we can calculate the mean of 𝑚UD, FIMS

obtained over multiple videos.

4.2.2 Our Benchmarking System for Pedestrian Tracking System (PTS)

For implementing a benchmarking system for PTS, we will combine the values when using
object-based approach. In this object-based approach, there is the ambiguity of matching
pairs of tracking object IDs in ground truth and system output, and it is necessary to find
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a matching pairs. In order to find matching pairs of tracking IDs in ground truth and
system output, mapping list and correspondence table are attempted in [2] and [6]. For
the simplicity, we build a correspondence table T in our implementation: we first can
need to figure out the lists of available tracking object IDs in ground truth and system
output, respectively. Then, the tracking object IDs in ground truth are listed on the row
of a correspondence table while those in system output are listed on the column. It is
assumed that pedestrian tracking systems assign (arbitrary) tracking object IDs for tracking
all objects over video frames.

First, the object set O is defined as follows,

O = {(𝑖, 𝑗)| 𝑖 ∈ O𝑔 and 𝑗 ∈ O𝑠}, (16)

where the set O𝑔 is composed of the objects in g, and the set O𝑠 is composed of the objects
pair in s.

Second, the set M𝑖,𝑗 is a set of the frame pairs (𝑛𝑔, 𝑛𝑠) that contain the given object
pair (𝑖, 𝑗) in (g, s) as follows,

M𝑖,𝑗 = {(𝑛𝑔, 𝑛𝑠) | ∃g𝑖[𝑛𝑔] ∈ g and ∃s𝑗[𝑛𝑠] ∈ s

for a given object pair (𝑖, 𝑗)}.

Our metric 𝑚UD, PTS is defined as follows,

𝑚UD, PTS =
1

𝑁
·

∑︁
(𝑖,𝑗)∈O′

∑︁
(𝑛𝑔 ,𝑛𝑠)∈M𝑖,𝑗

𝑑 (g𝑖[𝑛𝑔], s𝑗[𝑛𝑠]) ,

where g𝑖[𝑛𝑔] is the 𝑖-th object at the frame 𝑛𝑔 in g, s𝑗[𝑛𝑠] is the 𝑗-th object at the frame
𝑛𝑠 in s, and the normalization factor 𝑁 is defined as 𝑁 =

∑︀
(𝑖,𝑗)∈O′

∑︀
(𝑛𝑔 ,𝑛𝑠)∈M𝑖,𝑗

1 =∑︀
(𝑖,𝑗)∈O′ |M𝑖,𝑗|.
This object pair set O′ is the subset of O and it is defined as follows,

O′ = {(𝑖, 𝑗′) | 𝑗′ = arg max
𝑗∈𝑂𝑠

𝐷̃ (g𝑖, s𝑗) , for ∀𝑖 ∈ O𝑔}. (17)

where Og and Os are object pairs for g and s, respectively, and 𝐷̃ (g𝑖, s𝑗) is the average
of 𝑑(·) over the frame sets in M𝑖,𝑗 .

𝐷̃ (g𝑖, s𝑗) = 𝐴𝑣𝑔
[︁
𝑑 (g𝑖[𝑛𝑔], s𝑗[𝑛𝑠])

]︁
=

1

|M𝑖,𝑗|
∑︁

(𝑛𝑔 ,𝑛𝑠)∈M𝑖,𝑗

𝑑 (g𝑖[𝑛𝑔], s𝑗[𝑛𝑠])
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Because the (𝑖, 𝑗) element of the correspondence table T is given as T𝑖,𝑗 = 𝐷̃ (g𝑖, s𝑗),
this set O′ can alternatively be obtained from the table T by finding the column index 𝑗 of
the maximal T𝑖,𝑗 for the 𝑖-th row in T. (17) can be rewritten as follows,

𝑚UD, PTS =
1

𝑁
·

∑︁
(𝑖,𝑗)∈O′

𝑁𝑖,𝑗 ·⎛⎝ 1

|M𝑖,𝑗|
∑︁

(𝑛𝑔 ,𝑛𝑠)∈M𝑖,𝑗

𝑑 (g𝑖[𝑛𝑔], s𝑗[𝑛𝑠])

⎞⎠
=

1

𝑁
·

∑︁
(𝑖,𝑗)∈O′

𝑁𝑖,𝑗 · 𝐷̃ (g𝑖, s𝑗)

=
1

𝑁
·

∑︁
(𝑖,𝑗)∈O′

𝑁𝑖,𝑗 ·T𝑖,𝑗 (18)

where we define the variable 𝑁𝑖,𝑗 = |M𝑖,𝑗| and 𝑁 =
∑︀

(𝑖,𝑗)∈O′ 𝑁𝑖,𝑗 .
As shown in (18), 𝑚UD, PTS is differentiated from 𝑚UD, FIMS in (14) by 𝐷̃(·) - weighted-

sum - according to the number of frame occurrence.
In Algorithm 2, we compute the metric 𝑚UD, PTS introduced in (17) for every tracking

object ID pair of the entries in the correspondence table. Then, we can choose the tracking
object ID of system output that corresponds to that of ground truth by finding the maximum
of 𝑚UD values in the row of ground truth’s tracking object ID. Once the corresponding
tracking ID pairs are chosen, a row and a column of its entry in the Correspondence Table
are removed in the table for the next iteration. We will repeat this process until finding all
matches for tracking object IDs in ground truth (the 𝑚UD values for the final corresponding
pairs are the maximum values found in the table). We will get the average value of the
𝑚UD, PTS values for the matching tracking object ID pairs).
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Algorithm 1 Our benchmarking system
with UD metric for PE-FIMS.
1: for a video ∈ a set of test videos do
2: Obtain the set M in (14)
3: L = [ ]
4: for (𝑛𝑔, 𝑛𝑠) ∈ M do
5: Obtain the set O𝑛𝑔,𝑛𝑠 in (15)
6: K = [ ]
7: for (𝑖, 𝑗) ∈ O𝑛𝑔,𝑛𝑠

do
8: 𝑚UD = 𝑑 (g𝑖[𝑛𝑔], s𝑗 [𝑛𝑠])
9: K.append(𝑚UD)

10: end for
11: L.append( Avg[ K ] )
12: end for
13: 𝑚UD, FIMS = Avg[ L ] in (14)
14: end for
15: return mean, std of 𝑚UD, FIMS over test

videos

Algorithm 2 Our benchmarking system
with UD metric for PE-PTS.
1: for a video ∈ a set of test videos do
2: Obtain the set O in (16)
3: T𝑖,𝑗 = 0 for ∀𝑖 ∈ O𝑔, ∀𝑗 ∈ O𝑠

4: for (𝑖, 𝑗) ∈ O do
5: Obtain the set M𝑖,𝑗 in (17)
6: for (𝑛𝑔, 𝑛𝑠) ∈ M𝑖,𝑗 do
7: 𝑚UD = 𝑑 (g𝑖[𝑛𝑔], s𝑗 [𝑛𝑠])
8: end for
9: Calculate 𝐷̃ (g𝑖, s𝑗) in (18)

10: T𝑖,𝑗 = 𝐷̃ (g𝑖, s𝑗)
11: end for
12: Obtain the set O′ in (17) using T
13: Calculate 𝑚UD, PTS in (18)
14: end for
15: return mean, std of 𝑚UD, PTS over test

videos

5 Experiment and Results
Validating of our benchmarking system design for FIMS and PTS, the designed implemen-
tation in Sections 4 is tested with actual video data from the cameras of a state-of-the-art
security system.

5.1 Overall Framework of Our Benchmarking System for PE-FDA
The overall framwork including generating ground truth for the video data set is given in
Figure 8.

First, multiple videos are simulated when evaluating the performance of an individual
face detection algorithm in order to be not biased by a particular test video setting. For
each video in a list of videos, data files for ground truth and system out are generated. A
system output data file is generated by processing a video using an face detection algorithm
we want to test. Thus, there is only one data file for the ground truth while a system output
data file is generated for each face detection algorithms to be tested.

Second, the data files for ground truth and system output are composed of detected
object’s information for all frames in a video. For every object in a frame, we generated a
detection box indicating the object’s face in terms of 𝑥 and 𝑦 positions, width and height.
While subjects’ identity in a database system is offered for testing a face ID matching
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algorithm, tracking ID is offered for a pedestrian tracker algorithm.
Third, once metric values are calculated on multiple videos for a tested FDA, we ob-

tain a mean of the evaluation results of a designed algorithm for the final performance
evaluation metric.

Note: Mean of Metrics on Multiple Video Streams - For reducing bias caused by a
test video, we obtain the mean of the metric values on various video examples. For a
video, we can calculate the designed metric with our designed system presented in Section
4. However, in order to minimize bias due to a video source, we want to utilize multiple
videos for system performance evaluation as given in Figure 8. Thus, we will provide
mean of the calculated values on multiple videos of each system. A well-designed system
will have the final outputs of a higher final mean value.

5.2 Ground Truth Generation for Actual Video Data
Because the video data set from actual state-of-the-art security system is used for the
experiment of benchmarking system, we generate ground truth of video data.

Generally speaking, generating ground truth is expensive. It is essential that once this
ground truth is generated, we do not regenerate the ground truth due to the changed frame
rate of FDA. Instead, we will apply the frame mapping algorithm in Section 4.1

We generate ground truth in the blue-colored block of Figure 8. While the previous
approaches are using human inputs only, our system framework adapts the pre-processing
performed in computer and then verified by human input in order to minimize subjectivity.
This minimization is important to maintain ground-truth quality. Generating a ground truth
data file, a video is first processed to pre-label objects identity in a video stream. Then, a
human input is required to validate the pre-labels and correct only mislabel on detection
bounding boxes.
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Figure 8: The system framework of our performance evaluation system: (1) this perfor-
mance evaluation system first performs the pre-processing step of detection in computer,
and then processes the verification step by human input. In this way, we can to minimize
subjectivity and reduce the cost of ground truth generation. (2) the evaluation score on
system s𝑘 will be provided for each video stream.

5.3 Simulation Setting
Our benchmarking system design of PE-FDA is validated on video data obtained from a
state-of-the-art security systems. In the second validation step with actual videos, four
videos for FIMS and nine videos for PTS are used. Also, UD metric and Iou metric are
applied, separately. It includes a few hundreds frames, and the total frame numbers of the
videos are 3348 and 5002 for FIMS and PTS, respectively. (Figure 2 shows a couple of
frame images in videos when a pedestrian tracking algorithm [1] is applied.)

For this validation, we chose one of the latest FDAs. An state-of-the-art FIMS is
obtained from CMU Cylab Biometrics Laboratory [20], and a PTS is obtained from [1]
that is lately implemented with CNN.
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5.4 Results
Our simulation results on multiple frame rates and multiple videos from actual security
system are given in Tables 1 and 2, respectively.

In Table 1, the evaluation results on multiple frame rates in sample scenarios are given.
It is observed in Table 1b that UD metric is less affected by the variation of FDA frame
rates than Iou metric is. As mentioned in Section 3.1, this UD metric is even less affected
by frame rate variation if 𝑝 in (6) increases. Also, this result shows that UD metric has a
higher values overall as proved in Theorem 2.

In Table 2, the evaluation results on actual video data are given. In this evaluation of
a face identity matching algorithm, we compute the mean of calculated values of the final
metric in equation (14) on multiple videos. For the purpose of metric quality comparison,
the UD metric in (14) and (17) is replaced with the Iou metric for FIMS and PTS, respec-
tively. The simulation results in Table 2 also show that UD metric has a higher values
overall as proved in Theorem 2. The average of the evaluation results with our UD metric
shows 140% and 300% improvements for the FIMS and the PTS, respectively.

Table 1: Evaluation results on multiple frame rate of sample scenarios

(a) FIMS

UD metric (14) Iou metric
𝑟𝑔=𝑟𝑠=30.0 fps 0.4848 0.28

𝑟𝑔=30.0 fps, 𝑟𝑠=15.0 0.6667 0.6667
𝑟𝑔=30.0 fps, 𝑟𝑠=10.0 0.5 0.5
𝑟𝑔=30.0 fps, 𝑟𝑠=20.0 0.8889 0.8570

(b) PTS

UD metric (17) Iou metric
𝑟𝑔=𝑟𝑠=30.0 fps 0.9070 0.7333

𝑟𝑔=30.0 fps, 𝑟𝑠=15.0 0.8141 0.4667
𝑟𝑔=30.0 fps, 𝑟𝑠=10.0 0.9303 0.8000
𝑟𝑔=30.0 fps, 𝑟𝑠=20.0 0.9303 0.8000
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Table 2: Evaluation results on multiple videos from actual state-of-the-art security system

(a) FIMS [20]

UD metric (14) Iou metric
video # 1 0.0218 0.0150
video # 2 0.1745 0.1256
video # 3 0.1046 0.0600
video # 4 0.4359 0.3271

avg 0.1842 0.1319

(b) PTS [1]

UD metric (17) Iou metric
video # 1 0.4230 0.1534
video # 2 0.3721 0.1699
video # 3 0.1975 0.0595
video # 4 0.4147 0.1608
video # 5 0.3249 0.0632
video # 6 0.4165 0.1198
video # 7 0.3998 0.1728
video # 8 0.3708 0.0917
video # 9 0.3522 0.0875

avg 0.3635 0.1198

Therefore, the simulation results demonstrate that our benchmarking system is recom-
mendable to solve the optimization problem of finding PE-FDA for actual security system.

6 Conclusion
In this paper, we designed a benchmarking system for power-efficient face detection al-
gorithm (PE-FDA) that can be implemented in state-of-the-art artificial intelligence (AI)
based security system. In a practical security system, power consumption should an im-
portant specification when finding an optimal face detection algorithm (FDA). Thus, in
order to overcome this practical limitation of power consumption, this paper focuses on a
benchmarking system of PE-FDA.

Power consumption in FDA is directly controllable by adjusting its frame rate. How-
ever, adjusting a frame rate is a challenge for designing a benchmarking system for FDA
due to temporal error and spatial error. In order to overcome these errors in benchmark-

23



ing system of PE-FDA, we proposed a novel metric, Unitized-distance (UD) metric, de-
signed a face mismatch algorithm, and implemented benchmarking systems for face iden-
tity matching system (FIMS) and pedestrian tracking system (PTS). Finally, comparing
with the most popular conventional metric (Iou metric), our benchmarking system was
validated for multiple frame rates and multiple videos obtained from actual state-of-the-art
security system. Thus, we conclude that our system is recommendable for the benchmark-
ing evaluation system of PE-FDA.

In the future, we expect that our approaches for developing the benchmarking tool (in-
cluding the properties of UD metric) will contribute to improve power efficiency in other
AI software applications as well as the future benchmarking system for AI-based systems.
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Appendices
A Proof of Iou Metric’s Property
for any 𝑘 s.t. 0 ≤ 𝑘 ≤ 1, 𝑚𝐼𝑜𝑢 satisfies the following inequality,

𝑚𝐼𝑜𝑢 ≤ 𝑘 · 𝑤𝑖

𝑤𝑢

+ (1 − 𝑘) · ℎ𝑖

ℎ𝑢

, (19)

where 𝑤𝑢 = 𝑤𝑔 + 𝑤𝑠 − 𝑤𝑖 and ℎ𝑢 = ℎ𝑔 + ℎ𝑠 − ℎ𝑖.

Proof.

𝑚𝐼𝑜𝑢 =
𝑤𝑖 · ℎ𝑖

𝑤𝑔ℎ𝑔 + 𝑤𝑠ℎ𝑠 − 𝑤𝑖ℎ𝑖

, (20)

where 𝑤𝑖 ≤ min {𝑤𝑔, 𝑤𝑠} and ℎ𝑖 ≤ min {ℎ𝑔, ℎ𝑠}.
(20) can be re-written as follows,

𝑚𝐼𝑜𝑢 =
𝑤𝑖 · ℎ𝑖

(𝑤𝑔 + 𝑤𝑠 − 𝑤𝑖) · ℎ𝑖 + (𝑤𝑔 · (ℎ𝑔 − ℎ𝑖) + 𝑤𝑠 · (ℎ𝑠 − ℎ𝑖))

=
𝑤𝑖 · ℎ𝑖

(𝑤𝑔 + 𝑤𝑠 − 𝑤𝑖) · ℎ𝑖 + 𝜖1

≤ 𝑤𝑖 · ℎ𝑖

(𝑤𝑔 + 𝑤𝑠 − 𝑤𝑖) · ℎ𝑖

=
𝑤𝑖

𝑤𝑔 + 𝑤𝑠 − 𝑤𝑖

, (21)

where 𝜖1 = 𝑤𝑔 · (ℎ𝑔 − ℎ𝑖) + 𝑤𝑠 · (ℎ𝑠 − ℎ𝑖) ≥ 0.
Symmetrically,

𝑚𝐼𝑜𝑢 =
𝑤𝑖 · ℎ𝑖

𝑤𝑖 · (ℎ𝑔 + ℎ𝑠 − ℎ𝑖) + ((𝑤𝑔 − 𝑤𝑖) · ℎ𝑖 + (𝑤𝑠 − 𝑤𝑖) · ℎ𝑖)

=
𝑤𝑖 · ℎ𝑖

𝑤𝑖 · (ℎ𝑔 + ℎ𝑠 − ℎ𝑖) + 𝜖2

≤ 𝑤𝑖 · ℎ𝑖

𝑤𝑖 · (ℎ𝑔 + ℎ𝑠 − ℎ𝑖)
=

ℎ𝑖

ℎ𝑔 + ℎ𝑠 − ℎ𝑖

, (22)

where 𝜖2 = (𝑤𝑔 − 𝑤𝑖) · ℎ𝑖 + (𝑤𝑠 − 𝑤𝑖) · ℎ𝑖 ≥ 0.
By (21) and (22),

𝑚𝐼𝑜𝑢 ≤ 𝑘 · 𝑤𝑖

𝑤𝑢

+ (1 − 𝑘) · ℎ𝑖

ℎ𝑢

. (23)
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B UD Metric’s Property with respect to Distance Order 𝑝
In Figure 9, UD metric is observed when 𝑝 is changed. UD metric with (a) p = 2, (b)
p=1, (c) p=.1, (d) p=.01 when two unit detection boxes have the relative offsets ∆𝑤/𝑤 and
∆ℎ/ℎ in the range of 0 to 1 along the 𝑥-axis and the 𝑦-axis, respectively.

(a) UD metric for p=2

(b) UD metric for p=1

(c) UD metric for p=.1

(d) UD metric for p=.01

Figure 9

In Figure 10, Iou metric and UD metric are plotted when two unit detection boxes have
the relative offset ∆ℎ/ℎ in the range of 0 to 1 and ∆𝑤/𝑤 = 0. Iou metric and UD metric
for (a) p = 2, (b) p=1, (c) p=.1, (d) p=.01 are plotted when two unit detection boxes have
the relative offset ∆ℎ/ℎ in the range of 0 to 1 along the 𝑥-axis while ∆𝑤/𝑤 = 0.
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Figure 10
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