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Abstract

Climate change yields heightened flood risk due to both sea level rise and an increased frequency
of significant storms. While prior literature has estimated flood damages, it is difficult to measure
how agents will respond to an increase in flood risk. Furthermore, it is important to understand
how policymakers can minimize these risks by investing in flood hazard protections. My disserta-
tion studies the problem of valuing the cost of flood risk and the role of policymakers in response
to flood risk. In the first part, I explore the relationship between flood risk and the housing market.
This allows me to measure the cost of increased flood risk on housing markets using revealed pref-
erence methods. In the second part of my dissertation, Chapters 2 and 3, I study why policymakers
invest in flood hazard reduction and how flood hazard mitigation is valued by homeowners. My
findings on what factors influence policymakers to invest in flood hazard protection at the local
level and how these investments are valued provide important insights for the federal government
as it redesigns the National Flood Insurance Program (NFIP).

My first chapter (joint with Nicholas Z. Muller) provides evidence that well-informed home-
owners of coastal real estate respond to flood risk. Our innovations in this paper are two-fold.
First, we parse homeowners according to the quality of information they possess about their flood
risk, and second, we disentangle flood risk from property damage. Prior literature has found evi-
dence that homeowners respond to flood shocks, however these papers focus mostly on local flood
shocks. As such, it is difficult to separate the cost of damages from the effect of information about
risk. Our paper circumvents this identification issue by testing whether non-local flooding events
affect housing prices in coastal markets. Utilizing a difference-in-differences methodology, we test
whether homeowners in high flood risk areas along the coast of New Jersey respond to non-local
flooding. We use several well-publicized hurricanes and tropical storms that did not strike the
Atlantic seaboard as non-local shocks. We find that prices of homes in areas of high flood risk
do not decrease after a storm, but rather increase. The literature has shown current and prospec-
tive homeowners do not always know their flood risk, so we further test if informed homeowners
respond differently. We use participation in Community Rating System (CRS) public awareness
activities as a measurement of homeowner’s information. We find that homes in high flood risk
zones situated in towns that participate in public flood awareness activities incur a 7 to 16 percent
decrease in price after the non-local shock. Further, we show that firms are more responsive to
risk information than individuals and that markets exposed to such information are less adversely
affected by future disasters.

For my second chapter I study the decision to participate in CRS, which is a federally run pro-
gram that incentivizes local jurisdictions to undertake activities related to flood hazard mitigation
in exchange for flood insurance discounts for their constituents. In this chapter I study the decisions
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of the government to participate in CRS from a static perspective. First, I build a model of the local
government’s decision to provide a public good that mitigates hazard risk. Second, I use participa-
tion in CRS in New Jersey to empirically test the hypotheses generated by the theoretical model in
the context of flood hazard mitigation. Consistent with the model predictions, the empirical results
show that an array of factors affect participation: income, population, housing values, risk, value of
amenity access, information, and whether the local jurisdiction type is mayor-council. This paper
further contributes to the literature on optimal public good provision by showing that incomplete
information, weak government accountability, and lobbying can lead to inefficient levels of hazard
mitigation.

My third chapter further explores the decision of local governments to invest in flood hazard
mitigation and builds on my second chapter by using a dynamic structural model of the local gov-
ernment’s decision, which accounts for the value of flood hazard mitigation to homeowners. Thus,
I am able to consider the interdependency between changes in federal policy and the decisions of
the local government. To this end, I estimate a homeowner’s marginal willingness to pay for flood
insurance and for the local government’s flood hazard mitigation actions based on housing sales in
New Jersey from 1998 to 2018. I then use a dynamic discrete choice model of the local govern-
ment’s investment decision to estimate their costs. I find that the spillover effects from mitigation
are positive, insurance discounts are valued more than the actual savings, and that large initial
perceived costs may prevent investments in hazard mitigation. Finally, I perform counterfactual
analyses to consider the local government response to alternative federal policies. The counterfac-
tuals suggest that either increasing the proportion of homes in federally designated high risk zones
to account for climate change or raising the federally set flood insurance rates increase investment
in flood hazard mitigation, and that implementing a cost subsidy rather than the current insurance
discount policy may increase investment in municipalities with low property values.
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Chapter 1

The Role of Information in the Market
Response to Flood Risk: Hurricane Katrina
and the New Jersey Coast

1.1 Introduction

Coastal real estate markets comprise large stocks of highly valued capital. Assets in these mar-
kets possess a high degree of exposure to natural disaster risk including floods, erosion, and wind.
Natural disaster risks are changing due to anthropogenic climate change perhaps especially so in
coastal environments. In this dynamic context, markets may not yield efficient outcomes. The con-
cern is a form of hysteresis. As risks from sea level rise, storm frequency, and intensity, change,
inaccurate beliefs about emergent risks may yield inefficient investment decisions and asset bub-
bles. Ultimately, the welfare consequences of large-scale mispricing of these assets is likely to
be publicly shared due to government insurance programs and negative pecuniary externalities in
both housing and mortgage markets (Ouazad and Kahn 2019). Further, given financial derivatives
collateralized with residential real estate, the effects of this form of hysteresis may be far reaching.
These market failures suggest a role for risk information policies.

In coastal communities, information pertaining to flood risk derives from accumulated expe-
rience. In the United States, public policy also plays a crucial role in conveying risk information
to market participants. Risk designations are provided by the National Flood Insurance Program
(NFIP)1, which is administered by the Federal Emergency Management Agency (FEMA). To the
extent that risk distributions are changing, the importance of NFIP rises as accumulated knowledge
becomes less relevant. In recognition of this dynamic risk environment, the NFIP offers additional

1Communities choose whether to participate in NFIP. Once a community joins the NFIP, Flood Insurance Rate
Maps (FIRMs) are drawn to demonstrate flood risk levels.
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information on flood risk through the Community Rating System (CRS). The CRS is a voluntary
component of the NFIP that encourages communities to increase floodplain management above
the minimum federal standards. Among the actions comprising CRS, most enrolled communities
pursue low-cost measures such as raising flood risk awareness (Michel-Kerjan, et al., 2016). As
such, we posit that communities enrolled in CRS have better information about flood risk.

Centrally, this paper analyses the effect of information embodied in CRS enrollment on the
manner in which coastal real estate markets respond to flood risk. Our identification strategy relies
on the following consideration: observed housing market responses to a flooding event conflate the
effect of risk perception among buyers and sellers with actual property damage. To separate these
two effects, this paper examines whether prices for properties at risk of coastal flooding events
adjust when environmental hazards manifest in geographically distant markets. This design de-
couples risk discounts from property damage. To implement this strategy, we use hedonic property
models and a difference-in-differences (DID) specification. Our empirical setting is the New Jer-
sey coastal real estate market.2 This is a large, and economically significant context spanning 130
miles of coastline. The value of land and property along the coast grew from less than $1 billion
in 1960 to greater than $170 billion today.3 We assign homes in high-risk areas, as designated by
FEMA’s FIRMs, to the treatment group. The occurrence of a non-local hurricane or tropical storm
identifies the time of treatment. Though we explore numerous hurricanes that did not strike New
Jersey, our main specification uses Hurricane Katrina. We augment this specification in a triple
difference design using CRS enrollment as an information treatment.

For our identification strategy to be viable, participants in New Jersey’s coastal real estate mar-
kets must be “exposed” to the geographically-distant shock. We contend that it is quite likely
homeowners in New Jersey were aware of highly publicized storms like Hurricane Katrina. This
storm (and its subsequent destruction) was extensively covered by national media throughout the
United States. Utilizing Google Trends provides support for this claim. Figure 1 shows that New
Jersey residents searched for information related to the storm immediately after Hurricane Katrina
made landfall in August, 2005. Interestingly, the New Jersey residents searched again for infor-
mation regarding Hurricane Katrina, when Hurricane Irene made landfall in New Jersey in 2011
and Hurricane Sandy made landfall in New Jersey in 2012. This demonstrates the connection be-
tween local flooding events and distant disasters. Figures 2 and 3 demonstrate similar results using
the search terms “Disaster” and “Flood Insurance” in Google Trends. Local media in New Jersey
consistently made the connection between flooding from Hurricane Katrina and flooding in New
Jersey. For example, the Asbury Park Press published an article on September 11th, 2005 titled

2We define the New Jersey coastal real estate market as homes located in Cape May, Atlantic, Ocean, and Mon-
mouth counties.

3”How Rising Seas and Coastal Storms Drowned the U.S. Flood Insurance Program” Yale Environment 360.
Accessed 6/9/2017
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“Less than a Katrina would cause devastation in N.J”. After Hurricane Katrina, readers of the As-
bury Park Press expressed concern about New Jersey’s vulnerability to flooding and the need for
emergency preparedness.4

Figure 1.1: Google Trends in New Jersey for Hurricane Katrina Search Term

Figure 1.2: Google Trends in New Jersey for Disaster Search Term

4See “Readers take a look ahead in Katrina’s aftermath”, Aspbury Park Press, September 14th, 2005
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Figure 1.3: Google Trends in New Jersey for Flood Insurance Search Term

Our main empirical results are summarized as follows. In the standard DID, we do not detect
a drop in the price of properties in high risk locations following Hurricane Katrina or other named
storms that struck other regions. However, in the triple difference, we find a significant drop in
price of properties in high risk locations and in CRS towns after a storm.5 For Hurricane Katrina,
inclusive of all sales, we find significant risk discounts of 7% on sales beginning four months after
the storm. This effect endures for sales up to one year after the storm. The discount peaks roughly
10 months following Katrina. Employing a repeat-sales model (Mendelsohn, et al., 1992) with
parcel fixed effects, the effect increases. We report a drop of 11% for sales occurring within six
months of the storm. This risk discount increases to 15.7% for sales within one year of the storm.
We interpret this differential effect in CRS communities as an indication that information on flood
risk is important to how markets respond to risk signals as embodied in the geographically-distant
storms.

The paper then limits the sample to transactions involving firms (on either side of the transac-
tion). We isolate firms based on the hypothesis that such investors are likely to treat real estate as
assets (in contrast to consumers who may have varying degrees of emotional attachment to their
homes). Thus, firms may process and internalize risk information differently than individuals. We
detect much larger responses to flood risk information when firms are involved in transactions.
For Hurricane Katrina, inclusive of all sales, we find significant risk discounts of between 25%
and 50% on sales from two to 12 months after the storm. In the repeat-sales setting, the effect
estimates are of similar magnitude but only statistically significant at 12 months after the storm.
We note that the limited sample size in this context limits the power of these tests.

We then test whether the differential risk discounts in CRS versus untreated towns affects price

5Note our indicator for participation in CRS is defined as participating in public awareness activities and public
map information activities. See Table A1 for more details.
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responses to Hurricane Sandy, which struck coastal New Jersey in 2012, well after Katrina and
the other storms considered in the preceding analysis. That is, did the information intervention
mitigate hysteresis? With all transactions occurring after Sandy (including individuals and firms)
we find no systematic effect of risk information. However, when we limit the sample to only firms,
properties in CRS participating markets were sold at a premium of between 20 percent and 50
percent, relative to high risk properties not in CRS towns. One interpretation of this result is that
flood risk information had already been incorporated into asset values. Thus, Sandy presented less
of an information update to investors in information treated towns.

We explore numerous additional specifications in order to test possible threats to our identifi-
cation strategy. First, we confirm no violation of the parallel trends assumption central to a causal
interpretation in the DID models. Second we consider possible endogeneity of CRS enrollment.
Recall that the indicator of “high risk” status stems from the NFIP flood maps. So, one concern
is that some unobservable aspect of flood risk is higher in CRS towns, relative to other high risk
towns that did not enroll in CRS and that this unobservable factor drives selection into CRS. To test
this, we compare flood insurance claims in CRS and non-CRS communities. We find no evidence
that average flood insurance claims are higher in CRS communities.

Another concern is that distant storms eventually result in flooding in New Jersey and that our
models simply pick up this local effect. We test this by controlling for local flooding events. Our
central results are unaffected.

Finally, we exploit the rich nature of our data to test whether the composition of buyers and
sellers drives our findings. The coastal real estate market in New Jersey is comprised of numerous
investors for whom properties in New Jersey are not their primary residence. These market par-
ticipants may impart greater liquidity on the market and be more likely to sell following a storm.
Econometrically, this phenomenon would be problematic if non-residents own a large share of
properties in CRS towns. We do find evidence that non-residents are more likely to sell after non-
local hurricanes, however the effect is very small. Additionally, non-resident buyers may lack full
information about flood risks and, hence, it may be the case that sales following non-local storms
exploit this information asymmetry. We find no evidence that non-resident buyers are more likely
to make purchases after the hurricanes of interest.

1.1.1 Relevant Literature

Relative to the literature (Hallstrom and Smith, 2005; Bin, Kruse, and Landry, 2008; Pryce and
Chen, 2011; Bin and Landry, 2013; Bernstein, Gustafson, Lewis, 2018), the present study offers
three key innovations. First, we credibly identify the market response to flood risk distinctly from
manifest damage due to realized flooding. Second, we demonstrate the importance of informa-
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tion, and a role for public policy in providing information, about flood risk in triggering market
responses. Third, we show that markets exposed to such information are less adversely affected by
future disasters that occur locally.

The first contribution stems from our identification strategy, which isolates the change in per-
ceived flood risk on housing markets. Hallstrom and Smith (2005) attempt to separate out the
information about flood risk from flooding damage by using an instance where a hurricane is pre-
dicted to hit an area, but instead the hurricane hits a neighboring county. The authors, using a
difference in difference methodology, find that homes in high risk flood areas see a 19% decrease
in property values relative to those in low risk areas in the county that the hurricane missed. The
proximity between the physically affected county and county in which price effects are detected
generates some concerns regarding identification of a pure risk effect. Additionally, the timing of
the study may confound the information effect of Hurricane Andrew in 1992 with the 1994 legal
change that made flood insurance premiums mandatory in high risk areas, therefore making it more
expensive to own a high risk home.6

Tinsley, Dillon, and Cronin (2012) explore behavior related to near miss storms. The authors
distinguish two interpretations of such events; one that emphasizes resilience and once focusing
on vulnerability. Resilience leads to more risky behavior whereas vulnerability induces less risky
behavior. In this framework, our results indicate that, in CRS enrolled towns, the vulnerability
interpretation dominates the resilience interpretation.

In other related work, Bin and Landry (2013) find that home prices decrease after a flooding
incident, but that such discounts manifest only after a local flood. Hence, the price decrease cannot
be parsed into a risk effect and that due to property damages. Keenan, Hill, and Gumber (2018)
find differential trends in property values in Miami-Dade County, Florida. Specifically, they report
that lower elevation homes have appreciated less rapidly than those situated at higher elevations.
Importantly, they too cannot disentangle the effects of flood risk perception and property damage in
driving the differential trends. Bernstein, Gustafson, and Lewis (2018) report that properties at risk
of sea level rise sell at a 7% discount, relative to comparable properties. Further, they argue that
this effect is due to perception of future risk, rather than property damage, by showing that rental
rates do not evince such a discount. While Bernstein, Gustafson, and Lewis (2018), demonstrate
that property markets capitalize flooding risk, their focus is on long run cash flows whereas we
zero in on acute, short run responses to current flooding events. Climate science indicates that
anthropogenic climate change is currently affecting sea level and coastal flooding (IPCC, 2013).
Our focus on capitalization of current risk speaks to this near-term dimension of climate change

6It is also difficult to separate out flood risk information due to zone designations from the cost of insurance
premiums. Several studies have shown that flood zone identification does lead to lower housing prices, but this may
be due to the cost of the insurance premiums. See for example Bin et al., 2009
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and flood risk. Thus, the present paper is complementary to that of Bernstein, Gustafson, and
Lewis (2018).

This paper’s second contribution centers on the role of risk-relevant information in market re-
sponses to natural disasters. Our design assesses whether non-local flooding events differentially
impact market outcomes in towns that enrolled in the CRS relative to communities not enrolled. In
contrast to prior papers that demonstrate a response to flooding based (partially) on risk perception
(Bernstein, Gustafson, and Lewis, 2018; Bin and Landry, 2013; Keenan, Hill, and Gumber, 2018)
we illustrate whether and how information interventions affect market responses to natural disas-
ters. While this is not a test a CRS’ effectiveness, it is a novel test of the role that publicly provided
information plays in the natural disaster risk setting. This paper is not the first to consider the how
information or beliefs about flood risk effect the response of housing markets to changes in flood
risk. Both Bakkensen and Barrage (2017) and Giglio, Maggiori, Rao, Stroebel, and Weber (2018)
research how beliefs about climate change measured from survey data effect housing market eval-
uation of flood risk from inundation due to sea level rise. Baldauf, Garlappi, and Yannelis (2019)
account for heterogeneity in information about climate change using textual analysis of housing
listings. All three papers find similar results to ours; beliefs or information about the flood risk are
associated with lower prices. Our work is complementary to these three papers as we focus on a
response to short term changes in risk, rather than the long term risk of sea level rise.

We argue that this test has potentially fundamental implications. Prior literature contends
that asset bubbles arise, in part, from information frictions (Brunnermeier and Oehmke, 2018).
The CRS infuses risk-relevant information into the market. Corrections to asset values operating
through purely informational channels may be welfare improving if they diminish either the like-
lihood or the severity of future bubbles. This is especially important for asset bubbles in large
markets (such as residential real estate) that can have adverse and far-reaching consequences. Our
third contribution investigates the ramifications of information treatments on subsequent market
responses to local flooding events. At issue is whether the information interventions correct in-
efficient hysteresis or distort asset values. To do this, we explore whether firms respond to risk
information interventions differently than individuals. Our hypothesis is that firms may be more
likely to incorporate risk information into investment decisions than individuals as the latter may
exhibit emotional attachments to properties as homes or residences. We then test how responses to
risk information affect asset prices in a major subsequent local natural disaster: Hurricane Sandy.

Eichholtz, Steiner, and Yönder (2019) study commercial real estate markets in New York,
Boston, and Chicago and find that commercial real estate exposed to flood risk in New York and
Boston experience slower appreciation after Hurricane Sandy than similar unexposed properties.
The authors utilize Chicago as a placebo test and find no difference in Chicago. Eichholtz, Steiner,
and Yönder (2019) also argue that the slower appreciation rates are not just due to damages from
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the storm, but also from the risk salience from Hurricane Sandy experienced in both New York
and Boston, but not Chicago. However, their results may also be capturing the expected change
in insurance premiums due to the Biggert-Waters Act of 2012, which was passed just before Hur-
ricane Sandy and required insurance premiums to increase for business properties in October of
2017. This is consistent with their finding that the price effect is due to changes in capitalization
rates faced by exposed properties.

The remainder of the paper proceeds as follows. Section 1.2 presents the data and empiri-
cal methodology, Section 1.3 discusses econometric identification issues, Section 1.4 reports the
results, and in Section 1.5 we conclude.

1.2 Data and Empirical Analysis

1.2.1 Data

This paper uses hedonic property models to test whether investors respond to non-local flooding
events as a means to plausibly identify the value attributed to flood risk rather than physical prop-
erty damage. The empirical analysis relies on several sources of data. The New Jersey Treasury
provides housing parcel data (New Jersey Treasury). This database contains an array of informa-
tion including the address, type of property, price, size of the property, year built, and information
about the owner and the buyer. Since precise location data is needed to assess flood risk, we
geo-locate all properties in the database to identify the longitude and latitude coordinates.7

All residential properties in New Jersey are included in the data which span the years from 2000
to 2015. We consider both the entire set of properties transacted and a subset of these properties
owned by firms. We designate firm transacted properties as those where the seller or the buyer is
listed as a firm. As Hurricane Sandy hit New Jersey in October of 2012, the main empirical models
in the analysis are fit to transactions prior to Hurricane Sandy. To test whether CRS interventions
subsequently affect responses to local flooding events, we then utilize the sales before and after
Hurricane Sandy to test whether the non-local shock mitigated hysteresis.

The analysis relies on risk designations provided by the NFIP, which was created through the
National Flood Insurance Act. The NFIP provides flood insurance policies to homeowners in
flood-prone communities. Once a community joins the NFIP, FIRMs are created to demonstrate
the level of flood risk. The analysis uses flood risk information from the FIRMS created by FEMA’s
NFIP.8 In Figure A1 we present a map of risk zones for the counties in our analyses. Figure A2
overlays Figure A1 with a map of homes that sold from 2000-2012. Each parcel is assigned to a

7For this work we used BING maps API along with additional internet tools like google maps.
8We utilized the preliminary firms as opposed to the original firms as those had not been updated since the 80s. We

argue the preliminary firms are a better assessment of current risk.
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risk zone, which, in turn, affects the insurance premium. In the New Jersey coastal market, many
of the homes are designated in Zones AE, AO, or V. Zones AE and AO indicate the home is in
the 100-year floodplain, while Zone V indicates that the home is in a coastal area and subject to
velocity hazard (wave action).9 We classify high risk parcels as those located within the Special
Flood Hazard Area (SFHA), which are areas that have a 1 percent annual chance of flooding.

The database delineating participation rates in CRS covers all municipalities from 2000 to
2015.10 FEMA defines the level of participation based on the total number of points a town re-
ceived for their prior CRS activities. The database reports the participation level for each town
annually and it provides detailed information on the type of activities undertaken and the associ-
ated point values. The present analysis focuses on CRS participation in public awareness activities.

We focus on this dimension of the CRS for two reasons. First, we are interested in explor-
ing the role of information with respect to risk valuations. Second, prior research in this area has
shown that people do not always know or understand their risk (Bakkensen and Barrage 2017).
Ascertaining individual market participants’ endowment of information is not possible. As such,
we use town-level CRS participation in public awareness activities as a proxy for market partic-
ipants’ information since one of the most common actions CRS towns take are public awareness
campaigns (Michel-Kerjan, et al., 2016).11

Because housing markets respond to local environmental quality (Bajari et al., 2012), and be-
cause such attributes are likely correlated with proximity to coastal amenities, we use the monthly
average level of fine particulate matter (PM2.5) from EPA’s Air Quality System (AQS) dataset to
control for air pollution. Further, we employ data on the number and value of new builds from the
Census Building Permit Survey to control for changing market conditions. Finally, to identify the
storms that comprise the non-local shocks, we selected storms that did not affect the New Jersey
coast in years without a large flood shock to New Jersey.12 This resulted in the following list of
named storms: Hurricanes Allison, Charley, Katrina, Erin, and Dean, along with multiple storms
that struck during September of 2002.

The estimation dataset is summarized for all residential sales is summarized in Table 1.1 Panel
A. The average home in the database was built in 1974 and has approximately 1,378 square feet.
The average sales price was almost $327, 000. The distribution of sales prices exhibits strong
right-skewness. Approximately 16% of the houses are in municipalities that meet our definition

9There are some homes designated as Zone A in the four relevant counties. However, homes designated only as A,
and not AE or AO, are along rivers and not along the coast. Thus they are not included in our analyses.

10The database was provided from FEMA upon request.
11We identify towns that participate in at least 1 of the 300 level activities, and either 410 or 440. The description

of these activity codes is shown in Table A1.
12Some remnants of these storms did eventually pass over New Jersey, however these storms did not induce local

flooding.
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of CRS participation.13 Further, 11% of homes are located both in high risk zones and in CRS
municipalities. Table 1 also conveys information on CRS participation. The majority of the points
are achieved through activities coded in the 300s and 400s. These categories contain public infor-
mation activities.

Table 1.1: Descriptive Statistics

Table 1.1 Panel B provides the same information for the residential sales transacted by firms.
The two panels show that the limited sample is relatively similar to the entire dataset. For example
the average home in transactions involving firms was built in 1975 and is approximately 1,178

13As defined in Table A1. Unless otherwise noted our use of CRS or CRS participation throughout the paper relies
on this definition.
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square feet in size. The distribution of prices for transactions involving firms is also right-skewed
and the average price is approximately $400, 000. In addition, this restricted sample has a larger
relative proportion of homes in high risk locations and CRS municipalities than the full dataset.

Table1.2 Panel A summarizes CRS enrollment status by flood risk level. Roughly 27 percent
of parcels occur in high risk zones. Within this category, 42 percent of parcels are in CRS-enrolled
towns. Table 2 Panel B reports that properties in high flood risk zones tend to sell for higher
prices. This is expected because flood risk is effectively bundled with coastal amenities (views and
proximity). Table 1.2 Panel B also demonstrates that CRS participation (and its interaction with the
high flood risk indicator) is also positively correlated with prices. While this positive correlation
is suggestive, the regression analyses that follow test whether this relationship changes both after
a storm and conditional on controlling for other important factors that may also effect sale prices.

Table 1.2: Cross Tabulation and Correlations across Types of Homes

1.2.2 Empirical Analysis

The empirical analysis builds on the hedonic literature that describes the prices of a durable good
(in this case, housing) as a function of its attributes (Ridker and Henning, 1967). Further, in order
to identify the causal effect of flooding risk and information on price, we invoke a differences-in-
differences specification (DD). Our treatment group consists of properties in the SFHA, the high
risk zone (zonei), as designated by FEMA’s flood insurance risk maps. We denote homes outside
of the SFHA as the control group. The treatment period is a flexibly defined period of time after the
storm (postym). (Without a clearly defined post-storm period, we explore this semi-parametrically,
considering a range of post-storm periods of 2 to 12 months.) The time windows are lagged by 1
month as many sales are negotiated at least 30 days prior to the actual sale date.

The empirics begin with the simplest model in Equation 1.1 where (i) denotes parcel, (t) reflects
town, and (y) and (m) are year and month, respectively. In this model we are not controlling for
any of the amenities (time invariant or not) associated with the home other than the flood shock.
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This model does not control for any factors associated with parcels or market conditions other than
the remote flood shock.

log(piym) = α0 +α1Zonei +α2Postym +α3(Zonei ∗ Postym) +εiym (1.1)

The model in Equation 1.2 expands on Equation 1.1, by including year, month, county-year,
and town (municipality) fixed effects (FE).14 Equation 1.2 also includes time-variant controls: an
indicator of CRS public awareness participation (CRSty), the number of monthly sales, the ratio
monthly sales to average monthly sales in this municipality, the number of new building units,
the log total value of new building units, the current and monthly lag average level of PM 2.5
pollution, and the age and size of the home. The chari and chartym terms index variables that are
characteristics of house and town by year and month, respectively.

log(piym) =α0 +α1CRSty +α2Zonei +α3(CRSty ∗ Zonei) +α4Postym +α5(Zonei ∗ Postym)

+α6chariym +α7chartym + FEy + FEm + FEt + FEcy +εiym

(1.2)

The model in (1.3) is a repeat sales model featuring parcel fixed effects. This diminishes the
concern of omitted variable bias, as we cannot capture every feature of a home (Mendelsohn et al.,
1992).

log(piym) =α0 +α1CRSty +α2(CRSty ∗ Zonei) +α3Postym +α4(Zonei ∗ Postym)

+α5chariym +α6chartym + FEy + FEm + FEi + FEcy +εiym
(1.3)

Given the panel structure of the model, Post indicates that a sale occurs during the post-storm
period and the parcel was previously sold prior to the storm. Hence, the repeated sales must
straddle the storm to be included in this dataset. The fixed effects in (1.3) encompass year, month,
county-year, and parcel (i). Further, note that model (1.3) retains the controls for time-variant
characteristics of the home, such as living space and the age of the home and environmental and
market conditions including: PM2.5 pollution, the number of monthly sales, the ratio monthly
sales to average monthly sales in municipality (t), and new builds. The models in (1.1), (1.2), and
(1.3) are applied to each of the storms listed above. The main empirical results section focuses on
Hurricane Katrina.

14We use the monthly fixed effects to control for seasonality and the year fixed effects to control for changes to the
real estate market for the state of New Jersey over time. We use the town fixed effects to control for specific attributes
of the municipality that our other variables do not capture. Finally, the county-year fixed effects are included to control
for anything that is changing over time in a specific county.
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The following specifications invoke a triple-difference approach to test whether information
provided through CRS on flood risk affects market responses to distant storms. Expression (1.4)
replicates (1.2) in the triple difference setting, while (1.5) replicates (1.3). In the triple difference,
the term of interest is the interaction between CRS enrollment, post-storm, and the high risk in-
dicators. This interaction term enables a test of how owners of high risk parcels respond after a
storm and how information (proxied by CRS participation) affects their response. This specifica-
tion applied to all sales in shown in (1.4).

log(piym) =α0 +α1CRSty +α2Zonei +α3(CRSty ∗ Zonei) +α4Postym +α5(Zonei ∗ Postym)

+α6(CRSty ∗ Postym) +α7(CRSty ∗ Zonei ∗ Postym) +α8chariym +α9chartym

+ FEy + FEm + FEt + FEcy

(1.4)

The triple difference is also applied in the panel data context as shown in (1.5).

log(piym) =α0 +α1CRSty +α2(CRSty ∗ Zonei) +α3Postym +α4(Zonei ∗ Postym))

+α5(CRSty ∗ Postym) +α6(CRSty ∗ Zonei ∗ Postym) +α7chariym +α8chartym

+ FEy + FEm + FEi + FEcy

(1.5)

We estimate each of the models above with all buyer and seller combinations and separately for
those only involving at least one firm. We define firm based on the name listed in the transaction.
We consider whether the firm is the buyer or the seller or both in this subset of the data as a firm
may only accept a lower price or be willing to sell at a lower price. The analysis also explores
several robustness checks in an effort to dismiss various threats to our identification strategy. The
particular specifications employed are shown and discussed in section 1.4.3 below.

1.3 Identification

Prior to presenting the main empirical results, we test the key assumption that dictates whether
the DD models credibly identify a causal relationship between treatment and the outcomes of
interest. The fundamental assumption undergirding causal inference, and hence, internal validity,
in a DD specification is parallel trends in outcomes between the treatment and control groups,
prior to treatment. We first document a simple graph of price trends before and after treatment. We
then present results from an event study to further test the crucial assumption regarding trends in
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housing prices.

1.3.1 Parallel Trends

Figure A3 shows parallel price trends between the high risk treatment group (the middle price line)
and the control group (the bottom price line). The vertical lines correspond to the storm dates. The
second vertical line from the right denotes Katrina. Between 2000 and when the storm struck in
late August, 2005, the price trends are roughly parallel.

The right-most vertical line corresponds to the month during which Hurricanes Dean and Erin
struck. There is clearly a violation of the pre-trends assumption in this case as the control group
parcel prices are rising more rapidly than the high risk group. The third line from the right denotes
Hurricane Charley. Here, the parallel trend assumption appears to hold. For the cluster of storms
that struck during 2002, again, the parallel trends assumption holds. Finally, the parallel trend
assumption does not hold for Hurricane Allison (left-hand most vertical line), especially when
comparing the high risk parcel prices with those for the control group.

The primary focus of the paper is on Hurricane Katrina. In Figure A4, we replicate Figure
A3, narrowed down to one year before and after Katrina to more clearly explore the pre-post price
trends. The first vertical line represents when Hurricane Katrina hit at the end of August 2005.
Note, in the regression models we use a one month lag to define the post-storm indicator sales due
to the negotiation period immediately prior to close. The vertical line representing this is denoted
post. Figure A4 demonstrates strong support for the parallel trends assumption.

1.3.2 Event Studies

To further probe the important issue of pre-trends, we conduct several event studies. First we con-
sider our difference-in-differences specification. For this event study we follow the methodology
in Currie et. al., (2015) and fit the following regression:

log(piym) =β0 +β1CRSty +β2(CRSty ∗ Zonei) +β3FEym +β4(Zonei ∗ FEym)

+β5chariym +β6chartym + FEt +εiym
(1.6)

This specification differs from (1.2) in that (1.6) includes year-month fixed effects (denoted
FEym), whereas (2) employs the post-storm indicator and year fixed effects. Also in (1.2) the high-
risk indicator is interacted with the post storm control. In (1.6), the high risk indicator is interacted
with the year-month fixed effects. This yields monthly estimates of the effect of being in the
high-risk flood zone on prices, controlling for year-month and town fixed effects as well as time-
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varying town, parcel, and house characteristics. For the event study figures, we then normalize the
resulting coefficients such that our storm month coefficient is equal to zero. As Hurricane Katrina
occurred at the end of August, 2005, September, 2005 is the event month. Recall, that the post-
storm indicator includes a one month lag after the designated storm month, thus we will normalize
our monthly periods to October, 2005.

Next, we consider the triple differences specification. For this event study we also follow the
methodology outlined in Currie et. al., (2015). The coefficients of interest are in the vector β6 in
(1.7). As in (1.6), these are normalized such that the coefficient on the event month is equivalent
to zero.

log(piym) =β0 +β1CRSty +β2(CRSty ∗ Zonei) +β3FEym +β4(Zonei ∗ FEym)

+β5(CRSty ∗ FEym) +β6(CRSty ∗ Zonei ∗ FEym)

+β7chariym +β8chartym + FEt +εiym

(1.7)

We also present the coefficient vector β4. We then perform the event studies using parcel fixed
effects and we conduct an event study limiting the data to transactions involving firms.

In each event study figure the coefficient on year-month fixed effects interacted with the vari-
able of interest is normalized to 0 when the storm hits. This is labelled as period -1, with the post
month designated as period 0 as our time of interest. Each figure presents the normalized coeffi-
cients as the solid line and presents the 95% confidence intervals of the normalized coefficients as
the dashed lines.

In Figure A5, we present the normalized β4 coefficients from equation (1.6). The β4 vector
is noisy but without trend prior to the storm month. After the storm, β4 remains noisy, but there
is a clear level shift upwards. Hence, Figure A5 corroborates the assumption of no significant
pre-trend in prices that would confound our interpretation of the model from equation (1.1). In
Figure A6, we present the normalized β6 coefficients from equation (1.7). This figure shows a
weak upward trend in β6 prior to the storm. However, at the storm month there is a clear break in
trend; after the storm month β6 is lower than before. In Figure A7 we present the normalized β4

coefficients from equation (1.7). Figure A7 is consistent with Figure A5’s lack of pre-trend and
clear post trend and provides further support for our triple difference methodology. Hence, Figures
A6 and A7 corroborate the assumption of no significant pre-trend in prices that would confound
our interpretation of the model based on equation (1.4).

In Figures A8 through A13, we present the results the remaining event studies that explore
the same models, but with house fixed effects instead of municipality fixed effects or limit the
transactions to sales involving firms.
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1.4 Results

The empirical results section here focuses on Hurricane Katrina and the coefficients of central im-
portance to our hypothesis tests. The empirics begin with the standard DD model shown in (1.1),
the fixed effects model with controls (1.2), and the repeat sales models (1.3), before moving on to
the triple difference specifications shown in (1.4) and (1.5). In the discussion of our triple differ-
ence specifications we present the results that consider the subset of properties transacted by firms.
We present these both for Hurricane Katrina and for Hurricane Sandy. We conclude the results sec-
tion by discussing our various robustness checks which include running the specifications for other
storms and exploring alternative mechanisms that could pose a threat to credible identification of
the causal effect of CRS enrollment on housing prices.

1.4.1 Diff-in-Diff Model: High Risk Zone as Treatment

Table A2 presents the results from fitting (1.1). Each column represents post storm windows of a
particular length and the table includes specifications for post storm periods of 2 to 12 months. The
coefficients on the post storm variable and the interactions between the post storm and high-risk
zone controls are reported for each post-storm period in each column.15 For example the coefficient
on the Post Storm Months variable in column 1 reveals the effect on sales prices when the post-
storm period is defined as two months after Katrina. Table A2 reveals a premium on parcels sold in
high risk zones of about 18.5% in all specifications. This premium likely stems from the frontage,
view, and proximity services associated with parcels in high-risk zones. The coefficient on high
risk interacted with post-storm is also robustly positive and significant. These results suggest that
properties in high-risk zones sold for a premium after Katrina of between 9 and 15 percent.

Table 1.3 reports the estimates from model (1.2), which adds controls and a battery of fixed
effects to (1.1). Adding controls and fixed effects accentuates the premium for parcels in high risk
zones from 18.5% to 23%. Participation in CRS is associated with a small premium (less than 5%)
though this effect is imprecisely estimated. The coefficient on the CRS-by-high risk zone term is
negative and significant, implying a discount relative to high risk parcels not in CRS towns of about
13%. Consistent with Table A2, we find no evidence of a risk discount for parcels sold in high risk
zones after Hurricane Katrina. The coefficient on the interaction between high risk and post storm
is significant and ranges from 7 to 11 percent. Many of the other controls in model (2) behave as
intuition would suggest (such as square footage and structure age) bolstering the credibility of the
model.16

15This is the setup we use in all the tables that rely on these 6 post storm periods. See Table A2 for more information
on the variables in each model.

16The results of the various controls are available upon request.
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Table 1.3: DD Models for Hurricane Katrina Inclusive of all Residential Sales and with Controls

Table 1.4 reports results from the repeat-sales model. This specification reduces the estimation
sample from greater than 170,000 observations to about 60,000. The high risk zone control drops
out with parcel fixed effects. CRS participation is associated with a premium of about 8 to 10%.
The coefficient on the CRS-by-high risk zone interaction is no longer significant. The repeat sales
model also suggests parcels sold during the post-Katrina periods did so at a small discount (less
than 3%). However, the positive and significant coefficient on the high risk-by-post storm term
obtains across all specifications. The effect estimate suggests a 10% premium on parcels in high-
risk zones after Katrina.

Table 1.4: DD for Hurricane Katrina Limited to Repeated Residential Sales and with Controls
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Across specifications in Tables A2, 1.3, and 1.4 we report evidence of a premium on sales in
high risk zones after Katrina. What are possible explanations for this result? First, this premium
may be due to an average increase in housing prices over time specific to high coastal amenity
(and therefore high risk) homes. See Figure A14 which shows average sales price trends for high
risk and low risk groups. Anecdotal evidence from newspaper reporting suggests that ocean front
homes and those with ocean views (those typically categorized as high risk) saw an increase in
prices relative to other homes in these coastal towns in 2005, 2006, and 2007. The reporting sug-
gests that possible explanations for the price premium are 1.) financial gains from renting these
homes, 2.) baby boomer generation looking to invest in real estate, and 3.) redevelopment.17 An-
other explanation is that there was a substitution effect driving this result; homeowners considering
whether to purchase coastal property were deterred from the Gulf Coast market by Hurricane Kat-
rina. A viable (though imperfect) substitute market is in coastal New Jersey. Such an effect could
increase prices differentially in high-risk zones.

1.4.2 Triple Difference Model: High Risk Zone, CRS Enrollment as Treat-
ment

Bringing equation (1.4) to the data enables an exploration of the role that risk information plays in
the coastal market. Table 1.5 presents the results from fitting equation (1.4) inclusive of all sales.
Many of the results reported in Table 1.5 manifest in the triple difference context as well. These
include the imprecisely estimated premium on CRS participation, the 23% premium associated
with parcels in high risk zones and the 13% discount on parcels in high risk zones and CRS towns.
In all of the specifications, the interaction between the high-risk zone and post-storm indicators
remains positive and significant. The premium on such sales is remarkably robust, ranging between
10 and 12 percent.

17See “Many shore home buyers reap quick profits”, Courier Post, 4/24/2005, “Homes Near the Shore For Older
Buyers”, The New York Times, 1/22/2006, “Housing boom reshapes look, feel of Jersey Shore”, The Record,
02/02/2006, and “In New Jersey Summer Deals Amid a Downturn”, The New York Times, 8/9/2009
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Table 1.5: Triple Difference Models for Hurricane Katrina Inclusive of all Residential Sales and
with Controls

Of particular interest is the interaction term between CRS enrollment and the high-risk zone
and post-storm indicators. Table 1.5 reports that this triple interaction term is negatively associ-
ated with price for all specifications. Beginning with the post-storm specifications at 6 months,
the triple interaction is statistically significant at conventional levels. The effect estimate is also
economically significant, implying a risk discount in CRS towns of about 10 percent. In contrast
to the effect of being in the high risk zone, which attenuates with longer post-storm periods, the
information treatment has a larger effect for longer post-storm periods.

This result indicates that high risk homes in CRS participating towns sold for a lower price
after Katrina relative to parcels in non-CRS towns. Recall that the vast majority of towns enrolled
in CRS pursue activities that provide community members with information about flood risk. One
interpretation of this finding is that this information shock makes market participants more sensitive
to a geographically distant, well-publicized coastal flooding event.

Table 1.6 reports the results from the repeat sales model. Several results from Table 5 are
obtained here as well. Of particular interest, the coefficient on the interaction between the high-risk
zone and post-storm controls is positive and significant. The magnitude is similar to that observed
in prior specifications. Additionally, the triple interaction between CRS enrollment, high-risk zone,
and post-storm is negative and significant for nearly all specifications. When significant, the effect
estimate suggests that a high risk parcel in a CRS participating town sells for a discount ranging
from approximately 11 to 16 percent following Hurricane Katrina.18 We argue that the flood risk

18In our preferred specifications, we limit our analysis to compare sales before the storm to the post storm window.
Recall that this post-storm period is flexibly defined from up to 2 months to one year after the storm. We choose to
limit the post storm period to no more than one year because of the financial crisis. In an alternative specification, we
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information provided to market participants via CRS activities is driving this discount.

Table 1.6: Triple Difference Models for Hurricane Katrina Limited to Repeated Residential Sales
and with Controls

Table 1.7 reports the results from fitting equation (1.4) inclusive of all sales where a firm was
on one side of the transaction (either a buyer or seller). Similar to the results in Table 1.5 and Table
1.6, the triple interaction between CRS enrollment, high-risk zone, and post-storm is negative and
significant for all specifications. For the two month post-storm period, the estimated discount is
50%. This attenuates down to a 28% decrease. These results suggest that firms are more sensitive
or responsive to the risk information interventions in CRS towns than individuals. Note that the
discount on the triple interaction attenuates for the firms whereas it increases and then attenuates for
all houses. One possible explanation is that non-firm homeowners receive additional information
from the firm transactions.

include all sales after the storm. These results are presented in Table A4. The results are consistent with our main
specifications. However, the coefficients are slightly smaller in absolute value terms and insignificant in two of the
specifications.
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Table 1.7: Triple Difference Models for Hurricane Katrina Limited to all Firm Transacted Resi-
dential Sales and with Control

Table A5 reports the results of the repeat sales models after limiting our data to firm transac-
tions. Similar to the results in Table 1.7, the triple interaction between CRS enrollment, high-risk
zone, and post-storm is negative, but it is not significant for all post-storm periods except the 12
month post period. We emphasize the small number of observations in the panel context and the
associated reduction in statistical power for this particular test.

Table 1.8 reports the results from fitting equation (1.4) inclusive of all sales with a firm on
one side of the transaction (either a buyer or seller). However, in contrast to previous models, this
regression explores outcomes before and after Hurricane Sandy. The motivation for this test is to
ascertain whether risk information interventions in CRS towns resulted in different price responses
to a local, large-scale flooding event. We find that high-risk properties owned by firms in CRS
municipalities sell at a higher price after Hurricane Sandy relative to high-risk parcels not in CRS
towns. The coefficient on the triple interaction is positive and marginally significant for the 2 to
6 month periods following the storm. For the post-storm periods of 8 months through 12 months,
we find that, after Hurricane Sandy, such properties exhibit prices approximately 25 percent higher
than high-risk parcels in non-CRS towns. This result, combined with the large risk discount af-
fixed to high-risk properties in CRS towns reported in Table 1.7, provides evidence of the benefits
to investors of the flood risk information intervention. Properties in vulnerable locations (with
information-treated investors) held 25 percent more value than properties in equivalent risk des-
ignations without the information interventions. Thus, the risk discounts in Table 1.7 reflect a
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correction as evidenced by the resilience of high-risk assets in CRS participating towns in the face
of Hurricane Sandy. Assets with equivalent flood risk profiles in non-CRS towns incurred correc-
tions of up to 25 percent after Sandy struck. We are unable to determine whether CRS information
treatments resulted in flood mitigation investments or if this effect is purely due to adjustments in
the capitalization of risk by investors.

Table 1.8: Triple Difference Hedonic Regression Models for Hurricane Sandy Limited to Firm
Transacted Residential Sales and with Controls

In the appendix, we present the results of additional models applied to Hurricane Sandy. These
include the repeat sales specification limited to firm transactions, all sales with all transactions,
and repeat sales with all transactions in Tables A6, A7, and A8 respectively. The repeat sales
specification with only firm transactions exhibits positive and significant coefficients on the triple
difference only for 10 and 12 month periods. The model that includes all residential sales shows
no robustly significant evidence of price differentials for assets in CRS towns in high-risk areas,
after Hurricane Sandy. Hence, our ability to reject the null hypothesis of differential price effects
by CRS participation status after Hurricane Sandy is limited to transactions involving firms.

1.4.3 Robustness Checks

This section proceeds by first examining the DD results from all storms. The intent is to ascertain
whether the results presented above are unique to Katrina. Next, because of concerns that CRS
enrollment is endogenous and that information is not driving our results, we run several robustness
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checks to determine if it is not the information from CRS, but some other variable causing our
results. Our main concern is that CRS participation may be determined by unobserved factors
that determine flooding risk and that it is this additional risk in CRS towns, not the information
from CRS driving our results. To eliminate this concern we investigate alternative definitions of
flood risk, and the sensitivity of our central results to local flooding events, and alternative degrees
of CRS participation. We then consider whether systematic differences in the composition of
market participants in CRS and non-CRS towns affects our conclusions. In particular, we examine
whether participation by non-residents or second homeowners affects our results. We explore this
mechanism as prior research has demonstrated that municipalities with a higher proportion of non-
residents are more likely to participate in CRS (Hopkins 2020). We consider the potential influence
of non-residents from both the supply and demand side.

The preceding results focus on Hurricane Katrina due to the immense damage, considerable
loss of life, and highly publicized nature of the storm. Table A9 summarizes the results from re-
gression analyses on the other storms. This table reports the number of specifications that yield
negative and significant coefficients on the triple interaction term (CRS x high risk x post storm).
For each storm, there are six specifications that encompass all sales and six repeat sales specifi-
cations. The number of specifications is dictated by the semi-parametric approach to measuring
post-storm periods. Table A9 indicates that each storm, except for Hurricane Allison, adversely
affected housing prices among high risk properties in towns that participated in CRS. Hurricane
Allison made landfall in Texas in June of 2001. The lack of significant results associated with
this storm is consistent with the fact that very few towns participated strongly in CRS at this time.
For the multiple storms that struck in September of 2002, five out of twelve specifications yield
negative, significant coefficients on the triple interaction of interest. For Hurricane Charley, ten out
of twelve specifications produce negative, significant coefficients on the triple interactions of inter-
est. And, similar results evince for Hurricanes Erin and Dean; seven out of twelve specifications
produce negative, significant coefficients on the triple interactions of interest.

One possible threat to our identification strategy is that parcels in CRS towns are at higher risk
(in ways that are unobservable to the econometrician) than parcels in the same FEMA risk zones,
but not situated in CRS towns. This concern stems from the fact that municipalities select into CRS
and that towns facing particularly high risk might select into CRS. Stated alternatively: do parcels
within CRS towns in the high risk flood zones face more risk than parcels in non-CRS towns in
those same zones? And, crucially, are they more likely to respond to a distant storm? To explore
this alternative mechanism, we first examine whether the average flood insurance claim values are
higher in CRS towns than in non-CRS towns. Our measure of average claims is defined as the
total dollar amount of claims divided by the number of claims made in each town in each year.
While we expect to find a positive relationship between CRS and claims (as CRS is positively
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correlated with FEMA’s high risk zones and CRS provides information about flood insurance),
a positive relationship between CRS towns with high levels of public awareness activities and
average claims would provide evidence that the mechanism may be stemming from higher risk
and not better information. We fit the following model:

AverageClaimtym = δ0 + δ1CRSty + FEy + FEm + FEt +εtym (1.8)

Table A10 reports a negative relationship between CRS and average claims. Upon inclusion
of municipality FE, the relationship becomes insignificant. While we cannot conclusively rule
out this mechanism, Table A10 suggests that unobservable differences in risk within FEMA’s risk
zones across CRS participation is not driving our results.

We then consider whether local flood shocks might be driving our results. Local flooding
shocks may effect a municipality’s perceived risk and therefore their response to a non-local
shock. Table A11 reports the results from the triple difference repeat sales model with a con-
trol for whether the sale occurred during a month in which a flood disaster had been declared in
New Jersey.19 Local flooding disasters do not appear to drive our results. The coefficient of in-
terest on the local flood control (denoted “disaster declared” in Table A11) is negative, small in
magnitude (less than 1 percent) and only marginally significant in one of the six specifications.

Assuming that flood risk in a particular town is highly correlated across time, limiting our
data to municipalities that ever participate in CRS, and running the triple difference regressions
separates the effect of risk from information. In this scenario, those who participate in CRS during
Hurricane Katrina receive the information treatment, while those who participate in CRS later do
not receive the information treatment, but have similar risk levels insofar as one suspects that CRS
enrollment is actually a proxy for heightened flood risk. The results from these specifications are
presented in Table A12 and are very similar to the results in Table 6.

We next use alternative measures of CRS enrollment. Tables A13 through A16 in the appendix
report the results from models that employ alternate definitions of CRS participation. (These are
all triple difference, repeat sales models.) Table A13 reclassifies CRS participation to include all
municipalities that reached CRS level 8. The coefficient on the triple interaction is negative and
significant in four of the six specifications, ranging between 11 and 14 percent. Table A14 reclas-
sifies CRS participation to include towns that increase their level of participation with any of the
activities coded as 300-level information-based actions. One of the six coefficients is significant
and negative. However, the effect estimate is larger than in the main paper at 19.5 percent. In
Table A15, we consider all activities that might affect flood risk information.20 In this definition of

19We also considered municipality-month-year claims data as a control for other flood experiences and these data
do not change our results.

20The relevant activities are presented in Table A17.
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CRS participation, we include activities related to emergency response and warnings and limit our
CRS treatment group to towns that participate in the top ten percent of these activities. Using this
definition does not appreciably change the magnitude and significance of the triple interaction co-
efficient. In our last alternative definition we reclassify CRS participation as towns that participate
in the program, but have not increased their information activities in the previous year. The results
of this definition are presented in Table A16. Interestingly, the coefficients on the triple interaction
are now positive and mostly insignificant. One interpretation of this set of results is that it is the
information activities that are causing the price decrease following the distant hurricanes.

As a final test pertaining to the potential endogeneity of CRS participation with respect to flood
risks, we investigate whether property owners in CRS communities perceive higher risk and that
drives both the participation in CRS and the price drops after Hurricane Katrina. If so, we would
expect transactions with buyers from outside of the CRS towns to have a significantly smaller price
drop after Hurricane Katrina than transactions with buyers who are also from the CRS town. To
run this test we limit the data to sales occurring in towns that participate in CRS and we fit the
regression models in (1.9) and (1.10) for all sales in CRS towns and for repeat sales, respectively.

log(piym) = α0 +α1OutsideBuyeriym +α2Zonei +α3(OutsideBuyeriym ∗ Zonei) +α4Postym

+α5(Zonei ∗ Postym) +α6(OutsideBuyeriym ∗ Zonei ∗ Postym) +α7chariym

+α8chartym + FEy + FEm + FEt + FEcy +εiym

(1.9)

log(piym) = α0 +α1OutsideBuyeriym +α2Zonei +α3(OutsideBuyeriym ∗ Zonei) +α4Postym

+α5(Zonei ∗ Postym) +α6(OutsideBuyeriym ∗ Zonei ∗ Postym) +α7chariym

+α8chartym + FEy + FEm + FEi + FEcy +εiym

(1.10)

Tables A18 and A19 display that the coefficient on the interaction term between the non-
resident buyer-by-high risk zone-by-post storm is insignificant across both specifications (repeated
cross-sections and repeat sales) and all periods after Hurricane Katrina.

We next explore how the composition of market participants influences our central findings. We
focus on the role of second homeowners and non-residents because prior research has shown that
participation in CRS is correlated with higher non-resident populations (Hopkins 2020). On the
supply-side, second homeowners may have more flexibility to sell than market participants selling
their primary residence. Table A20 shows the breakdown of transactions according to residency
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status and CRS participation. The table reveals that second homeowners often possess property
in towns with high CRS participation and in high risk zones. That the econometric models report
parcels in CRS towns and high-risk zones sell at a discount following storms may reflect non-
residents’ greater liquidity. While this may still expose market participants’ attitudes toward (or
perceptions of) risk, it would obfuscate our ability to cleanly identify a causal effect of the CRS.

We use linear probability models to explore this mechanism. The first specification employs
the entire population of properties (not just homes that sold) and is shown in (1.11).

Siym = ψ0 +ψ1CRSty +ψ2Zonei +ψ3(CRSty ∗ Zonei) +ψ4Postym

+ψ5Nonresidentiym +ψ6(NonresidentiymPostym) +ψ7chartym

+ FEy + FEm + FEt + FEcy +εiym

(1.11)

where Siym is an indicator of whether parcel (i) is sold in month-year (ym). The fixed effects,
CRS, and Zone controls are defined as in the previous specifications. The index, chartym, contains
controls for the conditions in the town-month-year during which parcel (i) sold including: the
average parcel price, average number of sales, if there are more sales than average in month (ym),
the number of new units being built, the total new value being built, and the level of PM2.5 air
pollution. Post indicates whether year-month (ym) is in the 12-month window after Hurricane
Katrina. Nonresident is an indicator of whether the homeowner lists an address outside of the
town containing parcel (i) as their primary residence. This is the covariate of interest. Table A21
reports the results from this regression. Parcels are more likely to be sold in a month during the
post-Katrina period and if the parcel is in a CRS participating town. However, properties owned
by non-residents are less likely to be sold after the storm. The second specification limits the data
to parcels that sold and is shown in (1.12).

Nonresidentiym = ψ0 +ψ1CRSty +ψ2Zonei +ψ3(CRSty ∗ Zonei) +ψ4Postym

+ψ5chartym + FEy + FEm + FEt + FEcy +εiym
(1.12)

The dependent variable is an indicator for non-resident sellers. The covariate of interest is the
post storm indicator. As above, we approach this semi-parametrically, testing definitions of Post
from two to twelve months following Hurricane Katrina. As above the models include controls for
structure and market characteristics and year, month, county-year, and town fixed effects. Table
A22 reports that sales occurring after Katrina are slightly more likely to involve non-residents.
The effect is small (about 1.3 percent) and is marginally significant. However, Table A22 also
demonstrates that sales are roughly 15 percent less likely to involve a non-resident if the parcel is
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in a CRS town and is located in a high flood risk zone. These results suggest that a supply-side
role of non-residents is particularly unlikely to be driving the effect of CRS participation on high
risk parcel prices.

Although Table A22 shows that non-residents are not selling significantly more after Katrina,
it is possible non-residents are playing a role on the demand side of the market.21 We test whether
non-residents are more likely to buy properties after Hurricane Katrina by adopting the specifica-
tions used in the supply-side regressions (above) with the distinction that the dependent variable
is an indicator for non-resident buyers. Table A23 shows that the coefficients for the post-Katrina
periods are all negative and not statistically significant. Hence, we detect no evidence that non-
resident buyers are disproportionately more likely to purchase parcels after Katrina and therefore
induce the risk discount reported in Tables 5 and 6. Table A23 does suggest that parcels in high
risk zones increases the likelihood that non-residents purchase the parcel. Conversely, parcels in
CRS towns and high risk zones are between 5 and 7% less likely to be purchased by non-residents.

1.4.4 Monetary Impact of Flood Risk and Welfare Implications

The results from our triple difference specifications imply a large loss for the investors in CRS-
participating municipalities after a flood shock. We calculate the approximate revenue lost to the
investors that sold properties during the post storm periods and we calculate the potential value loss
to all homes that are in CRS-treated towns and at high flood risk, but were not sold immediately
following the storm. We use the fitted coefficients from the repeat sales models. We emphasize that
this is an approximate calculation. Table 6 reports that the decrease in price during the 12 month
window after the storm is 15.7%. There are 1,902 residential properties that are in municipalities
that meet the definition of CRS public awareness activities, in a high risk zone, and that sold during
this window. The average price of homes sold during the pre-Hurricane Katrina window that were
in high risk zones and in CRS municipalities is about $460,000. Thus, in total sellers lost almost
$140 million dollars (15.7% x 460,000 x 1,902). In addition, there are approximately 30,000
homes that are high risk and in CRS towns during the post Katrina window. As only a small subset
of these homes sold during the window the loss of $140 million dollars represents only 7% of the
total loss to all potential sellers.

It is possible that this adjustment to property values is welfare improving. As the financial
crisis of 2008 made clear, real estate market corrections, and the resulting income effects, can
affect the entire economy. The wide reaching effect of real estate market corrections is not unique

21The story for why non-resident’s buying would drive a decrease in prices is not as straightforward as the non-
resident’s financial mobility selling mechanism. We propose an income effect of sorts. If non-resident second home
owners are wealthier on average, it is possible that non-residents are more likely to have all cash offers than primary
residents, which might be accepted by sellers at a lower price. With this mechanism an increase in non-residents
(correlated with CRS) drives down prices, not information about risk.
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to the financial crisis of 2008. The literature has shown that asset bubbles often lead to crashes,
and that these crashes can spill over into other areas of the economy (Brunnermeier and Oehmke
2012). Further, information frictions can cause bubbles to arise, in turn contributing to future
crashes (Brunnermeier and Oehmke 2012). The CRS program infuses risk-relevant information
into the market. The price drop we detect after the distant storm, which provides investors with a
visceral experience that appears to update their risk beliefs, may be a price correction in the market.
This could be welfare improving if such a price adjustment prevents a future correction of greater
magnitude with adverse effects on other real and financial markets. In fact, Sutter, Huber, and
Kirchler (2012) exploit an experiment to show that markets with asymmetrically informed traders
decrease the size of the bubble relative to uninformed traders.

There is empirical evidence that increasing the number of well-informed homeowners can be
welfare improving in residential real estate markets. Bakkensen and Barrage (2017) find that in-
creasing the number of realists (homeowners who know the true value of flood risk) minimizes
the reduction in home price due to sea level rise. In the present paper, when the sample is limited
to firm transactions, we show that investors incurring the price correction in CRS towns after the
geographically-distant disaster fare much better after Hurricane Sandy. These investors were ini-
tially subject to the CRS information intervention. We argue that they are therefore well-informed
about flood risks.

We also consider whether CRS improves insurance levels. The initial policy goal of the Na-
tional Flood Insurance Program was to force investors to internalize risk through insurance. How-
ever, even though it was mandated for properties with federally backed mortgages, there has not
been enforcement and take up has been slow (Michel-Kerjan, 2010).22 One possible explanation
is that people were uninformed about risk to properly insure (Chivers and Flores, 2012). While
estimating the optimal level of insurance is beyond the scope of this paper, prior literature demon-
strated that homes in high risk areas are still underinsured against their future risks (Michel-Kerjan,
2010). Thus, an increase in policy holders in municipalities with high risk areas should be wel-
fare improving. Municipalities that participate in CRS have seen an increase in insurance policy
holders. In Table A24 we present results from a regression of CRS public awareness participation
on policy counts. We also include specifications with year, month fixed effects and year, month,
municipality fixed effects. In all three of our specifications, participating in CRS, is positively and
significantly related with the number of policy holders.

The results in table A10 further buttress the claim that the information provided by the CRS
program may improve welfare in subsequent local flooding events. This table shows that participa-
tion in CRS is associated with a decrease in the average claim. Of course, while this is provocative

22While take up has increased over the years, prior research has shown at least half of the homes in high risk zones
are uninsured. (Kriesel and Landry 2004). Michel-Kerjan, (2010) also discusses insurance penetration.
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evidence that CRS may be effective in mitigating damages, further research is required to thor-
oughly explore this question.

1.5 Conclusion

The present study offers three key innovations over prior papers that examine how coastal real
estate markets capitalize flood risks. First, we develop a novel identification strategy to isolate the
market response to flood risk distinctly from damage due to realized flooding. Second, we demon-
strate the importance of information specifically about flood risk in triggering market responses.
Third, we show that for the case of transactions involving firms, markets exposed to such informa-
tion are less adversely affected by future disasters. We interpret this as evidence that information
interventions mitigate hysteresis rather than distorting asset prices.

These findings stand to inform policymakers in at least two ways. First, environmental reg-
ulators charged with conducting climate change related risk assessments now have compelling
evidence that major coastal flooding events impact markets distant from the locus of the event. In
the present case, direct property damage from Katrina is estimated at $125 billion (Knabb et al.,
2005). Non-local risk discounts only in the coastal New Jersey CRS towns are estimated herein at
$2 billion. Our findings argue strongly for further research in other coastal real estate markets to
ascertain whether such effects evince there as well.

Second, analysts at FEMA may benefit from our findings. Specifically, we demonstrate a causal
effect of CRS information campaigns on the sensitivity of participants to flood risk. Something
about the CRS information treatment heightens risk awareness. In addition, the finding that firms
are especially responsive to CRS programs and that this information appears to attenuate capital
losses suffered in subsequent natural disasters may assist in targeting interventions to maximize
impact.
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Chapter 2

Why Local Governments Provide Hazard
Mitigation: Evidence from The Community
Rating System

2.1 Introduction

Given the rising risk of flooding due to climate change and growing populations, investment in
flood hazard mitigation is becoming increasingly important to the function of local economies
(Berman (2019)). Bakkensen and Mendelsohn (2016) show that the United States is more vulner-
able to damages from storms due to the lack of adaptation in the United States relative to other
countries. Further, Davlasheridze et al. (2016) find that ex ante mitigation is more effective than
ex post adaptation. However, it is still not fully understood why some government invest in hazard
mitigation more than others. Hazard mitigation can be both a private and public good. For exam-
ple, investing in hazard resistant structures can happen at the individual private level. Whereas, at
the public level, regulations can be passed to require new buildings to meet some level of building
code, power lines can be buried, city-wide drainage systems can be built, emergency systems can
be created, roads can be elevated, and/or sand can be dredged. Investment in these public goods is
not driven by typical market forces and therefore must be provided by government organizations.
Understanding why local governments invest in hazard mitigation is important for federal and state
policymakers because local provision of public goods can have large effects on welfare (Ehrlich
and Seidel (2018)).

This paper seeks to understand what municipality characteristics drive investment in hazard
mitigation and whether current investment in hazard mitigation is sub-optimal. The theoretical part
of this paper studies the issue of hazard mitigation broadly and yields conjectures on how some
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factors affect the investment in hazard mitigation and considers why the chosen level of hazard
mitigation might be inefficient. The empirical analyses are then able to test these hypothesis in the
context of flood hazard mitigation and demonstrate that the theoretical conjectures are consistent
with the data.

In this paper, I start by building a model of government investment in hazard mitigation to
understand what factors may increase investment in this good. The theoretical model is a represen-
tative agent model where the government’s objective is to maximize the utility of the representative
homeowner. The utility of the homeowner is a function of a composite good, the amenities in the
municipality, and the probability that these amenities are damaged by some hazard. The model
is similar to the model used by Boskin (1973), but does not allow for externalities across munic-
ipalities. In this way it is similar to the assumptions and logic set out by Tiebout (1956).1I rely
on comparative statics of the model to examine how changes in various parameters change the
optimal level of hazard mitigation. I then extend my model to consider the following cases: 1.)
a change in the representative homeowner’s preference for the amenities relative to the composite
good, 2.) if the government or the homeowner has imperfect information about risk, and 3.) when
the government’s utility function differs from that of the homeowner’s. These extensions provide
several additional hypotheses, including that second homeowners will increase hazard mitigation,
shocks will update individuals’ information about risk and increase hazard mitigation, and special
interest groups like real estate firms may decrease initial participation in hazard mitigation. Fur-
ther, the extensions consider how accountability or a lack thereof may be deterring governments
from investing in hazard mitigation.

The empirical analyses use participation in a federal flood hazard mitigation program, the Com-
munity Rating System (CRS), by New Jersey Municipalities to test the hypotheses generated by
my model. Kousky and Michel-Kerjan (2017) show that participation in CRS decreases flood in-
surance claims, thus it is an effective form of hazard mitigation. Specifically, I use panel data for
over 100 municipalities in four New Jersey coastal counties from 2002 to 2015 to test whether the
various characteristics considered in my model are associated with an increase or decrease in the
likelihood of participating in CRS. The dataset includes information on the municipalities’ gov-
ernment, constituents, homes, and participation in CRS. Due to the heterogeneous characteristics
of the governments across municipalities and over time, this paper is able to test the relationship
between the parameters in the theoretical model and observed levels of investment in hazard miti-
gation.

1Tiebout (1956) argues that people vote with their feet. In other words, people will optimally sort into the local
jurisdiction that provides the public good bundles and housing services that maximize their utility. These models
typically focus on the location decision of the homeowner to solve for willingness to pay whereas my model focuses
on the decision of the government choice and indirectly incorporates this sorting behavior by defining the objective
function as the homeowners’ utility.

31



The empirical analyses show that income, population, housing values, risk, value of amenity
access, and a mayor-council structure of the local jurisdiction is all increase the likelihood that
the municipality will participate in CRS. I argue that the accountability of an elected rather than
appointed chief-executive is why a mayor-council governance structure is associated with an in-
crease in the probability of participation. I support my argument by testing whether mayor-council
governments invest more before versus after a flood shock. As an accountable government will be
blamed if they are unprepared for the shock, they will be incentivized to invest prior to damages
occurring. I use Hurricane Sandy as my local shock and show that after the hurricane, changes in
CRS participation are homogeneous across the types of government. I also use Hurricane Sandy
to show that overall participation increases after the storm due to an increase in information about
the risk and/or costs of damages.

This paper offers several contributions. First, it builds a theoretical model that can be used to
understand why local jurisdictions invest in hazard mitigation and how changing conditions might
change the provision of hazard mitigation. This is helpful to federal and state policymakers who
design policies to increase involvement at the local level. For example, the Federal Emergency
Management Association (FEMA) has several programs designed to increase investment in hazard
mitigation by states, counties, and local governments.2 The setup of this model can be used to
assess these other federal programs. Although the empirical analyses in this paper focus on flood
risk, the model can be applied broadly to the mitigation of other hazards such as wind or fire and
is further generalizable to the consideration of other public goods.

Second, this paper combines several different datasets on municipality participation in flood
hazard mitigation, municipality characteristics, and homeowner characteristics to test the hypothe-
ses produced by the model. Analyses of this data show that the conjectures of the model are
consistent with the applicable empirical setting. Finally, the insights from both the model and
the empirical analyses provide insight into how participation in federally designed programs may
differ from expectations if the policy does not account for specific characteristics of the local gov-
ernments and regions. The results of this study highlight the importance of municipality wealth,
municipality size, and the value of the amenity for increasing investment in hazard mitigation. Fur-
ther, they demonstrate that inefficiencies due to imperfect information, accountability, or special
interest groups may create gaps between the optimal level of provision for the homeowners and
the level of hazard mitigation the government actually offers. Thus, the model and empirical work
provide both positive insights about what type of municipalities will invest in hazard mitigation
and normative insights about whether municipalities may be under-investing in hazard mitigation
relative to the optimum.

This paper contributes to prior research on optimal public good provision. In particular, the

2See discussion of the Stafford Act and Disaster Mitigation Act of 2000 FEMA
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extensions of my theoretical model that allow for inefficiency due to imperfect information, ac-
countability, and lobbying, and the empirical tests of these factors adds to the political agency
literature. Note, that me model offers a simplified theoretical depiction relative to some of the
political agency literature that focuses on fiscal policy across government forms Coate and Knight
(2011). Coate and Knight (2011) examines how different forms of government (council-manager
vs. mayor-council) in US Cities affect fiscal policy. The authors develop a theoretical model of
expected public spending for either type of government and predict that spending will be lower
under mayor-council. My model does not solve for specific budget expenditures, but instead fo-
cuses on the level of public good offered and finds that mayor-council governments increase initial
investment in hazard mitigation. I contribute to the literature on public good provision with imper-
fect information, by utilizing an information shock to demonstrate how provision changes after the
shock. As flooding in this region is a sufficiently rare event this new evidence contributes to the
literature on inefficiencies in public good provision due to lack of information or incorrect beliefs.
See Fox and Van Weelden (2015).

Accountability of the government is another important factor considered by the political agency
model literature. The results from previous literature on what government structures are most ac-
countable are mixed. Some work has shown that an elected chief executive is more accountable
to its constituents and will provide more public goods. See Saha (2011). Others have shown no
effect. See MacDonald (2008). Vlaicu (2008) finds that the effect of government form on spending
on a policy depends on the policy’s visibility. More recently, Vlaicu and Whalley (2016) found
that mayor-council governments are more likely to pick popular policies. Consistent with Vlaicu
(2008) and Vlaicu and Whalley (2016), I argue that mayor-council governments will invest more
in flood hazard mitigation due to policy’s visibility and the governments’ increased accountabil-
ity. My empirical tests are consistent with these predictions and contribute new evidence on how
accountability may cause governments to be underinvested in a public good. I also find that voter
turnout is associated with an increase in hazard mitigation in some of my specifications. I argue
that high voter turnout may indicate that the government is held more accountable by its con-
stituents. Further, by considering both the lobbying and accountability channel I am able to show
that accountability has a stronger effect on participation than lobbying at the local level.

This paper also contributes to the prior literature that has studied the relationship between
community factors and CRS participation. Thus far, the literature has shown that many factors
affect CRS participation. Brody et al. (2009) analyzes changes in local flood mitigation policies
from 1999-2005 in Florida and find that local jurisdictions learn from flood risk. Landry and
Li (2018) examines what motivates participation in CRS in North Carolina from 1991-1996 and
also find that flood experience matters. Landry and Li (2011) also find that tax revenue, low crime
levels, and education increase CRS participation. Sadiq and Noonan (2015) find that local capacity,
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flood risk, socio-demographic characteristics, and political economy factors are all contributing
factors for participation in CRS. Sadiq and Noonan (2015) use a national sample, but use only one
year of CRS participation (2012). The findings of these studies are consistent with the results of
this paper. This research improves on this prior literature by motivating the empirical work with a
theoretical model, by introducing new specifications and variables, and by applying my empirical
analysis to a different region and more recent and longer panel dataset.

The addition of a theoretical model is a significant contribution because it provides an explana-
tion of the mechanisms that drive these relationships as well as policy insights into how investment
can be incentivized or where investment may need to be incentivized. The panel dataset allows me
to exploit variation at both the temporal and municipality level in participation in the CRS program.
This is important as growing knowledge of climate change and recent flood shocks have changed
homeowners’ beliefs about flood risk. While this research is not the first to test the relationship
between municipality characteristics and participation in CRS, it is the first to build a theoretical
model to drive the empirical tests. It is also the first to study how the type of local government
and lobbying affects the decision to invest in CRS. Finally, this paper uses a storm shock to under-
stand how information about flooding and costs drives the decision to participate in flood hazard
mitigation programs across government types.

The paper proceeds as follows: Section 2.2 provides additional background on the empirical
setting, Section 2.3 depicts the theoretical model, Section 2.4 discuss the data, Section 2.5 presents
the results of the empirical analyses, and Section 2.6 concludes.

2.2 Background

This section discusses several aspects of the empirical setting as the model will incorporate some
of these key institutional details. Flood hazard mitigation is becoming increasingly important as
climate change will cause sea levels to rise in turn increasing the risk of many coastal areas in the
United States. Floods are a costly natural hazard due to the extensive property damage they cause.
Hurricane Sandy caused over $70 billion in damage and a significant portion of that was due to
flooding from both rain and coastal surges.3 These growing future costs make local investment in
flood hazard mitigation critically important.

The National Flood Insurance Program (NFIP) is the largest Federal program focused on mit-
igating and responding to flood risk. NFIP is also in significant debt. One key component of the
NFIP in terms of local flood hazard mitigation is CRS. CRS started in 1990 with the purpose of en-
couraging communities to increase floodplain management above the minimum federal standards.
Municipalities can join NFIP without joining CRS. Therefore, municipalities must choose to par-

3NOAA
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ticipate in the CRS program. The program is made up of 10 class levels that communities attain
by getting points from various actions related to floodplain management. The four categories of
actions are:

• Public Information

• Mapping and regulation

• Flood damage reduction

• Warning and Response

Each activity is assigned a point value and the point values for all actions the communities
pursue are totaled. The communities must undertake the activities and document their actions.
The actions are then audited by FEMA and points are assigned. Each class level corresponds to
a range of total points. If a community reaches 500 points they move from class 10 to class 9.
To achieve a class 1 designation a community needs to reach 4,500 points. The main incentive to
increase participation in the CRS is discounts on the flood insurance premiums purchased through
the NFIP. CRS is designed so that communities receive a 5% discount off each homeowner’s
insurance premium for each increase in class.4 Thus communities at level 4 get a 30% discount.
Very few communities have reached the top levels of the CRS and many only pursue less costly
actions.5

Participation in CRS was slow initially. Currently, levels of participation vary significantly
across communities with some communities still not participating and very few reaching the high-
est class levels. Understanding why communities do or do not participate is pertinent to making
CRS effective in managing future flood risk. If CRS can motivate local communities to mitigate
flood hazards, then it might be an important factor in making the NFIP viable going forward.
The literature on CRS demonstrates that people do value the program. In Fan and Davlasheridze
(2016), the authors find that, people value activities that relate to repetitive flood loss reduction
and public information about flood risk. Hopkins (2020a) uses a hedonic analysis and finds that
CRS participation is associated with an increase in housing prices. Looking at a particular hazard
mitigation activity, dredging, Dundas (2017) finds that protecting and increasing the beach width
does increase the value of homes, but that this is attenuated by concerns about views and privacy.

4Homes in the highest risk zones get the additional 5% discount for each increase in class. Homes outside of the
SFHA get a 5% discount for the first few levels and then a 10% discount for any of the higher levels. There are some
restrictions on which homeowners qualify, but these are limited.

5Michel-Kerjan et al. (2016) ”find that virtually all the participating communities perform the “easier” or less
resource-intensive activities, such as public information activities (series 300). Resource-intensive activities such as
acquisition and relocation are done by only a handful of communities.”
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This study is limited to coastal communities in New Jersey, which are colloquially known as the
Jersey Shore. The focus is on the New Jersey Shore for several reasons: 1. New Jersey is one of the
top five states that participates in the NFIP, 2. The coastal towns in New Jersey have seen changes
in their CRS class over the relevant period, 3. There is variation in neighboring communities’ class
levels and variation in when these levels changed, 4. As Hurricane Sandy showed damages to New
Jersey can be quite costly, and 5. Due to their proximity and similarities these towns can serve as
substitutes for each other.

New Jersey has consistently been one of the top five states participating in the NFIP. In 2016
there were 231,956 policies in force in New Jersey. This number was only exceeded by Florida,
Texas, Louisiana, and California. Many of the New Jersey homeowners who own NFIP policies
reside along the Jersey Shore. The New Jersey Shore resides within 130 miles of coastline. A
person can drive from Cape May, the southernmost beach, to Sandy Hook, the northern most beach,
in approximately two hours on the Garden State Parkway. The beach communities are contained
in Cape May, Atlantic, Ocean, and Monmouth counties.6 The value of land and property along the
coast has grown from less than $ 1 billion in 1960 to greater than $ 170 billion today Gaul.

Within the four coastal counties there are over 100 beach towns. The form of the government
varies across these communities. There are 12 different types of municipality governments, but all
the types can fall under three general categories: mayor-council, council-manager, and committee.
These three types correspond to the following types of elected officials respectively: elected gov-
erning body and elected chief executive, elected governing body and appointed chief executive, or
elected governing body-administrators Rutgers..

Many of these towns are located on barrier islands which have very high levels of flood risk. In
fact many of the homes fall in the highest risk zones designated by FEMA.7 The risk of flooding
to the New Jersey shore from a severe weather event was evident when Hurricane Sandy hit the
Jersey coast in 2012. Hurricane Sandy led to widespread flooding and damages along the coast.
The flooding came from both storm surges and rain. The destruction was extremely damaging.
In the Ortley Beach Community all but 60 of the 2,600 homes were destroyed Capuzzo (2017).
In Mantoloking 119 of the 524 homes were significantly damaged and approximately half had
first floor flooding Capuzzo (2017). Most of the coast and all of the barrier islands were flooded
at varying levels. After Hurricane Sandy, New Jersey had the highest total claim payments from
NFIP of all the states with almost $ 4 billion in 2013.

Storm damage and related flooding is not only being caused by hurricanes, more and more

6I do not include Middlesex county as a shore county, although it does contain the northern most part of the New
Jersey coastline. This is due to the region’s proximity to New York and that the characteristics of the area are different
than those of the beach towns contained in the other four counties.

7The two highest zones are A and VE. Zone A designates that the home is in the Special Flood Hazard Area
(SFHA) and Zone V designates that the home is subject to risk from waves.
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Nor’easters are causing flooding on the Jersey Shore. The damages range from flooding in homes
to eroding beach replenishment projects which are desperately needed to prevent worse flooding.
For example on January 23rd, 2017 a Nor’easter hit the coast causing wide spread flooding and
high winds gusting to 63 mph which led to road closures and dune erosion.8. In addition to storms,
a report from NOAA found that areas along the shore could see a 10-20 percent increase in tidal
flooding Kummer (2017). As sea levels rise it will no longer take a storm to flood the shore,
the tides will do it. This makes it critical to understand why governments invest in flood hazard
mitigation. Limiting my analysis to New Jersey does not limit the model to New Jersey as it can
be applied both to other regions and expanded to other hazard mitigation policies. For example to
other relevant areas to study are wild fire and wind hazard mitigation.

2.3 Model

This section proceeds as follows: the setup of the model is presented, the optimization problems
of the homeowners and the government are detailed, and the initial model is derived. This sec-
tion then derives some implications of the initial model, considers extensions to the homeowner’s
problem that allow for heterogeneity across and within municipalities, and finally, extensions that
demonstrate potential inefficiencies in the government optimization problem are considered.

2.3.1 Model Setup

Consider a representative agent model for homeowners in each jurisdiction. Suppose the home-
owners are homogeneous within each community, and therefore have the same income, houses,
access to amenities, risk, and preferences. Hence, one homeowner can act as a representative
agent for all other homeowners in the community. I allow for the representative homeowner to
vary across communities. By maximizing the representative homeowner’s utility, the government
will maximize all of the homeowners’ utilities. Suppose the local jurisdiction only collects taxes
and provides hazard mitigation. The government acts as a social planner and chooses the tax rate
and policy such that it maximizes the representative agent utility.9

The model will help to understand why some local jurisdictions participate in hazard mitigation
and other nearby jurisdictions do not. The model is broad enough that it can be used in other hazard
mitigation contexts and other policy questions as well. However, as my empirical setting analyzes

8Waves even pushed over the seawall in Atlantic City Lam (2017)
9I do implicitly assume that there are not spillover effects from other municipalities’ investments in public goods.

This is a notable assumption as Williams (1966) examines the spillover benefits of public goods across local jurisdic-
tions to show that in even very simple settings it is not clear whether the amount of public goods will be under supplied
or oversupplied generally.
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flood hazard mitigation, I will use some institutional details from the Community Rating system in
my model. These details have minor effects on the setup of the model and can easily be changed
for different settings. Considering the potential wide array of changing hazards due to climate
change, understanding how to motivate local governments to mitigate risk will be pertinent for
policymakers at the state and federal levels.

2.3.2 Optimization Problems

Homeowners

Suppose the homeowners get utility from both the amenities in the town and commodities they can
purchase. Let x be a composite of commodities a homeowner can buy and α capture the value of
amenities a. The amount of value a homeowner gets from the amenities is dependent on if damage
occurs and protection of the homeowner. Protection comes in the form of insurance and in the
form of the public good provided by the government.10 I define the functionα(a, D,ψ(i, p)) as:a i f D = 0

a×ψ(i, p)) i f D = 1

Where D is an indicator for flood damage andψ(i, p)) measures how well protected the ameni-
ties are. The components of ψ are an indicator for insurance, i, and the level of hazard mitigation
public good i.e. CRS participation, p. Insurance ensures the homeowner can rebuild their home
and still access the amenity if damage occurs and the protection from the public good investment
minimizes damage to the house and the municipality more generally. As ψ(i, p) measures how
protected the amenity is, it serves as a weight that measures the proportion of how available the
amenity is in the bad (damaged) state. Thus, I restrict ψ(i, p) to be a value from 0 to 1.11 Further,
I assume ψ(i, p) is well-behaved and concave in p. Specifically,

Assumption 1.

A1.1: ψ(i, p) ∈ [0, 1)

A1.2: ∂ψ
∂p > 0

A1.3: ∂ψ
∂i > 0

A1.4: ∂2ψ
∂p∂p < 0 therefore ψ is concave in p.

10In the paper’s empirical setting, the public good is CRS participation.
11ψ(i, p) cannot reach 1 because even with hazard mitigation some damage may occur and insurance does not allow

for access to the amenity to be immediately fixed.
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Let π measure the probability of damage from flood or other hazard. Let u(α(a, D,ψ(i, p)), x)
measure the utility the representative homeowner gets from the amenities and the composite good
x. Suppose:

Assumption 2. u is quasiconcave inα(a, D,ψ(i, p)) and x

The expected utility of an agent is then:

U(α(a, D,ψ(i, p)), x) = (1− π)× u(a, x) + π × u(a×ψ(i, p), x) (2.1)

Let w denote the wealth of the representative homeowner.12 Let Ci(p) denote the cost of
insurance to the homeowner. Consistent with the design of CRS, I define Ci(p) = ci× (1− (.05×
p)) where ci is the initial cost of the insurance plan.13 Let τ denote the tax rate for the homeowner
and h denote the homeowner’s housing value therefore τ × h equals the taxes the homeowner pays.
I normalize the cost of x, cx to 1 therefore a homeowner can purchase w− Ci(p)× i− τ × h of
x. . Combining, I rewrite the homeowner’s expected utility as:

U(α(a, D,ψ(1, p)), x) = (1−π)×u(a, w−Ci(p)−τ× h)+π×u(a×ψ(1, p), w−Ci(p)−τ× h)
(2.2)

Due to the NFIP requirement that all homeowners with federally backed mortgages must buy
flood insurance in designated high risk flood zones, I assume that the representative agent will
always purchase some level of flood insurance and set i = 1 . This is a strong assumption as
insurance take up rates have historically been low. However, it is not as strong of an assumption
in my empirical setting of the coastal counties in New Jersey, where insurance take up rates are
above the national average (Kousky and Michel-Kerjan (2012) and Kousky et al. (2017)). The
reason for this simplification is that the focus of this research is on the government’s choice to
invest in hazard mitigation and not the optimal level of insurance for homeowners. As the rates
are heavily subsidized the question of optimal insurance level is for future research.14 Suppose
I do not make this simplification and allow i to be a function of the level of protection and risk.
If I assume that i is well behaved and concave with respect to both variables and that the cross
partials are positive, then the initial implications of the model will still hold. Normally, one might
be concerned that this assumption is not reasonable as increasing public hazard mitigation will
crowd out private hazard mitigation, however research has found that CRS participation increases

12Wealth is limited to their income and savings which they can use for spending money. It does not contain their
non-liquid assets.

13Insurance costs as a function of participation is consistent with other hazard mitigation policies as well. For exam-
ple the state of Florida requires that insurers provide discounts on homeowner’s insurance if certain wind mitigation
standards are met.

14See Wagner (2019) for recent work on the optimal level of flood insurance.
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policy take up. This increase in take up is most likely due to the incentives from the discounts
on premiums (Kousky et al. (2018), Hopkins and Muller (2019) and Hennighausen and Borsky
(2020)).

Local Government

The local government acts in the interest of the representative agent as a social planner. The
government’s role is to set the tax rates, collect taxes to pay for the public good, and choose the
optimal level of the public good. Hence the government budget is defined as:

cp × p ≤ T (2.3)

Where cp is the cost of protection, p denotes the level of protection, and T is the total taxes
which is equal to n× τ × h where τ and h are defined as before and n is the number of property
tax payers i.e. homeowners in the community. By Equation 2 and Equation 3, the government’s
optimization problem is:

max
t,p

U(·) = (1− π)× u(a, w− Ci(p)− τ × h) + π × u(a×ψ(1, p), w− Ci(p)− τ × h)

s.t.

cp × p ≤ n× τ × h

(2.4)

As the government works in the best interest of the representative agent, I argue that the budget
constraint of the government will bind and cp × p = T = n × τ × h. Define W(p) = w −
Ci(p)− cp×p

n . I rewrite the optimization problem as:

max
p

U(·) = (1− π)u(a, W(p)) + π × u(a×ψ(1, p), W(p)) (2.5)

2.3.3 Optimal Public Good Provision

Consider the maximization problem in Equation 2.5. The first order condition with respect to
hazard protection is:
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∂U(·)
∂p

= (1− π)× ∂u(a, p)
∂W(p)

× ∂W(p)
∂p

+ π ×
[

∂u(a×ψ(1, p), W(p))
∂ψ(1, p)

× a× ∂ψ(1, p)
∂p

+
∂u(a×ψ(1, p), W(p))

∂W(p)
× ∂W(p)

∂p

]
= 0

(2.6)

Taking the derivative of the FOC with respect to P yields the SOC:

∂2U(·)
∂2 p

= (1− π)×
[

∂2u(a, p)
∂2W(p)

×
(∂W(p)

∂p
)2

+
∂u(a, p)
∂W(p)

× ∂2W(p)
∂2 p

]
+ π

×
[

∂2u(a×ψ(1, p), W(p))
∂2ψ(1, p)

× a2 ×
(∂ψ(1, p)

∂p
)2

+
∂u(a×ψ(1, p), W(p))

∂ψ(1, p)∂W(p)
× a× ∂ψ(1, p)

∂p

× ∂W(p)
∂p

+
∂u(a×ψ(1, p), W(p))

∂ψ(1, p)
× a× ∂2ψ(1, p)

∂2 p
+

∂2u(a×ψ(1, p), W(p))
∂2W(p)

×
(∂W(p)

∂p
)2

+
∂u(a×ψ(1, p), W(p))

∂W(p)∂ψ(1, p)
× ∂W(p)

∂p
× a

× ∂ψ(1, p)
∂p

+
∂u(a×ψ(1, p), W(p))

∂W(p)
× ∂2W(p)

∂2 p

]
= 0

(2.7)

For the level of p that solves the FOC to be a maximum the SOC must be less than zero.
By assumptions 1,2 and the definition of W(p): ∂ψ(1,p)

∂p > 0, ∂2ψ(1,p)
∂2 p < 0, ∂2u(a,p)

∂2W(p) < 0,
∂2u(a×ψ(1,p),W(p))

∂2ψ(1,p) < 0 and, ∂2W(p)
∂2 p = 0 Thus a sufficient condition for the SOC < 0 is if the

following holds:∂u(a×ψ(1,p),W(p))
∂W(p)∂ψ(i,p) > 0, ∂u(a×ψ(1,p),W(p))

∂ψ(i,p)∂W(p) > 0, and ∂W(p)
∂p < 0. Hence, for the the

rest of the paper the model assumes:

Assumption 3.

A3.1: ∂u(a×ψ(1,p),W(p))
∂W(p)∂ψ(i,p) > 0 or that increasing consumption of the composite good enhances the

value of amenities.

A3.2: ∂u(a×ψ(1,p),W(p))
∂ψ(i,p)∂W(p) > 0 or that increasing the value of amenities increases the enjoyment of

the composite good.

Assumption 4. ∂W(p)
∂p < 0

41



Assumption 3 is straight forward and can be understood intuitively. Suppose the composite
good includes ice cream. Enjoying an ice cream cone on the beach also increases the value of the
beach. In other words an increase in the composite good enhances the enjoyment of the coastal
amenity. Similarly, suppose the beach increases in size i.e. consumption of the amenity increases,
this will enhance the value of the ice cream. Assumption 4 implies that increasing hazard mitiga-
tion decreases W. First, increasing tax revenues to pay for p will decrease W. However, increasing
p decreases the cost of insurance. Thus, assumption 4 holds if .05ci <

cp
n i.e. the five percent

discount on insurance is less than the per person cost of the hazard mitigation public good. This
is reasonable as one might expect that the insurance discount is sufficiently small relative to the
cost of hazard mitigation.15 Without making explicit assumptions about the functional form of
u(a×ψ(i, p), W(p)) andψ(i, p) I cannot solve for p explicitly. However, the next section shows
that with these few assumptions the model yields several hypotheses.

2.3.4 Implications of the Model

Consider what happens to the level of hazard mitigation, p∗, when the following parameters of the
model change: the probability of risk, the wealth of the representative homeowner, the housing
value of the representative homeowner, and the population in the town. There are four direct
hypotheses that come from the initial model. This section details these main conjectures of the
mode. The proofs of these hypotheses predominantly rely on comparative statics and are included
in the appendix.

Proposition 1. Given assumptions 1-4 hold, then an increase in risk or increase in the probability

of damages, π , will increase p.

Proposition 2. Given assumptions 1-4 hold, then an increase in wealth, w, will increase p.

Proposition 3. Holding tax rate, τ , constant, an increase in housing value, h, will increase p.

Proposition 4. Given assumptions 1-4 hold, an increase in n will increase p.

Each of the propositions from the initial model are consistent with intuition. An increase in
risk will increase public investment in hazard mitigation. This result is driven by the increased
probability of the bad state, thus making mitigation or protection more valuable. An increase in
wealth also increases public investment in hazard mitigation. Increasing housing values increases
the government’s budget and therefore will also increase public investment in hazard mitigation.
Similarly, increasing the number of houses increases public investment in hazard mitigation. This

15Suppose the 5 percent discount is larger than the actual cost of hazard mitigation, all governments then would
invest in CRS. However, we see low participation in CRS throughout the country.
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finding is driven by the conditions in the model which yield that the per person benefit of hazard
mitigation is greater than the cost of per person mitigation. While these four propositions are
straight forward, they do provide insights into the potential for varying levels of participation in
hazard mitigation across municipalities and highlight the concern that poorer regions might be
falling behind in hazard mitigation relative to their wealthier counterparts of the same risk level.

2.3.5 Extension with Homeowner’s Utility Function

Cobb-Douglas Utility Function

Previously, no functional form was placed on the homeowner’s utility function. One model aspect
to consider is how much a homeowner values the amenities relative to the composite good. Let θ
capture homeowner’s tastes in the homeowner’s utility function, u(α(a, D,ψ(i, p), x) and allow
it to vary across jurisdictions. θ is the homeowner’s weight on the amenities and 1 − θ is the
homeowner’s weight for the composite good. For this example, assume the standard Cobb-Douglas
utility for the representative homeowner and rewrite equation 2.1 as:16

U(α(a, D,ψ(i, p)), x) = (1− π)× aθ × x(1−θ) + π × (a×ψ(i, p)))θ × x(1−θ) (2.8)

Given u(α(a, D,ψ(i, p), x) is Cobb-Douglas, as θ increases the amount of x needed for an
agent to give up one unit of amenities and stay at the same utility increases. It can easily be seen
that α increases when p increases given that damage occurs. Thus as long as π > 0, an increase
in θ will increase the amount of CRS protection an agent wants. This also makes intuitive sense
as any increase in relative preference for amenities should cause an increase in the value of hazard
mitigation.

Consider what homeowners have a relatively higher preference for amenities. The Jersey Shore
beach towns are broadly made up of two types of homeowners: 1.) primary home and 2.) sec-
ondary home.17 I hypothesize second homeowners may value the amenities relatively more than
the composite good as they purchased the home to take advantage of the amenities. As my model
simplifies the government role to center around CRS, I assume other public goods like schools,
libraries, and police are measured in the composite good. Primary homeowners might care more
about those others goods. Thus another indication of the model is that communities with a higher
ratio of non-residents to residents will be more likely to undertake hazard mitigation. Similarly, a
homeowner can vary not just by resident status, but also by risk of flooding to their actual home.

16Other CES utility functions will work in this example. Cobb-Douglas is used for simplicity
17Primary homeowners are classified as residents and have voting rights, whereas second homeowners are non-

residents and do not have any voting rights.
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Thus if a municipality has a larger proportion of homes in high flood risk zones, the representative
homeowner is more likely to face higher risk and will also have a higher θ. As this is a coastal
region, higher flood risk is also an indicator for closer access to the coastal amenity. Therefore,
homeowners that choose to buy in high risk areas, most likely pay a premium for that amenity
access and have a higher θ.

Heterogeneous Wealth

The initial model requires homogeneous homeowners, which is not an entirely realistic restriction
given the heterogeneous nature of homeowners. Suppose now wealth, w, varies across homeowners
within a community. Each homeowner k now has wealth wk and their expected utility becomes

Uk(α(a, D,ψ(1, p)), x) = (1− π)× u(a, wk − Ci(p)− τ × h)

+ π × u(a×ψ(1, p), wk − Ci(p)− τ × h)
(2.9)

The government’s problem can be rewritten as:

max
p

K

∑
k=1

Uk(·) = (1− π)
K

∑
k=1

u(a, Wk(p)) + π ×
K

∑
k=1

u(a×ψ(1, p), Wk(p)) (2.10)

Where Wk(p) = wk − Ci(p)− cp×p
n . The solution to the problem that faces the government

now is different than the solution to maximizing the representative agent’s utility. However, I can
solve for the solution to the government’s problem. I have assumed thus far that homeowners
have single peaked preferences or that there exists only one level of p that maximizes their utility.
Thus as |p∗ − pk| increases the utility of individual k decreases. Where p∗ is the solution to the
government’s problem and pk is the solution to the individual’s maximization problem. Given
the single peaked preferences and that the government is responsible for only one policy issue, I
can apply Black’s median-voter theorem. Black’s theorem states that under these conditions, the
median voter is the pivotal voter. Thus the solution to Equation 2.10 will be the level of publicly
provided hazard mitigation that solves the median voter’s individual problem. Let κ denote the
median voter, then the government’s problem can be simplified to:

The government’s problem can be rewritten as:

max
p

Uκ(·) = (1− π)u(a, Wκ(p)) + π × u(a×ψ(1, p), Wκ(p)) (2.11)

But, this is the same problem as in Equation 2.5. Thus the results from the homogeneous case
generalize to the case of heterogeneous wealth where all else is identical across agents within a
community.
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2.3.6 Extension with Government’s Problem: Inefficient Case

In the model above I assumed the government acted as a social planner and thus maximized the
utility of the representative agent subject to a binding budget constraint. Suppose instead the
government does not act entirely in the interest of the representative agent. This may occur if the
government does not have perfect information about the representative agent’s utility function or
if the government has a different utility function than the representative agent.

Imperfect Information

Consider the case where the representative agent does not have perfect information about the risk of
damage from a flood or other hazard. Perhaps, due to lack of information about risk or optimistic
beliefs, the representative agent believes damage will occur with probability π̂ as opposed to π
with π̂ < π . This is policy relevant as many of the flood maps that both residents and policy-
makers rely on are static and outdated. The literature has also shown that incomplete or imperfect
information is an issue when it comes to beliefs about flood risk (Gallagher (2014) and Bakkensen
and Barrage (2017)). Then the government’s problem will be:

max
t,p

U(α(a, D,ψ(i, p)), x) = (1− π̂)× aθ × (w− ci(p)− τ × h)(1−θ)

+ π̂ × (a×ψ(i, p)))θ × (w− ci(p)− τ × h)(1−θ)

s.t.

cp × p ≤ n× τ × h

(2.12)

In this case the FOCs will proceed as before, however p∗ will be dependent on π̂ as opposed to
π . If π̂ < π then p∗(π̂) < p∗(π).18 While this is consistent with intuition and may seem obvious,
this result is important because it highlights how hazard mitigation may be under provided even in
the case where the government’s objective function is consistent with the social planners. If home-
owners are uninformed about risk, then the resulting provision of public good is inefficiently low.
Further this conjecture is testable, and as I show in the empirical section, we do see government
increase participation in CRS after a flood information shock.

Government Utility Function Differs from Representative Agent

Now, consider the case where the government utility function differs from the representative agent.
Suppose the chief-executive cares about being reelected and thus cares about more than just the

18This may explain why after flood shocks we see homeowners increase take up of insurance. See Gallagher (2014).
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utility of the representative agent.19 Let the government utility be a function of the utility of
the representative agent, money from special interests groups, and an accountability signal. The
accountability signal is important for hazard mitigation public goods because after disasters voters
may award governments if the municipality is prepared for the disaster, or blame governments for
lack of preparation. I define the value function of the government as:

V(U(·), m(·), f (·)) = ω1U(α(a, D,ψ(1, p)), x)+ω2m(α(a, D,ψ(1, p)), x)−ω3 f (λ,ψ(1, p))
(2.13)

Whereω1,ω2, andω3 are weights that measure the relative importance of the three components to
the government. Ifω2 andω3 = 0 andω1 = 1 then the government’s utility function matches the
initial model. U(·) measures the utility of the representative agent as before, m(·) represents the
money from special interests groups, and f (·) represents the disutility associated with the blame
for not preparing the municipality for a disaster.20

Recall that ψ(1, p)) is a measure of protection and therefore demonstrates the level of prepa-
ration by the municipality. Let λ be the signal of accountability of the local government. f (·) is
defined such that it measures how much blame should be assigned to the government if a shock
occurs:

f (α(a, D,ψ(1, p)), x, λ) = λπ(1−ψ(1, p)) (2.14)

λ measures how accountable the representative agent will hold the government. π measures
the probability of damage and thus measures how much the government should care about the
potential blame. And, the third component represents the missing protection attributable to the
government. The model can be used to show how the accountability of the government effects
hazard mitigation i.e. the model can show how the government’s investment in p changes given a
change in λ.

Proposition 5. By assumption 1 and given the definitions of f and V, an increase in λ will increase

p.

Proof. The government’s problem is now:

max
t,p

V(U(α(a, D,ψ(1, p)), x), m(α(a, D,ψ(1, p)), x), f (λ,ψ(1, p)))

s.t.

cp × p + m ≤ n× τ × h

(2.15)

19I will use reelected to refer to either reelected or reappointed as some chief-executives are appointed by a com-
mittee that is elected.

20Examples of special interest groups could include specific businesses, industries, non-profits, etc. This research
looks at the real-estate industry and construction services campaign contributions.
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Following the comparative statics argument from before I know:

∂p
∂λ

= −
∂V

∂p∂λ

∂2V
∂2 p

(2.16)

The second order conditions of the maximization problem imply that ∂2V
∂2 p < 0 thus I just need

to show that ∂V
∂p∂λ

> 0, to prove that ∂p
∂λ

> 0.
Substituting in the budget constraint and taking the first order condition with respect to p yields:

∂V
∂p

=
∂V
∂U
× ∂U

∂p
+

∂V
∂m
× ∂m

∂p
+

∂V
∂ f
× ∂ f

∂p
= 0 (2.17)

Solving for ∂V
∂p∂λ

yields:

∂V
∂p∂λ

= 0 + 0 +
∂V
∂ f
× ∂ f

∂p∂λ
(2.18)

Well ∂V
∂ f < 0 by the definition of V(·). And, by the definition of f (·):

∂ f
∂p∂λ

= −π(∂ψ()

∂p
) (2.19)

∂ f
∂p∂λ

< 0 because π and ∂ψ()
∂p are both greater than 0. Hence, ∂V

∂p∂λ
> 0 as desired.

What is interesting is what type of government might have a higher λ. There are two main
forms of government: mayor-council and council-manager.21 The first type (mayor-council) is
the only structure of government that elects the chief executive directly. It is not immediately
clear whether an elected chief executive will have a higher λ. The results from prior literature are
mixed, but an over-arching argument is that being elected can increase accountability for a visible
or popular public good. See Saha (2011), MacDonald (2008), Vlaicu (2008), and Vlaicu and
Whalley (2016). I argue that flood protection, which is a very visible public good, will yield higher
signals for mayor-council governments. Thus I hypothesize that mayor-council governments will
have a higher λ and therefore will have higher levels of flood protection.

Additionally, λ may not be static. Suppose there is a flood shock. How might λ change
after this shock? A flood shock increases information about risk or probability of damages, but it
may also effect the accountability of all governments. Local residents who were under informed
about the potential risk, may not have held their government (of any type) accountable for the

21In New Jersey there are also a few municipalities with committee governments However, these governments are
similar to council-manager governments in that there is no single elected chief executive.
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potential hazard. Prior research has shown that homeowners may not reward governments for
hazard mitigation. See Healy and Malhotra (2009) λ could be a function of both π and government
structure. Thus, a flood shock might provide a large shock of accountability to all government
types. This can be tested by considering how voter turnout effects participation before and after a
shock.

Finally, I consider what type of special interest groups might affect the government’s deci-
sion to invest in flood hazard mitigation. For example, consider real estate groups who might be
concerned about the risk signal associated with flood hazard mitigation. While we expect that
participating in flood hazard mitigation will have long term positive benefits on housing prices, a
Realtor might be concerned that the initial shock of information from flood hazard mitigation and
that potential disclosure laws will harm housing values. At higher levels of mitigation, the informa-
tion shock is less important. Thus we might expect that the function m(α(a, D,ψ(1, p)), x) to be
such that ∂p

∂m < 0 and ∂2 p
∂2m < 0 i.e. the optimal level of p decreases from campaign contributions

from real estate groups at a decreasing rate. If this is the case, I hypothesize that municipalities
with high levels of campaign contributions from real estate groups will have lower levels of initial
participation. Another, potentially relevant group is construction services. Federal hazard mitiga-
tion laws often require specific regulations for building. For example one aspect of CRS requires
that new homes are built with higher base floor elevation. Thus construction services may have
a negative relationship with p because regulations from p make their work more expensive, or a
positive relationship with p because regulations from p increase their business.

2.4 Data

To apply the model empirically I need data on the CRS participation decision, form of government,
socioeconomic characteristics of the constituents, tax, and election data for each municipality in
New Jersey. I construct this dataset for the years 2002 to 2015. The data sources are detailed
below.

2.4.1 Community Rating System

The CRS database is available from FEMA. The file contains the name of each community, the
total points it has been awarded, and the number of points for each subsection. There is normally
a file each year, but in some cases there is both a May and an October report. In these years I have
taken the annual average of the point values. Using the point values given in the CRS database, I
can map in the specific CRS level each town has reached. Approximately a third of the relevant
communities are currently participating in a significant way (excludes communities at level 9 or
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10). In 2008 the majority of these communities were at levels 7 and 8, but as of 2015 many of
them have moved to levels 5 and 6.

2.4.2 Local Municipality Data

Rutgers New Jersey Data Book provides extensive information on municipalities in New Jersey.22

The Data Book has numerous variables pertaining to the form of government including information
on government type, election type, number of members, and election term. Approximately 60% of
the governments are of the mayor-council form with the remaining 40% either council-manager or
committee. These forms do not change over time. The size of the government (size of the elected
municipal officials) ranges from 3 to 10 and the majority of the election terms are three or four
years. The Data Book also has information on registered voters, total votes, and election results by
municipality and by party for President, Governor, Senator, Congress, State Senator, and General
Assembly. Using these results I am able to account for voter turnout which varies by election
year and is calculated from general elections in each year. Other factors about the municipality
including estimated population, poverty indicators, and taxable property are also included in the
Rutgers databook and vary by municipality annually.

I supplement this data with data from FollowTheMoney.org. The data from FollowTheMoney.org
contains campaign contributions at the district level to state legislators. The mapping from munic-
ipalities to district is not 1 to 1, but it is smaller than county level. There are 14 municipalities
per district on average. The campaign contributions are denoted by industry type. The empirical
section focuses on donations categorized by FollowTheMoney.org as from the Real Estate or Con-
struction Services Industries. The donations at the district level are then mapped to municipalities.
I assume that donations to the state legislators can be used as a proxy for donations to mayoral or
council campaigns. Given that state legislators are from the same region, and the interconnection
of local governments this is a reasonable assumption.

2.4.3 Descriptive Statistics

I present descriptive statistics of the relevant variables in my data in Table 3.1. This table relies
on 14 years of data from 2002-2015 across 125 communities along the Jersey Shore. The 125
municipalities are contained in 4 separate counties. Participation in CRS on average is very low,
however there are municipalities reaching higher levels of CRS over time. As Figure 2.1 shows,
average total points increased over time, with a sharp increase after 2012. The highest class that
has been reached during this time period in New Jersey is a Class 4. As noted previously CRS

22Source: New Jersey Data Book. Rutgers Center for Government Services, New Brunswick, NJ. njdata-
book.rutgers.edu
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has ten levels, where class ten designates non-participation and is the lowest level. 58% of the
municipalities have mayor-council governments where the chief executive is elected. Government
size varies from 3 members to 10. Government size is correlated with type of chief executive,
but there is heterogeneity in size within both types. In the empirical section an indicator for large
government is used, defined as 8 members or more. Term length varies from 2 to 4 years, and the
majority of the municipalities have 3 year terms.

The percentage of homes at high risk measures the percent of homes within a municipality
that are designated in the 1 in 100 year flood zones. The average municipality has 30% of their
homes in high risk flood zones. The proportion of non-resident homeowners in a municipality
varies significantly, with an average of 40% non-residents. The municipalities in this region are
majority republicans, but there are some municipalities with majority democrats. There is also
significant variation in other characteristics of the municipality: population, property values, and
wealth across municipalities. Campaign contributions from the two different industries of interest
vary similarly.

Table 2.1: Descriptive Statistics
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Figure 2.1: CRS Participation Overtime

2.5 Empirical Results

In this section I utilize the data from New Jersey to test several implications of my model and
extensions. I start by testing many of the predictions of my model utilizing my entire dataset. I then
utilize Hurricane Sandy as a shock to people’s beliefs and test if participation in CRS increases after
beliefs are updated.23 Finally, I consider how participation changes across government types before
and after Hurricane Sandy. This allows me to test how governments behaved before and after a
large local flood shock. By comparing the pre and post periods, I can better test the implication of
my model that high accountability governments will invest in flood protection prior to the shock.

2.5.1 Initial Test of Model and Extensions

Using the initial model and extensions I examined how changes in flood risk, wealth, housing val-
ues, population, homeowner’s relative weight for amenities over the composite good, government
structure, and lobbying will change the optimal level of flood protection p. I start by using a linear

23Beliefs about flood risk may have been changing due to CRS participation or due to non-local hurricane shocks
like Hurricane Katrina, but not with the same significant jump as after Hurricane Sandy.
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model to test these implications. Consider the equation:

CRStm = β0 +β1 ∗ Htm +β2 ∗ Gtm +β3 ∗ Xtm + vct +εtb (2.20)

Where CRS is an indicator for level of CRS participation. Specifically, I utilize the total CRS
points earned by a municipality in a year as the dependent variable in one specification and the
CRS class level attained by a municipality in a given year as the dependent variable in another
specification. H is vector of information on the homeowners including the proportion of second
homeowners, G is a vector of information on the type of government, X is a vector of characteristics
of each municipality m in year t. vct is defined as county-year fixed effects.24 County-year fixed
effects are included to control for other time-varying regional variation.

24Note that municipality fixed effects are not included as some of the characteristics of municipalities are not time
varying.
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Table 2.2: CRS Participation (Continuous Measures)

(1) (2)
VARIABLES CRS Points CRS Class

Mayor-Council Indicator = 1 200.0*** 0.353***
(33.96) (0.0619)

Percent Second Homeowners 8.810*** 0.0158***
(0.795) (0.00145)

Log(Real Estate Contr.) -36.63** -0.0697**
(18.15) (0.0331)

Log(Construction Services Contr.) 66.34*** 0.119***
(16.46) (0.0305)

Percentage Democrat Voters -0.771 -0.00281
(1.616) (0.00293)

Percent Voter Turnout 2.852 0.00534
(1.993) (0.00359)

Term Length 35.01 0.0723
(33.12) (0.0615)

Indicator for Large Government = 1 73.32 0.102
(47.05) (0.0883)

Log(Est. Population) 92.59*** 0.165***
(11.81) (0.0219)

Log(Per capita Tax from Property Value) 122.8*** 0.219***
(18.17) (0.0335)

Percent on SNAP -23.54*** -0.0437***
(2.456) (0.00440)

Indicator for Risk = 1 661.7*** 1.150***
(41.79) (0.0752)

Constant -3,001*** -15.32***
(340.2) (0.620)

Observations 1,598 1,598
R-squared 0.546 0.532

Notes: Dependent variable is defined as CRS total points in column 1 and CRS Class in column
2. Includes County-Year fixed effects. Robust standard errors are in parentheses. Asterisks
indicate statistical significance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from National Institute on
Money In Politics, municipality characteristics from Rutgers New Jersey Data Book.

I now consider the implications of the model and whether they are consistent with the results
from the data. First, consider whether increased risk increases CRS participation. The indicator
for risk measures whether the number of highest risk homes, homes designated in zones V or
A, is above average relative to all other municipalities on the New Jersey shore. As expected a
community that is high risk is more likely to participate in CRS and participate at higher levels.
Holding all else equal, going from a low risk municipality to a high risk municipality increases
participation in CRS by 661.7 points or 1.15 classes. The appendix includes regressions with
a continuous measure of risk, the percentage of homes in high risk zones, and the results are
consistent.
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The conclusions about wealth are also confirmed using a variable that measures the percentage
of the population on SNAP benefits. An increase in the percentage of people using SNAP is
associated with a slight decrease in total CRS points. This is consistent with the model which
predicts an increase in wealth increases participation or a decrease in wealth (poorer municipalities)
decreases participation.

Similarly, the conclusion that an increase in housing values will increase participation is con-
firmed by the variable that measures per capita taxable property values. Per capita taxable property
values increase the likelihood of initial participation in CRS and high levels of participation. I take
the log value of the per capita property value to transform the variable and reduce influence from
outlier municipalities. A 1% increase in per capita property tax value yields an increase of 122.8
total points. Using the per capita measure also allows me to separately identify the effect of pop-
ulation on participation. Population has the expected positive relationship with CRS participation
as well.

Now consider theθ parameter discussed in the Cobb-Douglas extension. Representative agents
that are second homeowners may have a higher θ relative to primary homeowners. Percentage of
non-residents (or second homeowners) is positively and significantly related with participation. A
25% increase in non-resident population (about a 1 standard deviation change) is associated with
approximately a 220 point increase in CRS points.

Recall the accountability signal discussed in section 2.3.6; this testable extension examined
how accountability might affect participation. First, I argue that elected chief executives will have
a higher signal of accountability and thus will preemptively invest more. I use an indicator for
mayor-council governments to test if a mayor-council government is more likely to have higher
CRS participation and find that if a government is mayor-council, the total points are on average
200 points higher and the class level increases on average by a little over a third. This result shows
that the accountability of the government does matter for flood protection policy. This finding is a
significant and interesting result for two reasons. First it contributes to the open question of what
type of government structure offers more public goods. And second, it might speak to why CRS
participation has been so low. CRS may require actions that can take several years to implement.
A chief executive who is accountable to the people’s wishes and working to get reelected is more
likely to push for CRS if it aligns with what the voters want. However, with infrequent flood
shocks these executives will not reach the state where they are held fully accountable and so the
size of the signal may be low even for mayor-council governments. See Fox and Van Weelden
(2015) for a discussion of accountability and rare states. To further explore the accountability
measure, I consider voter turnout as one might expect voter turnout increases accountability of
the government. Table 2.2 shows that voter turnout is positively related with participation, but not
statistically significant.
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Possible alternative arguments to why mayor-council towns are more likely to participate in
CRS are that term length or government size matter. These arguments are important as government
structure is correlated with term length and size. A longer term length might make it easier for a
chief executive to take on these multi-year projects and therefore lead to higher investment in CRS.
The results do not show a significant relationship between terms length and CRS participation.
However, there is very little variation in term length in New Jersey. A larger government might
make it easier for the government to manage investment in hazard mitigation or it might make it
harder because too many administrative figures will not agree on paths forward. The findings in the
literature on government size are mixed. Coate and Knight (2011) find that government spending
increases with size. MacDonald (2008) shows that there is no significant relationship between city
council size and expenditures. An indicator for large governments is included in the controls to
test if this factor is driving the result instead of or in addition to mayor-council governments. In the
main specification the coefficient on the government size indicator is insignificant. In the appendix
I include indicators for each government size with the smallest size dropped. Table B2 shows that
there may be a nonlinear relationship between government size and participation. In Table B2 the
coefficients on the mayor-council indicator do not change significantly from the main specification.

I also consider the special interest group role in the government decision to invest in flood
hazard mitigation. For this application, the most relevant special interest groups are the real es-
tate and construction services industry because of the relationship between flood risk, flood hazard
mitigation, and housing markets. I utilize data on campaign contributions to state legislators at
the district level and find that a 1% increase in district Real Estate contributions decreases the
associated municipality’s participation in CRS by 36.63 points. Conversely, contributions from
construction services increases participation in CRS by almost twice as much. This positive rela-
tionship may be due to the fact that new regulations can increase business for construction services.
For example older homes are grandfathered in and are allowed to have base floor elevations below
the federally required level in flood zones. However, if a homeowner wants to undertake renova-
tions and the renovations were large enough, the homeowner will also have to elevate their base
floor potentially increasing work for construction services. 25 Comparing, the coefficients on the

25I include a Table in the appendix that looks at individual activities that may be most relevant to each lobbying
group to explore this mechanism further. The first two activities I look at are: 1.) 340 Hazard Disclosure, and 2.) 430
Higher Regulatory Standards. I expect the real estate industry contributions to have a negative relationship with the
first and an insignificant relationship with the second. Conversely, I expect the construction contributions to have a
positive relationship with 430 points, but the relationship with 340 points could be positive or negative. The results
in the table are consistent with my expectations. One might expect that certain activities like 540 Drainage System
Maintenance to have no relationship with real estate contributions, and that this could serve as a further test. However,
reaching higher or costlier activities of CRS often is accompanied by preliminary steps that a real estate contribution
may lobby against. This connection across CRS activities makes it difficult to separate out the relationship between
lobbying and specific activities, thus I do not place significant emphasis on the results in this table. I include the results
that use activity 540 as the dependent variable in the Table as well.
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lobbying variables with the accountability variables demonstrates that accountability may be more
important for optimizing hazard mitigation.

As a robustness test, I run a probit regression that tests the relationship between the same
independent and control variables discussed above and indicator variables that measure any level
and top levels of CRS participation. I present the marginal effects of running such a probit in Table
2.3 below. The results of these regressions are consistent with the discussion above and shown in
Table 2.2. In the appendix, I include additional robustness tests using tobit and linear probability
models with these new dependent variables. These robustness tests are presented in Tables B4 and
B5 and they are consistent with the findings of my main specification.

Table 2.3: Probability of CRS Participation (Binary Measures): Marginal Effects

(1) (2)
VARIABLES CRS Top CRS Levels

Mayor-Council Indicator = 1 0.0450** 0.0500***
(0.0195) (0.0183)

Percent Second Homeowners 0.00499*** 0.00411***
(0.000506) (0.000488)

Log(Real Estate Contr.) -0.00294 -0.0189
(0.0157) (0.0149)

Log(Construction Services Contr.) 0.0563*** 0.0317***
(0.0129) (0.0122)

Percentage Democrat Voters 0.00356*** -0.000783
(0.00126) (0.00124)

Percent Voter Turnout 0.000597 -0.000211
(0.00107) (0.00102)

Term Length -0.0139 0.00603
(0.0202) (0.0183)

Indicator for Large Government = 1 0.109*** 0.106***
(0.0399) (0.0389)

Log(Est. Population) 0.0550*** 0.0462***
(0.00814) (0.00760)

Log(Per capita Tax from Property Value) 0.0534*** 0.0285***
(0.00902) (0.00835)

Percent on SNAP -0.0125*** -0.00988***
(0.00158) (0.00173)

Indicator for Risk = 1 0.436*** 0.179***
(0.0313) (0.0254)

Observations 1,598 1,598

Notes: Dependent variable is defined as an indicator for participation in CRS in column 1 and as an
indicator for participation at class 7 or higher in column 2. Includes County-Year fixed effects. Standard
Errors are in parentheses. Asterisks indicate statistical significance at 10% (*), at 5% (**) and at 1%
(***).
Sources: CRS and flood risk data from FEMA, contribution data from National Institute on Money In
Politics, municipality characteristics from Rutgers New Jersey Data Book.

In column 1 the dependent variable is an indicator for community participation in CRS, whereas
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in column 2 the dependent variable is an indicator for communities in the top ten percent of CRS
participation on the Jersey Shore from 2002-2015. Here the top ten percent of participation is
reached if a community has reached level 7 or higher. By separating any level of participation
from top levels of participation, this paper can test if the relationships between municipality char-
acteristics and participation change as a municipality becomes more invested. This is important
because if certain factors only effect initial investment levels, but not higher investment levels,
then policies can target increasing initial participation. Table 2.3 demonstrates that the relationship
does change for some factors. For example the positive relationship between risk and participation
attenuates from a 43.6% increase in participation due to being high risk to an 17.9% increase at
the top levels of participation. Similarly, the positive effect of construction services contributions
and the positive effect of property values on CRS participation decrease at higher levels of CRS.
Further, some variable are only significant for initial levels or for higher levels of participation and
other variables, have consistent effects across both levels.

Note that with the binary measures of CRS participation voter turnout is no longer significant;
however, percent of democrat voters is positive and significant for participation in CRS. Percent of
democrats is included as democrats are typically more concerned about climate change and thus
may value hazard mitigation or may believe they face higher levels of risk due to sea level rise.
Given that this region is more heavily republican it is not surprising that these results are small and
sometimes insignificant. Further, the coefficient on the Government Size indicator is also positive
and now significant at the 5% level in both specifications.

2.5.2 Tests of the Role of Information

One of the extensions of my model considers the role of information in investment in flood hazard
mitigation. Specifically, it relaxes the assumption that the representative homeowner can perfectly
predict flood risk. The extension shows that if agents have values π̂ less than the true value of π
the local government will underinvest in flood hazard mitigation. Prior literature has shown that
underestimating flood risk and heterogeneous beliefs about flood risk are an issue. See Bakkensen
and Barrage (2017)

Hurricane Sandy directly hit the New Jersey Shore in October 2012. Residents and govern-
ments alike learned firsthand how costly flood damages can be and how prepared the municipality
was for flood risk. Using Hurricane Sandy as a shock that provides information both on how at
risk for flooding the municipality is and how costly damages can be, I test whether participation
increases after the shock.26 Gibson and Mullins (2020) use a differences in differences hedonic

26Table 2.6 above already provides some evidence that the relationship between CRS participation and Hurricane
Sandy is positive.
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study to demonstrate that Hurricane Sandy presented new information about flood risk to home-
buyers in this region, thus Hurricane Sandy can serve as an exogenous shock of information. I
start by considering the relationship between Sandy and participation in CRS consistent with my
main specification. In my initial model, I cannot separately identify the role of information about
risk and information about costs as they occur simultaneously. Other confounders are an issue
here as well. For example the Biggert-Waters Flood Insurance Reform Act was passed in July
of 2012, right before Sandy, and would have required increases in insurance rates by 2014. The
insurance increases were delayed by another act passed in 2014. I cannot separate out the effect of
the Biggert-Waters Flood Insurance Reform Act on participation from the effect of Sandy. How-
ever, Gibson and Mullins (2020) also examine potential confounders like the Biggert-Waters Flood
Insurance Reform Act and still finds a significant effect from Hurricane Sandy.

Consider the equation:

CRStm = α0 +α1 ∗ Post +α2 ∗ Htm +α3 ∗ Gtm +α4 ∗ Xtm + vct +µtb (2.21)

Where CRS, H, G, X, and vct are defined as in Equation 2.20. Post is a new variable that indicates
if the year is before or after Hurricane Sandy. As Hurricane Sandy occurred in 2012, Post is 1 for
years 2013 through 2015, and 0 otherwise.

58



Table 2.4: CRS Participation - Information Treatment

(1) (2)
VARIABLES CRS Points CRS Class

Mayor-Council Indicator = 1 200.0*** 0.353***
(33.96) (0.0619)

Post Sandy 638.0*** 1.189***
(177.4) (0.327)

Percent Second Homeowners 8.810*** 0.0158***
(0.795) (0.00145)

Log(Real Estate Contr.) -36.63** -0.0697**
(18.15) (0.0331)

Log(Construction Services Contr.) 66.34*** 0.119***
(16.46) (0.0305)

Percentage Democrat Voters -0.771 -0.00281
(1.616) (0.00293)

Percent Voter Turnout 2.852 0.00534
(1.993) (0.00359)

Term Length 35.01 0.0723
(33.12) (0.0615)

Indicator for Large Government = 1 73.32 0.102
(47.05) (0.0883)

Log(Est. Population) 92.59*** 0.165***
(11.81) (0.0219)

Log(Per capita Tax from Property Value) 122.8*** 0.219***
(18.17) (0.0335)

Percent on SNAP -23.54*** -0.0437***
(2.456) (0.00440)

Indicator for Risk = 1 661.7*** 1.150***
(41.79) (0.0752)

Constant -3,001*** -15.32***
(340.2) (0.620)

Observations 1,598 1,598
R-squared 0.546 0.532

Notes: Dependent variable is defined as CRS total points in column 1 and CRS Class in column
2. Includes County-Year fixed effects. Robust standard errors are in parentheses. Asterisks
indicate statistical significance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from National Institute on
Money In Politics, municipality characteristics from Rutgers New Jersey Data Book.

Table 2.4 shows that post significantly and positively increases participation in CRS. The stan-
dard deviation of Total CRS points is 399.7 over the entire dataset and the years following Hur-
ricane Sandy are associated with a 638 point increase in CRS points. Similarly, after Hurricane
Sandy CRS Class increased by approximately 1 on average. This is a large jump in participation
relative to prior years.

One can also see this by considering the probability a municipality increases their participation
in a given year. Let INCcrs be defined as an indicator for whether or not the municipality increases
participation. Let H, G, X, and vct be defined as in Equation 2.20. Let 2013 be defined as an

59



indicator for if the year is 2013 or not. By focusing on whether or not participation increases right
after Hurricane Sandy, I can isolate how immediate the response is to the shock.

INCCRStm = δ0 + δ1 ∗ 2013 + δ2 ∗ Htm + δ3 ∗ Gtm + δ4 ∗ Xtm + vc + δtb (2.22)

In the first column of Table 2.5 the dependent variable is an indicator whether the municipality
increased their total points after Hurricane Sandy and in the second column the dependent variable
is an indicator whether the municipality increased their CRS class after Hurricane Sandy.

Table 2.5: Probability of Increased CRS Participation (Binary Measures) after Hurricane Sandy
(Marginal Effects)

(1) (2)
VARIABLES Increase Total Points Increase CRS Class

Year = 2013 = 1 0.111*** 0.109***
(0.0315) (0.0305)

Mayor-Council Indicator = 1 -0.00370 -0.00274
(0.0150) (0.0126)

Percent Second Homeowners 0.000935** 0.000561
(0.000417) (0.000355)

Log(Real Estate Contr.) -0.00486 -0.00327
(0.00845) (0.00718)

Log(Construction Services Contr.) 0.0211*** 0.0137**
(0.00703) (0.00611)

Percentage Democrat Voters 0.00111 0.000827
(0.000877) (0.000752)

Percent Voter Turnout -0.00123*** -0.00117***
(0.000441) (0.000396)

Term Length -0.0138 -0.0123
(0.0149) (0.0126)

Indicator for Large Government = 1 0.0350 0.00850
(0.0304) (0.0223)

Log(Est. Population) 0.0184*** 0.0146***
(0.00646) (0.00555)

Log(Per capita Tax from Property Value) 0.0256*** 0.0159**
(0.00746) (0.00636)

Percent on SNAP -0.00359*** -0.00284**
(0.00126) (0.00111)

Indicator for Risk = 1 0.0727*** 0.0497***
(0.0189) (0.0164)

Observations 1,598 1,598

Notes: Dependent variable is defined as an indicator for an increase in CRS points in column 1 and as an indicator for
an increase in CRS class in column 2. Includes County fixed effects. Standard Errors are in parentheses. Asterisks
indicate statistical significance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS data from FEMA
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For both specifications, I find a significant positive relationship between increased participation
and the year immediately following Hurricane Sandy. Table 2.5 shows that after Hurricane Sandy,
municipalities were 11.1% more likely to increase their total CRS points and 10% more likely to
increase their CRS class. On average, municipalities increased their total points by 6.1% and their
class level by 3.9% annually. Thus, this is a large increase in points and class (almost double or
triple respectively) relative to the positive linear time trend.

Finally, one might be concerned that using Hurricane Sandy as a shock to all municipalities in
the region who experienced varying levels of intensity, might not be properly accounting for the
role of updated information. To correct for this problem I uses a differences in differences analysis
that looks at what happens to participation before and after Hurricane Sandy in municipalities
that were flooded by Hurricane Sandy relative to those that were not. There are two reasons why
the response might be different between these two groups in the same region. The first reason is
that experiencing actual and significant flood damages provides a different signal than being near
flooding. See McCoy and Zhao (2018) and Gibson and Mullins (2020). The second reason is that
federal aid for disaster relief may decrease adaptation, but federal subsidies for adaptation may
increase mitigation. See Fried (2019). After, Hurricane Sandy additional FEMA led programs for
hazard mitigation were introduced. Thus, one might expect that hazard mitigation increase more
for those that were directly flooded by Sandy. The differences in differences specification that I
use is: Consider the equation:

CRStm = α0 +α1 ∗Post+α2 ∗ Flood+α3 ∗PostXFlood+α4 ∗Htm +α5 ∗Gtm +α6 ∗Xtm + vct +µtb

(2.23)
Where CRS, H, G, X, Post, and vct are defined as in Equation 2.23. Flood is a new variable that
indicates if Hurricane Sandy flooded the municipality and Post X Flood is the interaction between
Flood and Post. The results are included in the appendix and presented in Table B6. The results
demonstrate that overall municipalities increase participation in CRS after Hurricane Sandy as Post
Sandy still has a positive and significant coefficient. However, they also should that municipalities
that were flooded invested at higher levels prior to Sandy. Potentially due to the fact that Sandy’s
damages were concentrated in coastal access municipalities with higher wealth, high risk, and
higher proportion of non-residents. In addition, after Hurricane Sandy these flooded regions saw
even more of an increase in participation than those who were not flooded.

2.5.3 Tests of Government Accountability Using Hurricane Sandy

The model conjectures that a higher accountability signal, whether homeowners will hold the gov-
ernment accountable for damages in reelection, yields an increase in CRS participation. I have
shown this may be true using an indicator for form of government and by examining the effect of
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voter turnout on CRS participation. A further test is to look at what happens after a storm shock.
As chief electives, i.e. mayor-council form, are incentivized by the accountability to invest in
flood protection prior to the shock, it is likely that they will be awarded for this and do not need
to invest more than manager council governments after the shock. To test this, I use Hurricane
Sandy. First, I utilize the continuous measures of CRS participation and run the OLS regression
describe in Equation 2.22 with an interaction between Post Sandy and Mayor Council indicators.
If an accountability signal is driving the results I would expect the Mayor Council indicator to be
significant prior to the storm i.e. they do not want to be blamed when flooding occurs and the
coefficient on the interaction should be negative or insignificant.27 As information about risk will
increase investment in flood protection, I would still expect the coefficient on Post Sandy to be
positive.

27Vlaicu and Whalley (2016) similarly find that after an information shock manager governments will pander to
voters and reduce the investment differential across government type.
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Table 2.6: CRS Participation and Government Accountability: Including Post Sandy Interaction

(1) (2)
VARIABLES CRS Points CRS Class

Mayor-Council Indicator = 1 229.4*** 0.408***
(32.46) (0.0585)

Post Sandy 721.7*** 1.345***
(189.9) (0.351)

Post Sandy x Mayor Council -126.7 -0.236
(83.52) (0.156)

Percent Second Homeowners 8.829*** 0.0158***
(0.796) (0.00145)

Log(Real Estate Contr.) -37.28** -0.0709**
(18.21) (0.0332)

Log(Construction Services Contr.) 67.31*** 0.121***
(16.47) (0.0306)

Percentage Democrat Voters -0.841 -0.00294
(1.616) (0.00293)

Percent Voter Turnout 2.887 0.00541
(1.998) (0.00360)

Term Length 34.90 0.0721
(33.10) (0.0614)

Indicator for Large Government = 1 74.51 0.104
(47.00) (0.0882)

Log(Est. Population) 92.54*** 0.165***
(11.84) (0.0219)

Log(Per capita Tax from Property Value) 123.5*** 0.220***
(18.17) (0.0335)

Percent on SNAP -23.38*** -0.0434***
(2.460) (0.00440)

Indicator for Risk = 1 660.4*** 1.148***
(41.82) (0.0753)

Constant -3,028*** -15.37***
(339.8) (0.620)

Observations 1,598 1,598
R-squared 0.547 0.534

Notes: Dependent variable is defined as CRS total points in column 1 and CRS Class in column
2. Includes County-Year fixed effects. Robust standard errors are in parentheses. Asterisks
indicate statistical significance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from National Institute on
Money In Politics, municipality characteristics from Rutgers New Jersey Data Book.

Table 2.6 shows that the interaction between Post and Mayor Council is negative and insignif-
icant. As expected the coefficients on Mayor-Council and Post are both positive and significant. I
run the same regressions, but with the binary dependent variables defined as in Table 2.3 and find
consistent results. These results are included in the appendix.

I also extend the specifications in Table 2.6 to allow for Post to be interacted with all my vari-
ables of interest. These results are presented in Table 2.7. Interestingly, Post x Perc Voter Turnout
has a positive and significant coefficient. The positive coefficient on the interaction between post
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and voter turnout variables demonstrates that after the information shock, homeowners may use
voting to hold all government structures accountable or that due to the shock flood risk is now a
salient voting issue. Further, the coefficient on Post X Indicator For Risk is significant at the ten
percent level indicating that those who were thought to be high risk prior to the shock from Hur-
ricane Sandy do update beliefs about their risk after the shock. Note that the coefficient on Post is
actually negative and significant now. The interactions on Post and other municipality character-
istics (Property Value, Population, SNAP, Risk) indicate that wealthier, larger, higher home value,
and higher risk towns may be driving the response after Sandy.
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Table 2.7: CRS Participation - Government Accountability

(1) (2)
VARIABLES CRS Points CRS Class

Mayor-Council Indicator = 1 219.7*** 0.383***
(32.62) (0.0584)

Post Sandy -3,333*** -5.551***
(921.3) (1.738)

Post Sandy x Mayor Council -112.2 -0.179
(102.0) (0.190)

Percent Second Homeowners 7.958*** 0.0141***
(0.777) (0.00141)

Log(Real Estate Contr.) -45.34** -0.0848**
(18.75) (0.0340)

Log(Construction Services Contr.) 54.94*** 0.103***
(17.24) (0.0317)

Percentage Democrat Voters -0.922 -0.00248
(1.548) (0.00278)

Percent Voter Turnout 0.888 0.00234
(1.978) (0.00344)

Term Length 40.53 0.0878
(30.57) (0.0567)

Indicator for Large Government = 1 42.23 0.0664
(46.53) (0.0905)

Log(Est. Population) 67.64*** 0.121***
(11.30) (0.0205)

Log(Per capita Tax from Property Value) 98.90*** 0.175***
(17.68) (0.0322)

Percent on SNAP -21.78*** -0.0394***
(2.554) (0.00444)

Indicator for Risk = 1 600.4*** 1.033***
(41.13) (0.0730)

Post x Log(RE Contr.) 33.57 0.0481
(64.54) (0.120)

Post x Log(CS Contr.) 43.46 0.0652
(43.39) (0.0807)

Post x Perc Second Homeowners 3.191 0.00627
(2.378) (0.00435)

Post x Perc Democrats 1.105 -0.00161
(5.685) (0.0106)

Post x Term Length -54.35 -0.114
(104.2) (0.193)

Post x Perc Voter Turnout 12.34** 0.0202*
(6.178) (0.0114)

Post x Large Govt 150.5 0.179
(138.6) (0.253)

Post x Log(Est. Pop) 140.9*** 0.250***
(37.12) (0.0702)

Post x Log(PC Tax from Property Value) 133.6** 0.241**
(52.72) (0.101)

Post x Perc on SNAP -1.997 -0.00557
(5.913) (0.0109)

Post x Risk 244.4* 0.468*
(130.3) (0.240)

Constant -2,169*** -13.93***
(335.8) (0.606)

Observations 1,598 1,598
R-squared 0.566 0.553

Notes: Dependent variable is defined as CRS total points in column 1 and CRS Class in column
2. Includes County-Year fixed effects. Robust standard errors are in parentheses.
Sources: CRS and flood risk data from FEMA, contribution data from National Institute on
Money In Politics, municipality characteristics from Rutgers New Jersey Data Book.
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To further test this extension of the model, I run the same probit regression as in Table 2.3 for
separate subsets of the data. I separate the regression into two sets: the first uses the years before
Sandy (2002-2011) and the second uses the years after Sandy (2013-2015).28 These results are
presented in the appendix. As Table B8 shows the coefficient on mayor-council in relation to any
participation in CRS is only significant before Sandy. Consistent with accountability signals of
all governments potentially changing after a shock, percent voter turnout is only significant after
Hurricane Sandy. Interestingly, the coefficients on term length are now significant at the 5% level
for participation in the top CRS levels before Sandy and participation in all levels after Sandy. Prior
to Hurricane Sandy, longer term lengths increased participation at the top levels, but after Sandy the
opposite relationship holds. One possible explanation is that after Hurricane Sandy, governments
facing shorter term limits try to quickly increase participation before their next election.

2.6 Conclusion

This research examines a local government’s decision to invest in hazard mitigation and provides
three main contributions: 1.) a model of the local government’s decision to provide hazard mit-
igation which can be used in many settings and provides theoretical insights into why certain
municipalities provide more hazard mitigation than others, 2.) an empirical application of the
model, which demonstrates that the hypotheses from the model are consistent with the actual deci-
sions to provide flood hazard mitigation, and 3.) evidence that government’s may not be optimally
investing in hazard mitigation due to poor information, accountability, or special interest groups.

This paper starts by building a theoretical model of the government’s optimization problem and
then extends the model in several ways. Both the model and its extensions yield several hypoth-
esis about what factors will affect the level of the government’s investment in hazard mitigation.
Understanding why governments choose to participate in hazard mitigation is helpful in under-
standing how to motivate a government to invest in hazard mitigation. Local jurisdictions are often
in the best position to respond to flooding or other hazard issues due to the local nature of these
problems. Thus, it is critically important for both state and federal policymakers to understand
what increases investment in this type of public good. If wealthier governments or those with sec-
ond homeowners are investing more in hazard mitigation, federal and state governments may be
concerned that high-risk poor regions are disadvantaged.

As my theoretical model yields several testable implications, I empirically test them using par-
ticipation in flood hazard mitigation. I combine several datasets on CRS participation, municipality
characteristics, and government structure for my analyses. Using a variety of specifications, I am

28Interaction terms cannot be interpreted with probit regressions, thus separating the data into subgroup is a better
method.
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able to show that wealth, risk, housing values, population, homeowner’s preferences over ameni-
ties, and government structure are significantly and positively associated with the probability of
participating in CRS. I also find that an increase in campaign contributions from real estate groups
is associated with a decrease in CRS participation. Conversely, contributions from construction
services is associated with an increase in participation. I also use Hurricane Sandy as a flood shock
to test how a change in information can affect participation. Participation in CRS spikes after Hur-
ricane Sandy, demonstrating that this information shock drove communities to increase their flood
protection. These empirical findings are all consistent with the conclusions from my theoretical
model.

One finding that merits further discussion and adds to the ongoing debate on government form
and public good provision is that mayor-council governments are more likely to participate in CRS.
I argue that what drives this finding is the perceived accountability of the elected chief executive.
This argument is further supported by the results that utilize Hurricane Sandy, which show that
higher signal governments, i.e. mayor-council, had higher levels of CRS prior to the shock. After
the shock there is no discernible difference between the types of governments and participation.
The accountability argument is also supported by the finding that voter turnout is associated with
an increase in investment in hazard mitigation.

There are two main avenues for future work. The first area of potential research considers the
political agency problem further. Future studies can allow for more heterogeneity in the home-
owners within the municipality and can also consider how differences in information between the
government and residents effect hazard mitigation. This avenue of research could also relax the
assumption that there are no spillover effects across municipalities. The second area of research
pertains to the empirical application. The literature on CRS and NFIP does not currently estimate
the costs of investing in CRS, nor does it consider how the incentive system of CRS may preclude
more vulnerable communities from investing in flood hazard mitigation. Both of these are open
questions whose answers would benefit policy-makers.

This research contributes to both the theoretical and empirical public goods literature and this
work builds on the growing literature that studies the NFIP and CRS. As climate change causes sea
levels to rise and brings increasingly destructive storms, present investment in flood protection will
be increasingly important for the economies of these municipalities. This paper shows that factors
like wealth and housing values are associated with participation. These results indicate that poor
and high risk areas might be especially vulnerable to future floods as they may not be able to invest
in flood hazard mitigation. This study also demonstrates that the investment in hazard mitigation
is inefficient due to lack of information, political accountability, or lobbying influence.
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Chapter 3

Flood Hazard Mitigation and the Role of the
Government: A Dynamic Model of Local
Government Investment in a Public Good

3.1 Introduction

Environmental policy in the United States is frequently shaped by environmental federalism, which
creates an interdependency between federal, state, and local governmental policies (Oates (2002),
Dijkstra and Fredriksson (2010), Segerson (2020), and Shobe (2020)). In this vein, the Clean Air
Act, Clean Water Act, and many other environmental policies in the United States consist of stan-
dards that are set by the federal government, but the decision on how to meet those standards is
left to the state or local government. Accounting for this interaction between federal and local
governments in research can provide important insights into the response of local governments to
changes in federal policies. In this paper, I study this interaction in the context of flood hazard miti-
gation. The decision to invest in flood hazard mitigation is typically made by the local government,
whereas the federal government sets the standards and provides guidance and funding.

Flood hazard mitigation is important because of the rising risk of floods and their costly dam-
ages. The risk of flooding is increasing due to sea level rise, intensifying frequency of rain, and
slowing of hurricanes. In addition, growing population on the coasts increases the potential dam-
ages from flooding. By 2050, costs from flood damages in the United States may increase by $23
billion per year Schwartz (2018). Flood hazard mitigation is also cost effective as the savings af-
ter damages from floods exceeds the money spent on mitigation (Whitehead and Rose (2009) and
Rose et al. (2007)). Despite the cost effectiveness of flood hazard mitigation, there are reasons to
be concerned that governments may be under-investing in hazard mitigation. Policy makers may
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fail to prepare for sufficiently rare events (Fox and Van Weelden (2015)), and voters may reward
politicians for disaster aid, but not for mitigation (Healy and Malhotra (2009)). In addition, voters
may be ill-informed about future flood risk (Bakkensen and Barrage (2017) and Gallagher (2014)).
Further, under-investment or over-investment in any public good may be due to spillover effects
that are ignored by local governments (Boskin (1973)).

This paper studies the local government’s decision to provide flood hazard mitigation and how
federal policy affects that decision. Specifically, this research seeks to answer three questions.
First, how do homeowners value flood hazard mitigation? Second, what are the perceived costs of
flood hazard mitigation? And third, how can federal policy makers incentivize local governments
to invest in flood hazard mitigation? To answer these questions I first use a hedonic analysis to
estimate the marginal willingness to pay (MWTP) for both flood hazard mitigation and insurance
premiums, I then build a dynamic discrete choice model of the local government’s decision to
invest in flood hazard mitigation to estimate the costs of their investments, and I run counterfactual
analyses to understand how alternative federal policy design may incentivize investments in flood
hazard mitigation.

My empirical setting considers participation of New Jersey municipalities in the Community
Rating System (CRS). CRS is a component of the National Flood Insurance Program (NFIP) that
encourages local governments to invest in flood hazard mitigation. CRS is made up of 10 levels;
a local government can move up levels by investing in mitigation. The CRS program provides de-
tailed guidelines about the various actions a local government may undertake to count towards their
progress. For each new level a municipality reaches, the federal government offers an additional
discount on their constituents’ insurance premiums. The federal government is able to do this as
they set the insurance rates through the NFIP. Thus, a local government will invest in CRS because
its community benefits from flood hazard mitigation and/or because their community benefits from
the lower insurance rates.

I utilize datasets from several sources in my empirical estimation. Insurance premiums, CRS
participation, and flood risk information come from FEMA. Housing prices, housing character-
istics, and transaction details are provided by a national database of sales and assessment data.
Municipality and government characteristics are sourced from the Rutgers New Jersey Databook.
Finally, tax rate data comes from the New Jersey Treasury.

After combining these datasets, I employ a hedonic analysis to estimate the MWTP for flood
insurance discounts and CRS participation. I also estimate spillover effects from other municipal-
ities in a given county participating in CRS. I exploit the variation in housing prices sales, CRS
participation, and insurance premiums across municipalities and across time in my estimation. Im-
portantly, insurance premiums are changing over time because of changes to federal rates and not
only because of CRS discounts. I use repeat sales to control for house and municipality static
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unobservables. To correct for time-varying unobservables, I follow the methodology from Bajari
et al. (2012).

The estimates of MWTP for hazard mitigation and insurance discounts enter directly into my
dynamic discrete choice model as inputs to the local government’s objective function. The local
government’s objective is to maximize the benefits net the costs of the investment. In the estimation
I measure the benefits as the change in housing values due to the investment. This is consistent
with the local government providing optimal levels of public goods by maximizing property values
(Brueckner (1982), Brueckner (1983), Scotchmer (1994), Glaeser (1996)). This is also consistent
with a government motivated by budget as local governments are dependent on tax revenues and the
majority of tax revenue in New Jersey comes from property taxes. Costs of the investment are then
estimated in the model based on these benefits and the actual decisions of the local governments.
Estimation follows from Ma (2019) and Arcidiacono and Miller (2011).

With the estimated model, I run counterfactual analyses to consider how changes to federal
policy effect investments in CRS. The first counterfactual increases the proportion of homes at
high risk of flooding. This counterfactual is similar to the federal government updating their flood
risk maps with additional high risk zones. The second counterfactual analyzes what happens if
the federal government increases insurance premiums. The final counterfactual focuses on the
incentive design of the program. Prior research has shown that poorer municipalities are less likely
to participate in flood hazard mitigation (Landry and Li (2011), Sadiq and Noonan (2015), Landry
and Li (2018), and Hopkins (2020a)). Given the estimated low return from insurance discounts
when housing values are low, low property value municipalities may not generate enough revenue
to invest in CRS. In this counterfactual, I allow for either a cost subsidy or an insurance discount.

This paper provides three central results. First, this research provides the first estimates in the
literature of the MWTP for an increase in CRS participation accounting for changes in insurance
premiums, which allows me to separate the MWTP for hazard mitigation from the insurance dis-
counts. I estimate the MWTP across all risk levels for a one level increase in CRS to be $3, 746
per homeowner and the MWTP across all risk levels for a 1 percent discount on their insurance
premium to be $86. The large size of the MWTP for insurance discounts relative to the cost of
insurance indicates that premiums are over-capitalized; perhaps due to an additional risk signal
from changes in the premium. These results suggest that the insurance discounts are significant
drivers of CRS participation. Further, I find that the insurance discounts and CRS participation are
most important for high risk homes. Thus, as more homes become high risk due to sea level rise,
the incentives to participate in CRS will strengthen.

The second main result is the measurement of positive spillover effects, which indicate that mu-
nicipalities may be under-investing in hazard mitigation. I estimate the MWTP across all sales for
a one level increase in the county wide average CRS participation exclusive of the municipality’s
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own participation to be $3, 069. The positive spillover effect is driven by high MWTP from high
risk homes. There are two possible reasons for this. First, high risk homes benefit from nearby
municipalities investing in flood hazard mitigation. Second, high risk homes seem relatively less
risky than other municipalities’ high risk homes if the other municipalities are investing in hazard
mitigation. Positive spillover effects indicate that there are positive externalities from participation
at the local level and that a less decentralized provision of hazard mitigation will lead to a higher
level of hazard mitigation that is closer to the optimal. A federal policy could account for these
spillover effects to incentivize local governments to act optimally.1

The third central result includes the cost estimates from the dynamic discrete choice model
and the resulting counterfactual analyses, which provide insights for policymakers. I address two
interesting findings here and discuss the others in Sections 2.5 and 2.6. First, the estimates of
perceived costs demonstrate that high levels of initial perceived costs prevent municipalities from
joining CRS. Second, the counterfactual analysis that considers an increase in insurance premiums
demonstrates how federal policies and local government decisions can interact. The federal gov-
ernment is currently planning to overhaul the insurance rates in the NFIP, as the program’s rates are
currently too low causing the NFIP to be in billions of dollars of debt. The counterfactual analysis
finds that an increase in insurance premiums also increases participation in CRS. This leads to a
feedback effect of lower revenue than expected for the NFIP.

In addition to these three central results, a contribution of this paper is the combination of re-
duced form and structural methods, which enables me to estimate the benefits and costs of a local
government investment and account for federal policy. This methodology can be used to study the
response of local governments to changes in federal incentives or standards for many environmen-
tal policies. This is an important contribution to the environmental federalism literature, which
considers both the normative and positive implications of the division of environmental policy
across the levels of government (Shobe and Burtraw (2012), Segerson (2020), and Shobe (2020)).

This paper proceeds as follows. The remainder of Section 3.1 discusses related literature.
Section 3.2 includes the details of the empirical setting, the data, and descriptive statistics. Section
3.3 presents the model. Sections 3.4 and 3.5 contain the estimation and the results. Section 3.6
provides the counterfactual analyses. Section 3.7 discusses the policy implications of this research
and concludes.

1For example, some states already participate in CRS at the county level, and given these positive spillover effects
there are potential gains in requiring this type of participation. However, my research also finds that benefits are higher
for riskier areas and heterogeneity affects perceived costs. Thus, this more centralized participation will be optimal
when the municipalities within a county are homogeneous.
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3.1.1 Related Literature

In addition to the Environmental Federalism literature, this work also relates to several other areas
of literature. First, this paper relates to the structural econometrics literature that uses dynamic
discrete choice methods. This literature is built upon the work of Rust (1987) and Hotz and Miller
(1993). There are now many applications that utilize the empirical methodology of Arcidiacono
and Miller (2011). Many of the relevant applications to this work consider homeowner’s decisions
to locate or the decision to build a new home (Bishop (2012), Ma (2019), and Murphy (2018)).
I follow the literature in both my model and estimation, however my model considers a different
decision maker: the local government. My application to the local government highlights an area
of the literature that can benefit from dynamic discrete choice models.

Second, the methodology and the findings of this research relate to the broader optimal public
goods literature. Much of the research in this area builds off the seminal work, Tiebout (1956),
which theorizes that people vote with their feet and therefore local governments will provide the
optimal public good level. Researchers following Tiebout (1956) often uses an equilibrium sorting
model akin to Epple and Sieg (1999) or run empirical tests similar to Banzhaf and Walsh (2008). I
take a different approach by focusing on the government’s optimization problem through a dynamic
discrete choice model. I assume that the benefits of the investment are measured by changes in
property values following Brueckner (1982), Brueckner (1983), Scotchmer (1994), and Glaeser
(1996). This assumption about the government’s objective, the hedonic analyses, and the dynamic
discrete choice methods allow me to simplify the estimation into two stages; a benefit of this
approach. I further contribute to the empirical evidence in this literature by estimating spillover
effects. I find positive spillover effects. Thus, local government optimization may lead to under-
investing in hazard mitigation consistent with theory in Williams (1966), Pauly (1970), and Boskin
(1973).

Third, this paper builds on the literature on environmental evaluation using hedonic methods.
This literature allows for revealed preference valuations of environmental amenities and spans
many areas including valuations of: shale gas development Muehlenbachs et al. (2015), hazardous
waste Gamper-Rabindran and Timmins (2013), and traffic noise von Graevenitz (2018). The he-
donic estimation of marginal willingness to pay for both CRS and insurance premiums allows this
work to separate the value of discounts on insurance from CRS. These are new estimates in the
environmental evaluation literature. Further, I follow the recommendations of best practices from
Kuminoff et al. (2010) and Bishop et al. (2019). Specifically, I run several robustness checks using
the methods in Bishop and Murphy (2011), Bajari et al. (2012), and Bishop and Murphy (2019).

Finally, this paper adds to the empirical research on CRS, NFIP, and hazard risk more gener-
ally through its estimation of the value of flood hazard mitigation and through the paper’s dynamic
model. While a wide array of research has studied the value of flood risk (Hallstrom and Smith
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(2005), Bin and Landry (2012), Bakkensen and Barrage (2017), Keenan et al. (2018), Bernstein
et al. (2019), Eichholtz et al. (2019a), Hopkins and Muller (2019), and Bakkensen and Ma (2020)),
the value of flood hazard mitigation has not been as thoroughly considered. Dundas (2017) fo-
cuses on the value of mitigation through natural infrastructure only. Fan and Davlasheridze (2016)
study CRS activities, but the paper is limited in that it uses data for only one year and measures
values of CRS by comparing locations across the entire country. Given the relative local nature
of flooding and the various factors that might affect location decisions, this paper builds on their
work by focusing on a localized area (where substitution is likely) across time and by controlling
for insurance premiums. Prior research has studied why local jurisdictions invest in hazard mitiga-
tion (Brody et al. (2009), Landry and Li (2011), Landry and Li (2018), Sadiq and Noonan (2015),
Hopkins (2020a)). This paper builds on the prior work by allowing for the government’s decision
to be dynamic. Dynamics are important because increasing the level of hazard mitigation directly
depends on the prior level of mitigation and current flood hazard mitigation affects the future value
of homes.

3.2 Empirical Setting

3.2.1 Institutional Background

The National Flood Insurance Act was passed by congress in 1968 and created the NFIP. Congress
was motivated by Hurricane Betsy, which devastated the gulf coast in 1965 and cost more than
a billion dollars in damage. At the time (and still now) there was very little private flood insur-
ance, so in response the government created NFIP to provide affordable flood insurance policies.
Participation in NFIP is designated by community, and therefore a home owner can only purchase
flood insurance through the program if the community their home is located in is in the program.
Communities can volunteer to participate in the program and must maintain federal flood plain mit-
igation standards to participate.2 Once a community joins the NFIP, Flood Insurance Rate Maps
(FIRMs) are drawn up to demonstrate the level of flood risk.3 The region with the highest level of
risk is called a ”Special Flood Hazard Area”; it is also known as a ”100 Year Flood” as there is
a 1% annual chance flood hazard. In addition to the FIRMs, each home is also assigned a zone.

2These standards include permits for new development in high risk areas, no new development in flood ways, and
new or substantially improved construction must be elevated above a base elevation which varies by designation.

3Since these maps are not revised every year, property owners or communities may file for a change in the map.
These changes to the zones or boundaries are detailed in Letters of Map Revisions (LOMRs). When a FIRM is
established or updated varies by community and thus an out of date FIRM may not correctly calculate risk. This
temporal variation may be relevant to my analysis.
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The zone your home is assigned will affect the price of the premium.4 One criticism of the rates
set by the NFIP is that they are not actuarially correct and that many of the rates are subsidized
leaving the federal government and therefore taxpayers on the hook when disaster strikes. Many
of these subsidized rates come from discounts offered because homes are ”grandfathered” or from
programs like CRS.

The Community Rating System is a voluntary component of the NFIP. CRS was introduced in
1990 and codifed in the 1994 National Flood Insurance Reform Act. To be eligible to participate
in the program a community must be in the regular phase of the NFIP. The purpose of the program
is to encourage communities to increase floodplain management and to go above the minimum
federal standards. The program is made up of 10 class levels that communities attain by getting
points from various actions related to floodplain management. There are four categories of actions
and these categories are: Public Information, Mapping and Regulation Flood Damage Reduction,
and Warning and Response.

Activities are assigned point values and the total point values a community receives helps
determine the community’s level of CRS participation. Once a community reaches 500 points they
move from class 10 to class 9, where class 10 designates no or very low participation. The highest
class a community can reach is class 1, which requires 4,500 points. The federal government
incentivizes communities to increase participation in the CRS by providing discounts on the flood
insurance premiums purchased through the NFIP to their constituents. For each increase in CRS
class, each homeowner in the highest risk zones receives a 5% discount off each their insurance
premiums. Those in lower risk zones receives 5% or 10% discounts depending on the CRS class.5

Thus communities at level 4 get a 30% discount for homeowners in the high risk zones.
The region that I study empirically is New Jersey State. New Jersey has consistently been one

of the top five states participating in the NFIP. Other states with high levels of participation in NFIP
are Florida, Texas, Louisiana, and California. Many of the New Jersey homeowners who own NFIP
policies reside either in the counties on the coast adjacent to the Atlantic Ocean or inland near the
rivers. There are 21 counties in New Jersey and 565 municipalities. Of these municipalities only
one community, Sea Isle City, has reached as high as a class 3 as of 2018.

These municipalities have different amenities and characteristics that are important to under-
standing the housing market and local government. For example some of these municipalities are
on barrier islands which have very high levels of flood risk and high proportions of non-resident
homeowners. Further, government form may differ across communities. The municipality gov-
ernment generally falls into two categories: an elected chief executive or not. These differences in

4Along the Jersey Shore many of the homes are designated in the Zones A or V. Zone A indicates the home is in
the 100-year floodplain and Zone V indicates that the home is in a coastal area and subject to velocity hazard (wave
action).

5There are some restrictions on which homeowners qualify, but these are limited
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municipalities may affect both the benefits of investment in CRS and the costs of the program.
Hurricane Sandy hit the Jersey coast in 2012 and provided a recent shock on just how damaging

and costly flooding can be. The storm led to widespread damages across the state due to both storm
surges and rains. After Hurricane Sandy, New Jersey residents claimed approximately $ 4 billion
in damages to NFIP, which was the highest total across all states in 2013. Hurricane Sandy, is
not the only experience the state has had with flooding as other hurricanes and Nor’easter storms
have brought significant rain and flooding to the area. However, it was the most significant in
recent years. New Jersey is expected to see increases in flooding due to sea level rise on the
coast. Additionally, the region is expected to have more frequent intense rain storms that can cause
flooding due to climate change.

3.2.2 Data

I utilize datasets from several sources: 1) insurance premiums, CRS participation, and flood risk
from FEMA, 2) housing prices, housing characteristics, and transaction details from a national
database of sales and assessment data, 3) municipality and government characteristics from the
Rutgers New Jersey Databook, and 4) tax rate data from New Jersey Treasury. The data spans 21
years from 1998 to 2018. 1998 is used as the first lag year, and estimation focuses on decisions
made in 1999 to 2018.

The data on insurance premiums was made public by FEMA in July of 2019 and contains
redacted insurance claim and policy information. The dataset includes information on the pre-
mium, the coverage amounts, the flood zone, whether or not it is a primary resident, or built prior
to the FIRM was in place at the zip code level. This yields data on the average premium at the
risk-resident-municipality-year level. I received data on the CRS participation from 1998 through
2018 through a Freedom of Information Act request to FEMA. The flood hazard mapping data is
also from FEMA. Only digital flood maps for 13 of the 21 counties (330 of the 565 municipalities)
are available to me and thus my analysis is first limited to just those 13 counties. The flood map
includes information on risk at the sub municipality level. The data is a shape file with polynomi-
als categorized by flood zone and I combine these maps with parcel level housing data. Figure 3.1
presents the overlap of the flood maps and the municipalities in New Jersey. The municipalities
that are outlined and shaded white do not have available digitized flood maps. The darkest blue
areas represent the regions that are most at risk for flooding. The light blue indicates open water.
This map shows that the risk is centralized along the Atlantic coast and the inland waterways.
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Figure 3.1: New Jersey Flood Maps

As the counties around New York City face a different set of substitutions and very different
public and private good trade-offs, I further limit my model to the counties outside of the immediate
New York City region. I drop Hudson, Union, Essex, and Middlesex counties from my data,
leaving me with 9 counties and 271 municipalities.

The sales and assessments ZTRAX database provides the parcel level data.6 This database
includes information on the location of the parcel, the sale price, the seller, the buyer, the age of
building, the square footage, the assessed value for land, and the assessed value for the building
along with other variables. This database also contains latitude and longitude information of each

6Data provided by Zillow through the Zillow Transaction and Assessment Dataset (ZTRAX). More information
on accessing the data can be found at http://www.zillow.com/ztrax. The results and opinions are those of the author(s)
and do not reflect the position of the Zillow Group.
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parcel, which I use to merge in the flood risk data from the FEMA flood maps.7 Figure 3.2 displays
the housing data (denoted by a green point for each parcel) over top Figure 3.1. The housing data
thoroughly covers the state except for regions where no houses were sold. For example the large
region in the central part of Southern New Jersey with no green markets is where several large state
forests reside.

Figure 3.2: New Jersey Housing Data

Characteristics about the municipalities is sourced from the Rutgers New Jersey Databook. The
7In some regions the ZTRAX dataset does not have complete longitude or latitude information or provides the

longitude and latitude at the zip code centroid. To confirm that this is not an issue with the New Jersey data, I have
both cross checked a sample of the longitude and latitude data points and checked that repeat latitude and longitude
pairs is not an issue. If zip code centroid latitude longitude pairs were used instead of parcel level, then a concern
would be that in a given municipality-year, the same latitude and longitude pair would be repeated several times or for
most of the sales. I find that in 95 % of the observations the longitude and latitude pair is repeated at most once in a
given municipality year.
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Rutgers New Jersey Databook provides extensive information on municipalities in New Jersey.
The databook has numerous variables pertaining to the form of government including information
on government type, election type, number of members, and election term. Other factors about
the municipality including estimated population, poverty indicators, taxable property, and voter
turnout are also included in the Rutgers databook. (Rutgers.) I supplement this data with tax rate
information at the municipality-year level for the entire time period from the New Jersey Treasury.

Table 3.1 presents descriptive statistics from my compiled dataset. As can be seen from the
table the data varies significantly within my variables of interest. Note that CRS is designed such
that the highest class is 1 and lowest class is 10. Given that in New Jersey the majority of partici-
pation is below a class 5, I have recast the variable such that a 0 is equivalent to class 10 and 5 is
equivalent to class 5 and above.

Table 3.1: Descriptive Statistics

(1) (2) (3) (4)
Variable Mean SD Min Max

Average Insurance Premium ($) 770.67 394.20 51.00 5825.00
Total CRS Points 239.50 602.10 0.00 3613.00
CRS Class 0.42 1.06 0.00 5.00
Log Population 8.81 1.21 5.40 11.78
Mayor Council 0.52 0.50 0.00 1.00
Number of Houses 3927.58 4852.75 40.00 38500.00
Out of State Non-Residents (%) 8.64 12.97 0.70 71.67
Tax Rate (%) 2.37 0.85 0.36 8.13
Average Sales Price ($) 266417.84 184179.86 20785.44 1258750.00
Homes at High Risk (%) 16.43 28.06 0.00 100.00

Notes: 5,420 Observations at the municipality-year level from 1999-2018.

It should be noted, that municipalities who participate in CRS and those who do not are differ-
ent on average in the ways that one might expect: i.e. more risk, more non-residents, higher home
values, high insurance premiums.

I also present figures to demonstrate how CRS participation and Insurance Premiums change
over time. Figure 3.3 demonstrates that CRS participation is increasing over time and that there
is a sharp increase after Hurricane Sandy. Figure 3.4 demonstrates that average premiums are
increasing overall, but not every year.
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Table 3.2: Descriptive Statistics: Participate in CRS

(1) (2) (3) (4)
Variable Mean SD Min Max

Average Insurance Premium ($) 934.54 403.76 167.00 3372.88
Total CRS Points 940.66 874.40 0.00 3613.00
CRS Class 1.64 1.56 0.00 5.00
Log Population 8.78 1.37 5.40 11.48
Mayor Council 0.55 0.50 0.00 1.00
Number of Houses 5231.20 6166.94 214.00 38500.00
Out of State Non-Residents (%) 19.60 19.65 0.97 71.67
Tax Rate (%) 1.82 0.87 0.36 5.09
Average Sales Price ($) 366886.38 214350.94 38267.21 1258750.00
Homes at High Risk (%) 47.40 37.46 0.00 100.00

Notes: 1,380 Observations at the municipality-year level from 1999-2018. The data is limited to Municipalities who partici-
pate in CRS for at least one year.

Figure 3.3: Average CRS Class Participation
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Figure 3.4: Average Insurance Premium

3.3 Model

I model local government investment decisions in a public good over time. The model is a dynamic
discrete choice model with an infinite time horizon. I assume that time horizon is infinite to capture
the accumulated value of flood hazard mitigation. This is also consistent with the view that public
good investments effect future housing values and accrue future benefits. (Bayer et al. (2016)) In
each period the local government chooses to invest to reach a specific level of the public good.
The government will choose the level of public good that maximizes their expected lifetime utility.
The expected lifetime utility of the government is generally defined as the expected benefits of
investment in the public good net the perceived costs of the investment. The specifics of the model
outlined below are consistent with the CRS, which pertains to local government’s investing in
flood hazard mitigation. However, this model can be generalized to consider other public good
investments (e.g. education, crime prevention).

Let the decision municipality i makes in time t be denoted as di,t. In the application to CRS
di,t = k means that the local government invests such that they reach k class in the program.
There are j = [0, J] possible levels with j = 0 representing non-participation. The government
will choose the k level that maximizes their expected utility. The utility of the government in
municipality i is denoted as:

U(Sit, dit) = b(Sit, dit)− c(Sit, dit) +εit. (3.1)

Where Sit denotes vector of state variables and εit is a random shock that is IID and type 1 ex-
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treme value. The benefits of the investment are captured by b(·) and the costs of the investment are
measured by c(·). The benefits, costs, and random shock are assumed to be additively separable.
The state variables include: the prior year CRS level, county CRS level (excluding the municipal-
ity), the number of homes, home prices, home characteristics including lot size and stories, and
municipality characteristics including poverty, population, and tax rate.

In theory there are many ways to measure expected benefits for a local government. For exam-
ple one might measure the benefits as the utility of the constituents, the utility of the government, or
the probability of being reelected. In practice I will measure the expected benefits as the expected
property values. The benefits function is defined as:

b(Sit, dit) =
Ni

∑
n=1

log(Pn(Stni, dit)) (3.2)

Where there are Ni homes in municipality i, and Pn is the price of house n given choice dit. Note
that Stni is house specific state variables. This is a reasonable formation of the benefits function
as prior literature has found maximizing property values can be consistent with the three potential
benefits listed above. As the revealed preference method literature has shown, housing prices cap-
ture agents’ willingness to pay for or utility from an aspect of their home. Based on the literature
on ’voting with your feet’ , housing values can demonstrate people’s interest in moving to or away
from a location thus capturing both the utility of the government and serving as a proxy for prob-
ability of reelection. Further, the property value literature has shown that maximizing property
values can be optimal for local social planners. (Brueckner (1982)). Additionally, maximizing
the property values will maximize tax revenues, taking the tax rate as given, as the majority of
municipality revenues come from taxes on housing in my estimation region of New Jersey. This
assumption is also consistent with capturing the utility of homeowners as homes are significant
assets and often the most significant asset a person owns. However, it does not allow for ineffi-
ciencies in the government utility. For example, only measuring the benefits avoids measuring any
influence from special interest groups.8

While the benefits function is limited to measuring property values, the measurement of costs
is more flexible. The cost function is designed to capture the perceived costs to the municipality
government. The perceived costs can capture both the government’s beliefs about the accounting
costs of implementing the public good investment and the opportunity costs associated with this
investment. Therefore, governments may have different perceived costs because of the risk of their
municipality, whether there was a flood shock, or any other variables that may affect their state.

8The author has other work that examines how lobbying from the real estate industry and construction groups can
effect investment in hazard mitigation. (Hopkins (2020a))
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Therefore the cost function can be defined as:

c(Sit, dit) = F(dit) + G(dit, Sti) (3.3)

Where F is a function of the level of public good chosen and measured by dit = k and G is a
function of choice dit = k and state variables, Sit. G allows the costs to vary by municipality or
other characteristics.

The derivation of the conditional value function follows the dynamic discrete choice literature.
(Rust (1987) and Arcidiacono and Ellickson (2011)). I start by solving for the value function of
the government i as the sum of expected future payoffs:

Vt(Sit) = E
[ ∞

∑
τ=t
βτ−t(b(Siτ , d∗iτ)− c(Siτ , d∗iτ) +εiτ

]
(3.4)

Where d∗ is the optimal decision, β is the discount rate, and the expectation is taken over the
shocks and the transition probabilities. Following the assumptions on the error term and adding the
assumption that the state transitions depend only on the prior period, I can write the government’s
problem as a Bellman equation. The government chooses dit to solve:

Vt(Xit, dit) = max
d∗

vt(Xit, dit) +ε(dit) (3.5)

Where vt(Sit, dit) is the conditional value function defined as:

vt(Sit, dit) = b(Sit, dit)− c(Sit, dit)) +β
S

∑
Sit+1=s

Vt+1(Sit+1) f (Sit+1|Sit, dit) (3.6)

Where f (Sit+1|Sit, dit) denotes the CDF of the future state i.e. the state transition probabilities.
Given that I have one period ahead finite dependence, I can simplify this problem by using

the methods introduced by Hotz and Miller (1993) and Arcidiacono and Miller (2011). This will
allow me rewrite the problem in terms of the current period utility, the one period ahead conditional
probabilities and the one period ahead state transition probabilities only. Versions of this derivation
are also outlined in Bishop (2012), and Ma (2019). The first step is to note that with type 1 extreme
value errors I can rewrite vt using Euler’s constant γe:

vt(Sit, dit) = b(Sit, dit)− c(Sit, dit))+β
S

∑
Sit+1=s

log
[ J

∑
j=1

exp(vt+1(Sit+1, dit+1 = j))
]

f (Sit+1|Sit, dit)+βγe

(3.7)
The second step is to note that I can expand vt of choice k using an arbitrary choice h in the next
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period. The value function can then be rewritten as:

vt(Sit, dit = k) = b(Sit, dit = k)− c(Sit, dit = k)) +β
S

∑
Sit+1=s

log
[ J

∑
j=1

exp(vt+1(Sit+1, dit+1 = j)

− vt+1(Sit+1, dit+1 = h))
]

f (Sit+1|Sit, dit = k)

+β(vt+1(Sit+1, dit+1 = h) f (Sit+1|Sit, dit = k))

(3.8)

This can be rewritten further as:

vt(Sit, dit = k) = b(Sit, dit = k)− c(Sit, dit = k)) +β
S

∑
Sit+1=s

log
[ J

∑
j=1

exp(vt+1(Sit+1, dit+1 = j)

− vt+1(Sit+1, dit+1 = h))
]

f (Sit+1|Sit, dit = k)

+β(b(Sit+1, dit+1 = h)− c(Sit+1, dit+1 = h)) f (Sit+1|Sit, dit = k)

+β2
∑

Sit+1

∑
Sit+2

log
[
∑

j
exp(vt+2(Sit+2, dit+2 = j)

− (vt+2(Sit+2, dit+2 = z)
]

f (Sit+2|Sit+1, dit+1 = h) f (Sit+1|Sit, dit = k)

+β2
∑

Sit+1

∑
Sit+2

exp(vt+2(Sit+2, dit+2 = j)) f (Sit+2|Sit+1, dit+1 = h) f (Sit+1|Sit, dit = k)

(3.9)

Given that relative utilities are what matters when solving for the optimal choice under these
assumptions. I can solve instead for:

vt(Sit, dit = k)− vt(Sit, dit = g) (3.10)

With one period ahead finite dependence the β2 terms will cancel out yielding the following equa-
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tion:

vt(Sit, dit = k)− vt(Sit, dit = g) = (b(Sit, dit = k)− c(Sit, dit = k))− (b(Sit, dit = g)− c(Sit, dit = g))

+β
S

∑
Sit+1=s

log
[ J

∑
j=1

exp(vt+1(Sit+1, dit+1 = j)− vt+1(Sit+1, dit+1 = h))
]

f (Sit+1|Sit, dit = k)

−β
S

∑
Sit+1=s

log
[ J

∑
j=1

exp(vt+1(Sit+1, dit+1 = j)− vt+1(Sit+1, dit+1 = h))
]

f (Sit+1|Sit, dit = g)

+β(b(Sit+1, dit+1 = h)− c(Sit+1, dit+1 = h)) f (Sit+1|Sit, dit = k)

−β(b(Sit+1, dit+1 = h)− c(Sit+1, dit+1 = h)) f (Sit+1|Sit, dit = g)

(3.11)

Additionally, the properties of the logit yield that the probability of a choice h is such that:

−(Pr(dit = h|sit) = log
[ J

∑
j=1

exp(vt+1(Sit+1, dit+1 = j)− vt+1(Sit+1, dit+1 = h))
]

(3.12)

Therefore I can rewrite the v terms in the right hand side of the equation as conditional choice
probabilities:

vt(Sit, dit = k)− vt(Sit, dit = g) = (b(Sit, dit = k)− c(Sit, dit = k))

− (b(Sit, dit = g)− c(Sit, dit = g))

+β
S

∑
Sit+1=s

−(Pr(dit = h|sit)) f (Sit+1|Sit, dit = k)

−β
S

∑
Sit+1=s

−(Pr(dit = h|sit)) f (Sit+1|Sit, dit = g)

+β(b(Sit+1, dit+1 = h)− c(Sit+1, dit+1 = h)) f (Sit+1|Sit, dit = k)

−β(b(Sit+1, dit+1 = h)− c(Sit+1, dit+1 = h)) f (Sit+1|Sit, dit = g)

(3.13)

This derivation shows that with finite dependence the value function in period t will be a func-
tion of the government’s utility in that period, their utility in the next period, the conditional choice
probabilities, and state transition matrix. This equation greatly simplifies the optimization problem
and leads to straightforward estimation. Further, it allows for non-stationarity across more than two
periods. This is a benefit given that climate change and sea level rise may imply a non-stationary
environment.

84



3.4 Estimation

The model can be estimated using the data described in Section 3.2. Estimation follows directly
from the Equation 3.13 and from Arcidiacono and Miller (2011), Bishop (2012), and Ma (2019).
There are two stages to the estimation. I start by estimating the parameters that are inputs to the
dynamic model. These parameters include: the inputs to the benefits function, the state transition
probabilities, and the conditional choice probabilities. In the second stage, I estimate the underly-
ing primitives of the cost function using the first stage estimates, the decisions made by the local
governments, and the dynamic discrete choice model. Thus, the empirical analysis assumes the
local governments’ decisions are optimal based on the beliefs of the local government and their
constituents. Hence, I refer to the estimated costs as the perceived costs of the government decision
maker.

3.4.1 First Stage: Benefits

First, I employ hedonic analysis to estimate marginal willingness to pay (MWTP). As both flood
insurance premiums and CRS participation change across municipalities and over time, I am able
to separately identify MWTP for both. The hedonic model provides a revealed preference method-
ology for measuring willingness to pay for attributes from customers purchase decisions and actual
prices. The hedonic model is often used with property values to measure the value of housing or
municipality attributes to homeowners. This type of model is utilized in a breadth of papers due to
increasing data availability and the tractability and feasibility of the model. (Bishop et al. (2019))
Recent literature outlined best practices in hedonic models and raised concerns about what hedo-
nic models we can trust. (Bishop et al. (2019) and Kuminoff et al. (2010)) I use the universe of
actual housing transactions, detailed housing data, and a well-defined regional market to ensure
that I follow these best practices. Further, I run a variety of hedonic specifications to understand
how sensitive my estimates are to changes in the model. My preferred specification addresses the
fact that CRS participation is not entirely exogenous as is the ideal hedonic setting. While CRS
participation is exogenous to individual homes, the choice to participate in CRS is made by the
local government, which might be influenced by other unobservables that relate to homeowners in
their municipality.

To correct for the endogenous (to the government) CRS choice and potential omitted variable
bias from changes in unobservables over time, I use the methodology from Bajari et al. (2012). The
Bajari et al. (2012) method relies on 2SLS with lagged prices to control for unobserved variables.
The instrument in this method is the prior period public goods. Thus I first estimate:
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dit = β0 +β1 ln(Pnit′) +β2dit′ +β3LogPremiumit′

+β4Spilloverc−it′ +β5Xnit′ + FEy(t′) + FEm(t′) +µnit
(3.14)

Where the dit denotes the level of CRS participation in municipality i in year t and t denotes the
time period of the previous sale, LogPremiumit is the average insurance premium in municipality i
and year t, spilloverit is the county average CRS participation not including i, and xnit are observed
characteristics of the house and municipality. Year and month fixed effects are used to control
for seasonal and annual trends in the housing markets. The instruments are lag price, lag CRS
participation, lag insurance premium, lag spillover effects, and lag characteristics of house and
municipality. Note that in estimation the variables of X are a subset of S. For example the average
price in a municipality is not included. I use this same instrument specification for the insurance
premium as well. This is due to the fact that the premium contains both the exogenous shock from
the changes in insurance due to the federal government changes in rates and the discounts from
CRS. In the second stage, I estimate the relationships between price and CRS, price and insurance
premiums, and price and spillover effects.

logPnit = α0 +α1d̂it +α2 ˆLogPremiumit +α3Spilloverc−it

+α4Xnt +α5ln(Pnit′)−α6dit′ −α7LogPremiumit′ + FEy(t) + FEm(t) +εnit
(3.15)

Where d̂it and ˆLogPremiumit are the predicted values based on the instrument in the first stage. I
estimate this separately for homes that are in high risk zones (SFHA) and homes that are not.

This method requires the following assumptions: 1.) House price can be written as function of
observed and unobserved attributes, 2.) Parameterization of the transition dynamics of the omitted
variables, and 3.) Homeowners’ predictions about the omitted characteristics are rational given
their information. The first assumption is consistent with the more traditional hedonic models
and highlights the intuition behind the Bajari et al. (2012) method: the residual of the hedonic
regression contains information about the unobservables. The second assumption is relatively
flexible and the third assumption can be tested. The results of these tests are included in the
appendix and support this assumption.

As an additional robustness check I estimate the standard panel methods repeat sales hedonic
regression:

log(Pnit) = α0 +α1dit +α2LogPremiumit +α3spilloverit +α6Xit + FEy(t)+ FEm(t)+ FEn +µnit

(3.16)
This specification does not instrument for any of the variables of interests and includes house
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fixed effects so that the difference in prices controls for all time varying unobservables in the
house and municipality. I run additional specifications of both the traditional and 2SLS methods.
The results of these specifications are included in the appendix. To confirm that I do not need to
correct for additional dynamics of the forward looking agents in my hedonic estimation I employ
the empirical tests in Bishop and Murphy (2019). Bishop and Murphy (2019) demonstrate when
the static hedonic methods generate biased coefficients and how to test for these conditions.

I use the hedonic estimates for CRS participation and insurance discounts in my dynamic model
of the government’s decision to invest in flood hazard mitigation. The dynamic model uses the
coefficients from the hedonic estimation to capture MWTP. The MWTP estimates are used in the
estimation of the benefits because the benefits are defined such that they capture the housing value
change given the investment level. In other words the housing price function denoted in the benefits
equation is a function of the coefficients estimated in this stage.

3.4.2 First Stage: Transition Probabilities

I then estimate transition probabilities, f (St+1|St), for my state variables directly from the data.
I do this by assuming either the variable does not change over time (e.g. physical size) or by
assuming the variables follow an AR-1 process and using regression analysis with lagged variables.
For example, consider the number of houses in the local municipality. To calculate this state
transition I first run the following regression:

Nit = α0 + λ1Nit−1 + FEct +εit (3.17)

The regression analysis yields predicted future values based on the current state and allows for
county-year fixed effects. To capture the transition probabilities, I use the residuals of the regres-
sion to define distributions for the transition probabilities. I use 1000 draws of the distribution to
calculate the transition probabilities.

3.4.3 First Stage: Conditional Choice Probabilities

I estimate the conditional choice probabilities relying on the methods in Murphy (2018) and Ma
(2019). I use a flexible logit to estimate the CCPs. The reduced form methods allows me to
estimate the CCPs for every possible state of the world, which is not possible using the ideal bin
estimator. Let Λ denote the logistic CDF. The CCPs are then calculated using the following logit:

P̂r(dit = h|sit) = Λ

(
φitsit

)
(3.18)
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Note, that the probability a government invests at level dit = k is estimated based on the actual
choices governments make and the states they are in when they make them.

3.4.4 Second Stage

Given that the benefits can be calculated directly from the hedonic estimates and the transition
probabilities, the only primitives left to estimate at this point are the cost parameters. To estimate
the cost parameters, I parameterize the cost function:

c(Sit, dit) = γ0k CRSk(dit) + γ1k CRSk(dit) ·Mti (3.19)

Where γ will be a vector of parameters estimated by the model. Each γ represents a cost param-
eter: γ0 is a k vector of parameters where each element measures the costs associated with each
level of CRS. CRSk is a function that is 1 if dit = k and dit−1 6= k, and 0 otherwise. γ1 is a an
m by k matrix of parameters that measures the costs associated with each level of CRS interacted
with municipality and time characteristics. These characteristics are a subset of the state vari-
ables, Sit and include risk level, flood shock, type of government, and proportion of nonresident
homeowners.9

I estimate the γ parameters using this log likelihood function:

l(γ) =
M

∑
i=1

T

∑
t=1

J

∑
j=1

I[dit = j]log(
exp(v j(Sit)− vg(Sit)

∑
J
k=1 exp(vk(Sit)− vg(Sit))

(3.20)

Where the definition of (v j(Sit)− vg(Sit) directly from Equation 3.13 of the model. Plugging
in the estimates from the first stage into Equation 3.13 yields:

9Currently, the model also allows for a type parameter designated by the econometrician. The model could instead
allow for unobserved heterogeneity in type.
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vt(Sit, dit = k)− vt(Sit, dit = g) = (b̂(Sit, dit = k)− c(Sit, dit = k))

− (b̂(Sit, dit = g)− c(Sit, dit = g))

+β
S

∑
Sit+1=s

−(P̂r(dit = h|sit)) f̂ (Sit+1|Sit, dit = k)

−β
S

∑
Sit+1=s

−(P̂r(dit = h|sit)) f̂ (Sit+1|Sit, dit = g)

+β(b̂(Sit+1, dit+1 = h)− c(Sit+1, dit+1 = h)) f̂ (Sit+1|Sit, dit = k)

−β(b̂(Sit+1, dit+1 = h)− c(Sit+1, dit+1 = h)) f̂ (Sit+1|Sit, dit = g)

(3.21)

In estimation I assume a discount rate of β = .975 and that the default choice, g, is the mu-
nicipality’s investment level in the prior period. With these assumptions and data on the other
variables, the primitives (cost parameters) of the models can be identified. To estimate the remain-
ing parameters in the log likelihood, I follow Ma (2019), Bayer et al. (2016). I start by estimating
the difference in conditional values using the estimates from the first stage and a guess of the cost
parameters. I then estimate the cost parameters by matching on the shares of the municipalities
who participate in CRS classes. Specifically, I minimize the difference between the actual choice
shares and the shares of municipalities that would participate based on the cost parameters.10

3.5 Results

This section starts by discussing the results of the hedonic analysis and then presents the results of
the dynamic discrete choice model. The estimates of the regressions for the transition probability
are included in the appendix. Following the discussion of results, this section presents an evaluation
of the model and model fit.

3.5.1 Results of Hedonic Estimation

I start by presenting my preferred specification which utilizes the 2SLS method by Bajari et al.
(2012). I find that the MWTP for a CRS level to be $4, 026 per high flood risk homeowner and
the MWTP for a 1 percent discount on the insurance premium to be $125. I find that the MWTP
for a CRS level to be $2, 631 per low or no flood risk homeowner and the MWTP for a 1 percent

10This method is similar to Berry (1994) style contraction mapping and has also been used by Berry et al. (1995),
Bayer et al. (2007), and Timmins and Murdock (2007).
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discount on the insurance premium to be $76. The spillover effects are positive for all homes, but
are especially large for high risk homes. Note, that a 1 unit increase in average county participation
in CRS is not likely in a given year. The MWTP are calculated using a mean house value for CRS
participating municipalities of $363, 783 and are annualized based on a 30 year mortgage. These
results are presented in Table 3.3.

Table 3.3: Estimates from Hedonic Regressions with 2SLS

Variable Coefficient MWTP

Panel A: Zone High

CRS Class 0.332 $4,056.212
(0.024)

Log Premium -1.027 $-125.579
(0.225)

Spillover 0.389 $4,760.126
(0.024)

Panel B: Zone Low

CRS Class 0.217 $2,653.307
(0.021)

Log Premium -0.623 $-76.178
(0.199)

Spillover 0.060 $731.055
(0.021)

Panel C: All Repeat Sales

CRS Class 0.306 $3,746.006
(0.016)

Log Premium -0.699 $-85.465
(0.151)

Spillover 0.251 $3,068.730
(0.015)

Notes: MWTP are calculated at the mean house value of 366,886 USD and annualized for a 30 year mortgage. Counties
around NYC are dropped. Robust Standard Errors in parentheses.

Note that the hedonic analysis is limited to data on municipalities that participate in CRS ever
and where homeowners participate in the NFIP. I further limited the data to the non-NYC counties
given the difference in types of housing (tall condo buildings vs. single family homes) and relative
difference in lifestyle and amenities. The results with all counties are presented in the appendix.
The results using all counties are very similar to the results in Table 3.3. The main differences
between these two sets of results are driven by low risk homes. In the case of all municipalities,
(inclusive of the New York City counties), the spillover effects for low risk homes are no longer
positive. This points to the importance in understanding the heterogeneity across regions.

I also present the results from the traditional hedonic analysis in Table 3.4.11 There are two

11Data provided by Zillow through the Zillow Transaction and Assessment Dataset (ZTRAX). More information
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things to note from a comparison between these results and the results from my preferred speci-
fication. First, the spillover effects are much larger than the effects of own participation. This is
possibly driven by the fact that time-varying unobservables drive county participation and munici-
pality participation. Second, the insurance coefficient is much larger in absolute value terms from
the 2SLS estimation. This may be due to the fact that insurance discounts are biased down in the
static analyses. Using the tests from Bishop and Murphy (2019), I find that my hedonic estimates
for CRS and Spillover effects will not be biased from the static estimation, but that my estimates
of MWTP for insurance discounts will be biased down.

Table 3.4: Estimates from Hedonic Regressions

Variable Coefficient MWTP

Panel A: Zone High

CRS Class 0.110 $1,347.854
(0.016)

Log Premium -0.184 $-22.535
(0.041)

Spillover 0.765 $9,354.044
(0.064)

Panel B: Zone Low

CRS Class 0.009 $104.761
(0.011)

Log Premium -0.173 $-21.130
(0.028)

Spillover 0.234 $2,860.042
(0.061)

Panel C: All Repeat Sales

CRS Class 0.046 $561.772
(0.009)

Log Premium -0.155 $-18.945
(0.022)

Spillover 0.528 $6,453.688
(0.044)

Notes: MWTP are calculated at the mean house value of 366,886 USD and annualized for a 30 year mortgage. Counties
around NYC are dropped. Robust Standard Errors in parentheses.

Given, my preference for the Bajari et al. (2012), I use the results for Table 3.3 in my dynamic
discrete choice model. I do allow the MWTP to vary by risk, thus I use the results from those two
columns. Additional robustness checks following Bishop et al. (2019) and Kuminoff et al. (2010)
are discussed in the appendix. These robustness checks includes specifications using different sub-
sets of data, the traditional hedonic method with additional controls, and all sales with municipality

on accessing the data can be found at http://www.zillow.com/ztrax. The results and opinions are those of the author(s)
and do not reflect the position of the Zillow Group.
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fixed effects as opposed to repeat sales.
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3.5.2 Results of Dynamic Discrete Choice Model

I estimate costs to be increasing with the change in CRS level and with maintaining higher levels
of CRS. I also find that perceived costs are lower for higher risk municipalities and after Hurri-
cane Sandy. One potential explanation for these changes in perceived costs is due to changes in
opportunity costs. The opportunity costs of not investing increases for those with higher risk or the
opportunity costs of investing decrease after a flood shock.

The costs are presented in Table 3.5. The first row of the table presents the base costs. The
other rows present how costs change if the municipality was high risk, if the municipality invested
after Hurricane Sandy, if the chief executive is elected, or if a large proportion of homeowners are
nonresidents.12 Further, the costs are such that they add up across columns if a municipality were
to skip a level. In other words if I am a low risk municipality going from no participation to level
2, my perceived costs are the total in columns 1 and 2 of row 1.

Table 3.5: Estimates Of Perceived Costs (Million USD)

Class 1 Class 2 Class 3 Class 4 Class 5

Base Cost 206.612 67.136 75.590 148.156 300.343
(5.079) (2.644) (0.248) (2.147) (62.546)

Higher Risk Muni -10.032 -24.524 -24.845 -39.708 -49.974
(0.001) (0.170) (0.472) (0.065) (0.057)

Post Sandy -0.000 -50.393 -75.290 -114.786 -199.318
(0.000) (0.286) (0.158) (0.110) (7.783)

Elected Chief Executive -15.053 -15.024 -14.983 -10.001 -10.012
(0.030) (0.004) (0.005) (0.004) (0.002)

Greater than 20 % nonresident -14.936 -15.031 -15.010 -10.025 -10.487
(0.009) (0.002) (0.001) (0.002) (0.009)

Notes: Bootstrap Standard Errors in Parentheses. Costs are calculated based on moving up one level. To move from a Class
0 to Class 5 need to sum up entire row. The first row presents the base costs and the other rows present the changes to the
base costs for some time or municipality specific factor.

12The 20% is chosen based on the average municipality who participates in CRS ever.
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3.5.3 Model Fit

The model fits the data relatively well. Table 3.6 presents the percentage of municipality years
at a particular CRS level (from 0 to 5) in the actual data and in the simulated data based on the
estimated parameters. For the most part the model does well, although it under predicts classes
2 and 3 and over predicts class 1 and 5. Table 3.7 presents the average participation level across
all municipalities within a given year. The model captures the increase in participation, but does
not reach as high a level as the actual choices. Tables 3.8 and 3.9 demonstrate that the model fit is
quite good both by year or class and by year and class.

Table 3.6: Moment Comparison by Class

CRS Class Actual Simulated

0 0.84 0.85
1 0.03 0.05
2 0.05 0.03
3 0.04 0.03
4 0.02 0.03
5 0.01 0.02

Notes: Percentage of municipality-years at each class level are cal-
culated based on actual choices and simulated data from estimated
cost parameters.

94



Table 3.7: Moment Comparison by Year

Year Actual Predicted

1999 0.19 0.17
2000 0.22 0.19
2001 0.22 0.19
2002 0.25 0.20
2003 0.27 0.20
2004 0.28 0.21
2005 0.28 0.21
2006 0.29 0.24
2007 0.29 0.27
2008 0.30 0.34
2009 0.34 0.41
2010 0.37 0.48
2011 0.39 0.48
2012 0.42 0.48
2013 0.52 0.58
2014 0.60 0.58
2015 0.68 0.60
2016 0.74 0.73
2017 0.80 0.77
2018 0.90 0.78

Notes: Average municipality participation for each year calculated
based on actual decisions and simulated data.

Table 3.8: Overall Model Fit

Model Fit MSE

By Year 0.0039
By Class 0.0002

Notes: Each MSE is calculated using partici-
pation by subcategories within group.
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Table 3.9: Model Fit by Year and Class

Model Fit MSE

1999 0.0001
2000 0.0001
2001 0.0001
2002 0.0001
2003 0.0002
2004 0.0002
2005 0.0002
2006 0.0005
2007 0.0004
2008 0.0004
2009 0.0003
2010 0.0004
2011 0.0003
2012 0.0003
2013 0.0004
2014 0.0003
2015 0.0004
2016 0.0014
2017 0.0018
2018 0.0025

Notes: Each MSE is calculated using partici-
pation by class and year.
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3.6 Counterfactuals

Now that the model is estimated, I consider a few counterfactuals. Counterfactuals of interest are:
1.) Altering the risk of the municipality by increasing the proportion of high risk homes to beyond
the 100 year flood plains, 2.) Increasing insurance rates to reflect size and cost to rebuild home,
and 3.) Replacing the incentive structure. For all of the counterfactuals I simulate the data forward
20 years (including a flood shock similar to Sandy) and compare the counterfactual results to the
newly simulated data.

3.6.1 Counterfactual 1

In this counterfactual I explicitly change the number of properties at risk of flooding. In the model
I denote those at high risk of flooding as the homes in the designated SHFAs. This designation
is based on FEMA’s static and out of date maps that have not incorporated the future changes in
flooding risk due to sea level rise and other factors. In this counterfactual I replace the designation
of properties at high risk using recently released detailed flooding data from the First Street Foun-
dation. (Foundation (2020)) On average, the First Street Foundation predicts that the properties at
risk of substantial flooding in New Jersey will increase by 20%. Note that my counterfactual does
not account for an individual homes increase in risk, but the overall municipalities increase in risk
where risk is defined as greater than or equal to 1% chance of flooding annually.

An assumption I am making in running this counterfactual is that MWTP of people who own
properties that were once classified as lower risk and are now classified as high risk is the same as
those who own properties that were always classified as high risk. It is likely that these MWTP
estimates are biased down as homeowners may have sorted into lower risk homes to avoid flooding
risk. In this case, homeowners previously in lower risk homes may be willing to pay more and thus
my estimates of changes in CRS participation are a lower bound.

Figure C1 presents the participation by class for each municipality in each year. Note, that
non-participation (class 0) is not presented. The counterfactual increase in risk yields a decrease
in the lower classes, and an increase in the higher class (except for class 4). However, it is difficult
to tell from this graph whether there is an overall increase in participation and how large these
changes are. Thus, in Figure 3.5 I present the percentage changes for each class (including nonpar-
ticipation). The percent change in nonparticipation is very small, but it is negative therefore there
is an overall increase in participation in CRS. Moreover, this increase is happening at the higher
levels of CRS. Participation in class 3 increases by over 30 percent. Participation in class 4 does
decrease by about 5 percent, but this is outweighed by the approximately 15 percent increase in
municipality-years at class 5. Figure 3.6 presents the average level of CRS participation across all
municipalities in a year. The figure demonstrates that the increase in risk yields higher levels of
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CRS throughout all years. Further, this counterfactual shows that updating the flood risk maps to
account for changing present risk and/or future risk is important for municipalities to make optimal
decisions about hazard mitigation.

Figure 3.5: Increase Proportion of Homes at High Risk: Percentage Change in Participation by
Class

Figure 3.6: Increase Proportion of Homes at High Risk: Participation by Year
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3.6.2 Counterfactual 2

This counterfactual considers the current White House proposal to increase insurance premiums
to reflect size and cost to rebuild the home and to reflect more recent measures of risk. Why this
counterfactual is particularly interesting in this context is because increasing insurance premiums,
makes the discounts from CRS more valuable. If the CRS subsidies stay, could increasing the
insurance rates drive up CRS participation? In turn how does this affect the expected revenue from
increasing insurance premiums? In this counterfactual, I consider three different increases in the
premiums: 10%, 25%, or 40%. These are chosen based on the Biggert-Waters Flood Insurance
Reform Act of 2012 which instructed that heavily subsidized homes would have their premiums
increased by 25% a year, the Homeowner Flood Insurance Affordability Act of 2014 which limited
insurance premium increases to 5 to 15% a year, and FEMA which has states subsidized premiums
represent 40 to 45% of the risk.

For this counterfactual, I assume that the MWTP estimates will not change given these large
increases in premiums. This is most likely true for the 10% increase as that is not significantly
different from annual changes. However, the 25%, or 40% increase in insurance premiums might
increase the MWTP estimates conditional on holding insurance and thus these predictions may be
a lower bound on participation. Conversely, one might be concerned that insurance demand might
actually fall. Currently, I am not accounting for insurance demand in my model. However, recent
work by Wagner (2019) demonstrates that insurance should be enforced as mandatory in this high
risk areas.

Figure C2 presents participation counts by class for each municipality-year and for each sce-
nario: the model simulated data and the counterfactual data from a 10%, 25%, or 40% increase in
premiums. Similar to the first counterfactual, the changes in class are relatively bi-modal with the
increases in participation occurring in classes 3 and 5. The counterfactual with a 10% increase is
very similar to the counterfactual with a 25% increase, however there are differences. The changes
are most easily seen in Figure 3.7, which shows in overall increase in participate in all three sce-
narios. Notably, the largest increase in premiums leads to almost the same change in participate in
classes 3 and 5 as the first counterfactual that increase the proportion of homes at high risk. Figure
3.8 demonstrates that on average the three insurance premium scenarios look fairly similar.

There are two reasons why this counterfactual is policy relevant. The first is because the federal
government is considering raising insurance premiums due to their subsidized rates. The second
reason is because NFIP is in a large amount of debt, and part of the goal of raising the insurance
premiums is to increase their revenues. However, due to the incentives from the discounts associ-
ated with participating in CRS, the actual increases in revenue from increasing the premiums will
be lower than expected if the government does not account for changes in CRS participation. I
calculate a back of the hand estimate of the potential loss revenue from additional participation in
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CRS assuming an average of 5000 homeowners per municipality with approximately half as high
risk and half as low risk, an average premium of 1000 for low risk, and an average premium of
2000 for high risk. The total additional take up in discounts across all municipality years ranges
from $135 million for a 10% in premiums to $455 million (approximately $22.7 million per year)
for a 40% increase.

Figure 3.7: Increase Insurance Premium: Percentage Change in Participation by Class

Figure 3.8: Increase Insurance Premium: Participation by Year
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3.6.3 Counterfactual 3

The third counterfactual considers the incentive design of CRS. Currently, the incentives to par-
ticipate are provided as insurance discounts for homeowners. This is an effective incentive for
participation because, as the hedonic model has shown, insurance premiums are over capitalized
i.e. a decrease in the insurance premium leads to a larger increase in the home than the actual re-
duction in payments. However, this over capitalization is true based on the average price of homes
across participating municipalities. Prior work has shown that poorer regions participate in CRS
at lower rates relative to wealthier areas. One explanation is that the incentive from insurance pre-
mium discounts is not sufficient in municipalities with lower housing values. To account for this
problem, I run a counterfactual analyses that gives a lower housing value municipality a cost sub-
sidy to enter the program equivalent to the cost of the insurance premium discounts to the federal
government. The cost subsidy is only given once to municipalities when then enter the program
(move from level 0 to level 1) and is calculated based on the number of homes, the number of
years typically spent at class 1, the 5% discount to all houses, and the average insurance premium.
The subsidy is approximate $6.53 million dollars. I classify lower housing value municipalities as
municipalities with average sale prices in the bottom 10% of home prices across all municipalities.
This counterfactual assumes a municipality is indifferent between the direct cost reduction of a
subsidy and the direct benefit of the insurance discount as long as the absolute value is equal.

Figures C3 and 3.9 show that overall participation goes up and in addition although the cost
subsidy is only given to initial participators for those low housing value municipalities, participa-
tion is increasing in the highest levels of CRS. There are two reasons for this. The first explanation
is what motivated the counterfactual: that the benefits from insurance premiums will be in absolute
value terms smaller for municipalities with low housing values and therefore do not help them
overcome the high perceived costs. The second explanation is that going from no participation to
class 1 is costlier than going from class 1 to class 2. Hence, when non-participators become partic-
ipators, they are able to continue investing in hazard mitigation past that initial level. Figure 3.10
demonstrates that average participation is higher every year with this counterfactual. Finally, this
counterfactual presents evidence that cost subsidies may be more effective than insurance discounts
for lower wealth areas to start investing in hazard mitigation.
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Figure 3.9: Change Incentive Structure: Percentage Change in Participation by Class

Figure 3.10: Change Incentive Structure: Participation by Year

3.7 Conclusion

With climate change and rising sea levels, flood hazard mitigation is becoming increasingly im-
portant. Understanding the dynamics of what motivates local governments to invest in hazard
mitigation, as well as inefficiencies in the current policies, and how to improve them is critically
important for solving this problem. This paper uses a unique combination of datasets, hedonic
analyses, and a structural model to assess how much homeowners value flood hazard mitigation,
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estimate the perceived costs of investment, and consider how alternative policies can increase in-
vestment in hazard mitigation.

I use revealed preferences methods to estimate the value of additional hazard mitigation sepa-
rately from its relationship with insurance discounts. The hedonic analysis shows that MWTP for
hazard mitigation is positive, the MWTP to avoid an increase in the insurance premium is larger
than the premium itself, and spillover effects across municipalities within the same county are
positive. There was uncertainty whether these spillover effects could be negative or positive as
hazard mitigation investment in another town could alert a neighboring town it its own risk or it
could provide protection to these other towns through dredging or other mitigating investments.
I find positive spillover effects which support the latter and highlight an inefficiency in current
policy design. I then use the estimates from the hedonic analysis and local governments’ actual
mitigation decisions to measure the perceived costs of hazard mitigation. I find that the perceived
cost of initial participation is high relative to other levels and the perceived costs are lower for
municipalities with more high risk homes, or second homeowners, after a large risk shock, or with
a chief executive that is elected rather than appointed.

Three additional insights come from the counterfactual analyses. Current federal policy uses
the term 1 in 100 year floods to denote high risk zones. This terminology implies that there is a 1%
chance of flooding each year or a 26% change of flooding during a 30-year mortgage in the highest
risk areas. While both the size of the region that is at this high risk for flooding is increasing and
the probability of flooding is increasing due to sea level rise, the first counterfactual only considers
changes in the proportion of homes at risk. This counterfactual is consistent with FEMA updating
their risk maps, which they are currently working on, to include additional areas designated as high
risk. The analysis shows that increasing the region at risk yields a large increase in participation
overall and at higher levels of mitigation. Thus, the static risk maps FEMA currently uses cause
local governments to under invest in hazard mitigation.

The second counterfactual considers the insurance premium. The federal government is also
considering raising flood insurance premiums because the current rates are heavily subsidized
relative to risk. My second counterfactual demonstrates that an increase in insurance premiums
increases participation in CRS. This results shows that the federal government will recover signif-
icantly less than their expected revenue from the rate increases if they do not account for the local
government response to changes in policy. This is an important consideration for policymakers
concerned about FEMA’s significant debt. The third counterfactual demonstrates that a combina-
tion of cost subsidies and insurance discounts may increase investment in hazard mitigation for
non-participating municipalities which are more likely to be poorer.

Future studies on hazard mitigation can build upon my work in several ways. From an empir-
ical perspective applying this approach to a region with repeated flooding shocks in recent years,
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such as Texas or Florida, could provide new insights into how homeowners evaluate flood hazard
mitigation as they learn about the damages from flood risk. While this paper incorporates risk
and resident status heterogeneity into the estimation, additional research on heterogeneous valua-
tions and response to hazard mitigation will be important for understanding how different regions
may respond. The model can also be expanded to further consider the households decision. One
possible method is to incorporate a sorting model that allows for households to sort based on the
government’s decision. This can potentially allow for additional heterogeneity in homeowners
MWTP for hazard mitigation.

The structural model can also be expanded to further consider the trade-offs a local government
faces when investing in public goods. The recent health and economic shock due to COVID19
has forced state and local governments to invest resources into public health goods. Anecdotal
evidence shows that this shock may have shifted local government investment away from planned
mitigation investments. (Flavelle (2020)) Incorporating these types of shocks into the model can
provide additional understanding on how local governments behave when facing uncertain trade-
offs.

In summary, the findings of this paper demonstrate the value of hazard mitigation, the ineffi-
ciencies of current policy design, and the methods policy-makers can employ to increase invest-
ment in flood hazard mitigation. Overall, the methods employed by this paper can be utilized to
study many other applications. An obvious extension is other areas of hazard mitigation, for ex-
ample wildfires, which are becoming increasingly prevalent due to climate change. Further, many
environmental policies that are consistent with environmental federalism create interdependencies
between different levels of government, and thus can be studied with this methodology. In addition,
policy areas outside of the environment, including education, public health, and crime prevention
are affected by both local government investment (either state, county, or municipality) and federal
policy. Adapting this model to these domains is feasible and can provide new insights into the
efficiencies or inefficiencies in decentralized policies.

104



Bibliography

Environmental Protection Agency. PM2.5 Daily Summary Data. United States Department of
Interior. Accessed February 26th, 2018.

Dan R. Anderson. The National Flood Insurance Program. Problems and Potential. The Journal

of Risk and Insurance, Vol. 41, No. 4:579–599, 1974.

Peter Arcidiacono and Paul B. Ellickson. Practical methods for estimation of dynamic discrete
choice models. Annual Review of Economics, 3(1):363–394, 2011. doi: 10.1146/annurev-
economics-111809-125038.

Peter Arcidiacono and Robert A. Miller. Conditional Choice Probability Estimation of Dynamic
Discrete Choice Models with Unobserved Heterogeneity. Econometrica, 79:1823–1867, 2011.

Ajita Atreya and Jeffrey Czajkowski. Housing Price Response to the Interaction of Positive Coastal
Amenities and Negative Flood Risks. Working paper, 2014.

Ajita Atreya and Jeffrey Czajkowski. Graduated flood risks and property prices in galveston
county. Real Estate Economics, 47(3):807–844, 2019.

E. D. Attanasi and M. R. Karlinger. Risk Preferences and Flood Insurance. American Journal of

Agricultural Economics, Vol. 61, No. 3:490–495, 1979.

Steve Bailey. In New Jersey Summer Deals Amid a Downturn. New York Times, August 9th 2009.

Patrick Bajari, Jane Cooley Fruehwirth, Kyoo il Kim, and Christopher Timmins. A Rational Ex-
pectations Approach to Hedonic Price Regressions with Time-Varying Unobserved Product At-
tributes: The Price of Pollution. American Economic Review, 102(5):1898–1926, May 2012.

Laura A. Bakkensen and Lint Barrage. Flood Risk Belief Heterogeneity and Coastal Home Price
Dynamics: Going Under Water? NBER Working paper 23854, 2017.

Laura A. Bakkensen and Lala Ma. Sorting Over Flood Risk and Implications for Policy Reform.
Journal of Environmental Economics and Management, Vol 104, 2020.

105



Laura A. Bakkensen and Robert O. Mendelsohn. Risk and Adaptation: Evidence from Global
Hurricane Damages and Fatalities. Journal of the Association of Environmental and Resource

Economists, Vol. 3, 2016.

Markus Baldauf, Lorenzo Garlappi, and Constantine Yannelis. Does Climate Change Affect Real
Estate Prices? Only If You Believe in It. Available at SSRN: https://ssrn.com/abstract=3240200,
2019.

H. Spencer Banzhaf. Panel-Data Hedonics: Rosen’s First Stage as a ’Sufficient Statistic. Interna-

tional Economic Review, Forthcoming.

H. Spencer Banzhaf and Randall P. Walsh. Do People Vote with Their Feet? An Empirical Test of
Tiebout. American Economic Review, 98(3):843–863, June 2008.

Patrick Bayer, F. Ferreira, and Robert McMillan. A unified framework for measuring preferences
for schools and neighborhoods. Journal of Political Economy, 115:588–638, 2007.

Patrick Bayer, Robert McMillan, Alvin Murphy, and Christopher Timmins. A Dynamic Model of
Demand for Houses and Neighborhoods. Econometrica, 84(3):893–942, 2016.

Michael D. Berman. Flood Risk and Structural Adaptation of Markets: An Outline for Action.
Federal Reserve Bank of San Francisco, 2019.

Asaf Bernstein, Matthew T. Gustafson, and Ryan Lewis. Disaster on the Horizon: The Price Effect
of Sea Level Rise. Journal of Financial Economics, 134(2):253 – 272, 2019. ISSN 0304-405X.

S.T. Berry. Estimating discrete-choice models of product differentiatio. RAND Jounral of Eco-

nomics, 25:242–62, 1994.

S.T. Berry, J. Levinsohn, and A. Pakes. Automobile prices in market equilibrium. Econometrica,
63:841–90, 1995.

Okmyun Bin and Craig E. Landry. Changes in Implicit Flood Risk Premiums: Empirical Evidence
from the Housing Market. Journal of Environmental Economics and Management, 2012.

Okmyung Bin, Jamie Brown Kruse, and Craig E. Landry. Flood Hazards, Insurance Rates, and
Amenities: Evidence from the Coastal Housing Market. The Journal of Risk and Insurance, Vol.
75, No. 1:63–82, 2008.

Kelly Bishop and Alvin Murphy. Valuing Time-Varying Attributes Using the Hedonic Model:
When Is a Dynamic Approach Necessary? Review of Economics and Statistics, 101(1):134–
145, 3 2019.

106



Kelly C. Bishop. A Dynamic Model of Location Choice and Hedonic Valuation. Working paper,
2012.

Kelly C. Bishop and Alvin D. Murphy. Estimating the Willingness to Pay to Avoid Violent Crime:
A Dynamic Approach. American Economic Review, 101(3):625–29, May 2011.

Kelly C. Bishop and Christopher Timmins. Estimating the marginal willingness to pay function
without instrumental variables. Journal of Urban Economics, 109:66 – 83, 2019. ISSN 0094-
1190.

Kelly C. Bishop, Nicolai V. Kuminoff, H. Spencer Banzhaf, Kevin J. Boyle, Kathrine von
Gravenitz, Jaren C. Pope, Vincent Kerry Smith, and Christopher D. Timmins. Best Practices
in Using Hedonic Property Value Models for Welfare Measurement. 2019.

Michael J. Boskin. Local Government Tax and Product Competition and the Optimal Provision of
Public Goods. Journal of Political Economy, Vol. 81 No. 1:203–210, 1973.

Samuel D. Brody, Sammy Zharan, Wesley E. Highfield, Sarah P. Bernhardt, and Arnold Vedlitz.
Policy Learning for Flood Mitigation: A Longitudinal Assessment of the Community Rating
System in Florida. Risk Analysis, Vol. 29 No. 6:912–929, 2009.

Jan K. Brueckner. A Test for Allocative Efficiency in the Local Public Sector. Journal of Public

Economics, Vol. 19:311–331, 1982.

Jan K. Brueckner. A Test for Allocative Efficiency in the Local Public Sector. Urban Economics,
Vol. 14:1–15, 1983.

Jan K. Brueckner and Dan Neumark. Beaches, Sunshine, and Public Sector Pay: Theory and Evi-
dence on Amenities and RentExtraction by Government Workers. American Economic Journal:

Economic Policy, Vol. 6 No. 2:198–230, 2014.

Markus K. Brunnermeier and Martin Oehmke. Chapter 18 - bubbles, financial crises, and systemic
risk. Handbook of the Economics of Finance, 2(Part B):1221–1288, 2013.

Census Bureau. Building Permit Statistics.” United States Department of Commerce. Census
Bureau. 2000–2012, Accessed June 6th, 2017.

T. A. Cameron. Directional heterogeneity in distance profiles in hedonic property value models.
Journal of Environmental Economics and Management, 51:26–45, 2006.

107



Jill P. Capuzzo. Not Your Mother’s Jersey Shore. New York Times, June 16 2017.
https://www.nytimes.com/2017/06/16/realestate/hurricane-sandy-rebuilding-jersey-shore-
towns.html.

James Chivers and Nicholas E. Flores. Market Failure in Information: The National Flood Insur-
ance Program. Land Economics, Vol. 78, No. 4:515–521, 2002.

Stephen Coate and Brian Knight. Government Form and Public Spending: Theory and Evidence
from US Municipalities. American Economic Journal: Economic Policy, Vol. 3 No. 3:82–112,
2011.

Joseph J. Cordes and Anthony M. J. Yezer. In Harm’s Way: Does Federal Spending on Beach En-
hancement and Protection Induce Excessive Development in Coastal Areas? Land Economics,
Vol. 74, No. 1:128–145, 1998.

Meri Davlasheridze, Karen Fisher-Vanden, and H. Allen Klaiber. The effects of adaptation mea-
sures on hurricane induced property losses: Which FEMA investments have the highest returns?
Journal of Environmental Economics and Management, Vol. 81:93–114, 2016.

Bouwe R. Dijkstra and Per G. Fredriksson. Regulatory Environmental Federalism. Annual Review

of Resource Economics, 2(1):319–339, 2010. doi: 10.1146/annurev-resource-040709-135112.

Steve Dundas. Benefits and Ancillary Costs of Natural Infrastructure: Evidence from the New
Jersey Coast. Journal of Environmental Economics and Management, Vol 85:62–80, 2017.

Maximillian V. Ehrlich and Tobias Seidel. The Persistent Effects of Place-Based Policy: Evidence
from the West-German Zonenrandgebiet. American Economic Journal: Economic Policy, Vol
10, No. 4:344–374, 2018.

Piet M. A. Eichholtz, Eva Maria Steiner, and Erkan Yönder. Where, When, and How Do Sophis-
ticated Investors Respond to Flood Risk? Working paper: Available at SSRN, 2019a.

Piet M. A. Eichholtz, Eva Maria Steiner, and Erkan Yönder. Where, When, and How Do Sophis-
ticated Investors Respond to Flood Risk? https://ssrn.com/abstract=3206257, 2019b.

Dennis Epple and Holger Sieg. Estimating Equilibrium Models of Local Jurisdictions. Journal of

Political Economy, Vol. 107 No. 4:645–681, 1999.

Dennis Epple, Michael Peress, and Holger Sieg. Identification and Semiparametric Estimation of
Equilibrium Models of Local Jurisdictions. American Economic Journal: Microeconomics, Vol.
2 No. 4:195–220, 2010.

108



Qin Fan and Meri Davlasheridze. Flood risk, flood mitigation, and location choice: evaluating the
National Flood Insurance Program’s Community Rating System. Risk Analysis, Vol. 36 No. 6:
1125–1147, 2016.

FEMA. Hazard Mitigation Planning Laws, Regulations and Policies. Federal Emergency Manage-
ment Association. https://www.fema.gov/hazard-mitigation-planning-laws-regulations-policies,
Last Accessessed: February 6th, 2020.

Christopher Flavelle. States Warn that Virus May Doom Climate Projects. New York Times, June 3
2020. https://www.nytimes.com/2020/06/01/climate/states-coronavirus-climate-projects.html.

First Street Foundation. ” Flood Factor”, 2020. https://floodfactor.com/ , Last Accessessed: June,
2020.

Justin Fox and Richard Van Weelden. Hoping for the best, unprepared for the worst. Journal of

Public Economics, Vol. 130:59–65, 2015.

A Myrick Freeman. Hedonic prices, property values and measuring environmental benefits: A
survey of the issues. The Scandinavian Journal of Economics, 51(2):154–73, 1979.

A Myrick Freeman, Joseph A. Herriges, and Catherine L. Kilng. The measurement of environ-
mental and resources values. Resources for the Future, Washington, DC, Third Edition, 2014.

Stephen Fried. Seawalls and Stilts: A Quantitative Macro Study of Climate Adaptation. 2019
Meeting Papers 898, Society for Economic Dynamics, 2019.

Justin Gallagher. Learning about an infrequent event: Evidence from flood insurance take-up in
the united states. American Economic Journal: Applied Economics, 6(3):206–33, July 2014.

Shanti Gamper-Rabindran and Christopher Timmins. Does Cleanup of Hazardous Waste Sites
Raise Housing Values: Evidence of Spatially Localized Benefits. Journal of Environmental

Economics and Management, 65:345–360, 2013.

Gilbert M. Gaul. ”How Rising Seas and Coastal Storms Drowned the U.S. Flood Insurance
Program”. Yale Environment 360. https://e360.yale.edu/features/how-rising-seas-and-coastal-
storms-drowned-us-flood-insurance-program, Last Accessessed: February 4th, 2020.

Matthew Gibson and Jamie T. Mullins. Climate risk and beliefs in New York floodplains. Journal

of the Association of Environmental and Resource Economists, 2020.

Matthew Gibson, Jamie T. Mullins, and Alison Hill. Climate change and flood beliefs Evidence
from New York real estate. Working paper, 2017.

109



Stefano Giglio, Matteo Maggiori, Krishna Rao, Johannes Stroebel, and Andreas Weber. Climate
Change and Long-Run Discount Rates: Evidence from Real Estate. Chicago Booth Research
Paper No. 17-22, Available at SSRN: https://ssrn.com/abstract=2639748, 2018.

Edward. Glaeser. The Incentive Effects of Property Taxes on Local Governments. Public Choice,
Vol. 89:93–111, 1996.

Michel Goossens, Frank Mittelbach, and Alexander Samarin. The LATEX Companion. Addison-
Wesley, Reading, Massachusetts, 1993.

Daniel G. Hallstrom and Kerry V. Smith. Market responses to hurricanes. Journal of Environmental

Economics and Management, Vol. 50, Issue 3:541–561, 2005.

Andrew Healy and Neil Malhotra. Myopic Voters and Natural Disaster Policy. American Political

Science Review, 103(3):387–406, 2009.

Hannah Hennighausen and Stephen Borsky. Public Flood Risk Mitigation and the Homeowner’s
Insurance Demand Response. Working Paper, 2020.

Caroline A. Hopkins. Why Local Jurisdictions Provide Hazard Mitigation: Evidence from The
Community Rating System. Working paper, 2020a.

Caroline A. Hopkins. Flood Hazard Mitigation and the Role of the Government: A Dynamic
Model of Local Government Investment in a Public Good. Working paper, 2020b.

Caroline A. Hopkins and Nicholas Z. Muller. Combating Hysteresis in the Context of Climate
Change: The Role of Information in the Real Estate Market Response to Flood Risk. Working
paper, 2019.

V. Joseph Hotz and Robert A. Miller. Conditional Choice Probabilities and the Estimation of
Dynamic Modelsy. Review of Economic Studies, 60:497–529, 1993.

IPCC. Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to
the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Stocker, T.F.,
D. Qin, G.-K. Plattner, M. Tignor, S.K. Allen, J. Boschung, A. Nauels, Y. Xia, V. Bex and P.M.
Midgley (eds.), Cambridge University Press, Cambridge, United Kingdom and New York, NY,
USA, 1535 pp, 2013.

Matthew E. Kahn and V. Kerry Smith. The Affordability Goal and Prices in the National Flood
Insurance Program. NBER Working Paper No. w24120, December 2017.

110



Jesse Keenan, Thomas Hill, and Anurag Gumber. Climate gentrification: From theory to empiri-
cism in Miami-Dade County, Florida. Environmental Research Letters, 13:054001, 05 2018.
doi: 10.1088/1748-9326/aabb32.

Richard D Knabb, Jamie R Rhome, and Daniel P Brown. Hurricane Katrina: August 23 – 30, 2005
(Tropical Cyclone Report). United States National Oceanic and Atmospheric Administration’s
National Weather Service. Washington, D.C., USA, 2005.

Carolyn Kousky. Financing Flood Losses: A Discussion of the National Flood Insurance Program.
RFF Discussion Paper, 2017.

Carolyn Kousky and Erwann Michel-Kerjan. Hurricane Sandy, Storm Surge, and the National
Flood Insurance Program. Resources For the Future Working paper, 2012.

Carolyn Kousky and Erwann Michel-Kerjan. Examining Flood Insurance Claims in the United
States: Six Key Findings. Journal of Risk and Insurance, Vol. 84, Issue 3:819–850, 2017.

Carolyn Kousky, Brett Lingle, and Leonard Shabman. Understanding the National Flood Insurance
Program in New Jersey. Prepared for New Jersey Realtors Governmental Research Foundation,
2017.

Carolyn Kousky, Erwann Michel-Kerjan, and Paul A. Raschky. Does federal disaster assistance
crowdout flood insurance? Journal of Environmental Economics and Management, Vol. 87:
150–164, 2018.

Warren Kriesel and Craig Landry. Participation in the national flood insurance program: An em-
pirical analysis for coastal properties. Journal of Risk and Insurance, 84(3):819–850, 2004.

Nicolai Kuminoff, V. Kerry Smith, and Christopher Timmins. The New Economics of Equilibrium
Sorting and Policy Evaluation Using Housing Markets. Journal of Economic Literature, Vol.
51, No. 4:1007–1062, 2013.

Nicolai V. Kuminoff, Christopher F. Parmeter, and Jaren C. Pope. Which hedonic models can
we trust to recover the marginal willingness to pay for environmental amenities? Journal of

Environmental Economics and Management, 60(3):145 – 160, 2010.

Frank Kummer. Report: Sea rise means more tidal flooding this year for Jersey Shore. Philladel-

phia Inquirer, June 7 2017. https://www.inquirer.com/philly/health/environment/report-sea-rise-
means-more-tidal-flooding-this-year-for-jersey-shore-20170607.html.

111



Linda Lam. Nor’easter Brought Damaging Winds, Rain, Coastal Flooding, Snow, Ice (RE-
CAP). Weather Channel, January 24 2017. https://weather.com/storms/winter/news/noreaster-
late-january-wind-rain-snow-ice-sleet.

Craig E. Landry and Mohammad R. Jahan-Parvar. Flood Insurance Coverge in the Coastal Zone.
The Journal of Risk and Insurance, Vol. 78, No. 2:362–388, 2011.

Craig. E. Landry and Jingyuan Li. Participation in the Community Rating System of NFIP: Em-
pirical analysis of North Carolina counties. Natural Hazards Review, Vol. 13 No. 3:205–220,
2011.

Craig. E. Landry and Jingyuan Li. Flood Risk, Local Hazard Mitigation, and the Community
Rating System of the National Flood Insurance Program. Land Economics, Vol. 95 No. 2:
175–198, 2018.

Christopher M. Lewis and Kevin C. Murdock. The Role of Government Contracts in Discretionary
Reinsurance Markets for Natural Disasters. The Journal of Risk and Insurance, Vol. 63, No. 4:
567–597, 1996.

John A. List and Daniel M. Sturm. How Elections Matter: Theory and Evidence from Environ-
mental Policy. The Quarterly Journal of Economics, Vol. 121 No. 4:1249–1281, 2006.

New Jersey Property Tax List. PM2.5 Daily Summary Data. New Jersey Treasury Division of
Taxation,. https://www.state.nj.us/treasury/taxation/lpt/TaxListSearchPublicWebpage.shtml (ac-
cessed 7/30/2017).

Ben Lockwood and Francesco Porcelli. Incentive Schemes for Local Government: Theory and Ev-
idence from Comprehensive Performance Assessment in England. American Economic Journal:

Economic Policy, Vol. 5 No. 3:254–286, 2013.

Lala Ma. Learning In A Hedonic Framework: Valuing Brownfield Remediation. International

Economic Review, 60(3):1355–1387, 2019.

Lynn MacDonald. The Impact of Government Structure on Local Public Expenditures. Public

Choice, Vol. 136 No. 3/4:457–473, 2008.

Shawn J. McCoy and Xiaoxi Zhao. Storm Damage, Changing Risk Perceptions, and Investment
in Residential Housing. Journal of the Association of Environmental and Resource Economists,
Vol. 5, 2018.

112



Robert Mendelsohn, Daniel Hellerstein, Michael Huguerin, Robert Unsworth, and Richard Brazee.
Measuring hazardous waste damages with panel models. Journal of Environmental Economics

and Management, 22(3):259–271, 1992.

Robert Mendelsohn, Kerry Emanuel, and Shun Chonabayashi. The Impact of Climate Change
on Hurricane Damages in the United States). World Bank Policy Research Working Paper No.
5561. Available at SSRN: https://ssrn.com/abstract=1955105, 2011.

Robert Mendelsohn, Kerry Emanuel, Shun Chonabayashi, and Laura Bakkensen. The impact of
climate change on global tropical cyclone damage. Nature Climate Change, 2:205–209, 2012.

Erwann O. Michel-Kerjan. Catastrophe Economics: The National Flood Insurance Program. The

Journal of Economic Perspectives, Vol. 24, No. 4:165–186, 2010.

Erwann O Michel-Kerjan, Ajita Atreya, and Jeffry Czajkowski. Learning Over Time From Fema’s
Community Rating System (CRS) And Its Link To Flood Resilience Measurement. Working
Paper, 2016.

Ban Ki Moon and Frances Saurez. Miami Battles Rising Seas. New York Times, February 2019.

Lucija Muehlenbachs, Elisheba Spiller, and Christopher Timmins. The Housing Market Impacts
of Shale Gas Development. American Economic Review, 105(12):3633–59, December 2015.

Alvin Murphy. A Dynamic Model of Housing Supply. Review of Economic Studies, 10(4):243–
267, 2018.

NOAA. Billion Dollar Events. https://www.ncdc.noaa.gov/billions/events/US/1980-2017, Last
Accessessed: February 4th, 2020.

William D Nordhaus. The Economics of Hurricanes in the United States. NBER Working Papers
12813, National Bureau of Economic Research, Inc.

W.E. Oates. A Reconsideration of Environmental Federalism. Recent Advances in Environmental

Economics, 2002.

Amine Ouazad and Matthew E. Khan. Mortgage Finance in the Face of Rising Climate Risk.
NBER Working Paper 26322, 2019.

Raymond B. Palmquist and V. Kerry Smith. The use of hedonic property value techniques for
policy and litigation. International Yearbook of Environmental and Resource Economics, 6:
115–164, 2002.

113



Mark V. Pauly. Optimality, ”Public” Goods, and Local Governments: A General Theoretical
Analysis. Journal of Political Economy, Vol. 78 No. 3:575–585, 1970.

Pierre Picard. Natural Disaster Insurance and the Equity-Efficiency Trade-Off. The Journal of Risk

and Insurance, Vol. 75, No. 1:17–38, 2008.

Gwilym Pryce and Yu Chen. Flood risk and the consequences for housing of a changing climate:
An internationalperspective. Risk Management, Vol 13, No. 4:228–246, 2011.

Ronald G. Ridker and John A. Henning. The determinants of residential property values with
special reference to air pollution. The Review of Economics and Statistics, 49(2):246–57, 1967.

Jane Risen and Clayton R. Critcher. Visceral fit: While in a visceral state, associated states of the
world seem more likely. Journal of Personality and Social Psychology, 100(5):777–793, 2011.

Adam Rose, Keith Porter, Nicole Dash, Jawhar Bouabid, Charles Huyck, John Whitehead, Dou-
glass Shaw, Ronald Eguchi, Craig Taylor, Thomas McLane, L. Thomas Tobin, Philip T. Gander-
ton, David Godschalk, Anne S. Kiremidjian, Kathleen Tierney, and Carol Taylor West. Benefit-
Cost Analysis of FEMA Hazard Mitigation Grants. Natural Hazards Review, 8(4):97–111,
2007.

John Rust. Optimal Replacement of GMC Bus Engines: An Empirical Model of Harold Zurcher.
Econometrica, 55(5):999–1033, 1987.

Rutgers. ” New Jersey Data Book”. Rutgers Center for Government Services, New Brunswick,
NJ. njdatabook.rutgers.edu , Last Accessessed: February 4th, 2020.

Abdul-Akeem Sadiq and Douglas Noonan. Flood disaster management policy: an analysis of the
United States community ratings system. Journal of Natural Resources Policy Research, Vol. 7
Issue 1:5–22, 2015.

Abdul-Akeem Sadiq, Jenna Tyler, Doug Noonan, Richard K. Norton, Shannon E. Cunnif, and
Jeffrey Czajkowski. A Review of the Federal Emergency Management Agency’s Community
Rating System Program. Working paper, 2018.

Sarani Saha. City-level Analysis of the Effect of Political Regimes on Public Good Provision.
Public Choice, Vol. 147 No. 1/2:155–171, 2011.

John Schwartz. Humans Are Making Hurricanes Worse. Here’s How. New York Times, September
9 2018. https://www.nytimes.com/2018/09/19/climate/humans-hurricanes-causes-effects.html.

114



Susanne Scotchmer. Public Goods and the Invisible Hand in J. Quigley and E. Smolensky, eds.

Modern Public Finance. Harvard University Press, Cambridge, MA, 1994.

Kathleen Segerson. Local Environmental Policy in a Federal System: An Overview. Agricultural

and Resource Economics Review, pages 1–13, 07 2020. doi: 10.1017/age.2020.14.

William Shobe. Emerging Issues in Decentralized Resource Governance: Environmental Federal-
ism, Spillovers, and Linked Socio-Ecological Systems. Annual Review of Resource Economics,
12(1):null, 2020. doi: 10.1146/annurev-resource-110319-114535.

William Shobe and Dallas Burtraw. Rethinking Environmental Federalism in a Warming World.
Climate Change Economics, 3:1–33, 01 2012. doi: 10.2139/ssrn.1993194.

Kerry V. Smith and Ju-Chin. Huang. Can markets value air quality? a meta-analysis of hedonic
property value models. Journal of Political Economy, 103(1):209–27, 1995.

Matthias Sutter, Jurgen Huber, and Michael Kirchler. Bubbles and information: An experiment.
Management Science, 58(2):384–393, 2012.

Charles M. Tiebout. A Pure Theory of Local Expenditures. Journal of Political Economy, Vol. 64
No. 5:416–424, 1956.

Christopher Timmins and J. Murdock. A revealed preference approach to the measurement of
congestion in travel cost models. Journal of Environmental Economics and Management, 53:
230–49, 2007.

Catherine H. Tinsley, Robin L. Dillon, and Matthew A. Cronin. How near-miss events amplify or
attenuate risky decision making. Management Science, 58(9):1596–1613, 2012.

Razvan Vlaicu. Executive Performance under Direct and Hierarchical Accountability Structures:
Theory and Evidence. Working paper, 2008.

Razvan Vlaicu and Alexander Whalley. Hierarchical accountability in government. Journal of

Public Economics, Vol. 134:85–99, 2016.

Kathrine von Graevenitz. The Amenity Cost of Traffic Noise. Journal of Environmental Economics

and Managemen, 90:1–22, 2018.

Katherine R. H. Wagner. Adaptation and Adverse Selection in Markets for Natural Disaster Insur-
ance. Working Paper, 2019.

115



John Whitehead and Adam Rose. Estimating environmental benefits of natural hazard mitigation
with data transfer: Results from a benefit-cost analysis of Federal Emergency Management
Agency hazard mitigation grants. Mitigation and Adaptation Strategies for Global Change, 14:
655–676, 10 2009.

Alan Williams. The Optimal Provision of Public Goods in a System of Local Government. Journal

of Political Economy, Vol. 74 No. 1:18–33, 1966.

John Yinger. Capitalization and the Theory of Local Public Finance. Journal of Political Economy,
Vol. 90 No. 5:917–943, 1982.

116



Appendices

117



A Appendix to Chapter 1

A.1 Appendix Tables

Table A1: Description of Public Awareness CRS Activities

Table A2: DD Models for Hurricane Katrina Inclusive of all Residential Sales and with No Con-
trols

Table A3: Table Setup for Post and Post Interaction Variables

118



Table A4: Triple Difference Models for Hurricane Katrina Limited to Repeated Residential Sales
with Controls and Utilizes the Pre and After Post-Storm Period

119



Table A5: Triple Difference Models for Hurricane Katrina Limited to Repeated Firm Transacted
Residential Sales and with Controls

120



Table A6: Triple Difference Hedonic Regression Models for Hurricane Sandy Limited to Repeated
Firm Transacted Residential Sales and with Controls

121



Table A7: Triple Difference Hedonic Regression Models for Hurricane Sandy Inclusive of All
Residential Sales and with Controls

122
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A.2 Appendix Figures
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Figure A2: Map of Flood Risk in New Jersey Counties and Housing Sales

Figure A3: Trends Across All Storms
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Figure A4: Trends Around Hurricane Katrina

Figure A5: Event Study Coefficients on Zone x Month (All Sales, Municipality FE)
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Figure A6: Event Study Coefficients on CRS x Zone x Month (All Sales, Municipality FE, Other
Group Time Trends)

Figure A7: Event Study Coefficients on Zone x Month (All Sales, Municipality FE, Other Group
Time Trends)
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Figure A8: Event Study Coefficients on Zone x Month (All Sales, House FE)

Figure A9: Event Study Coefficients on CRS x Zone x Month (All Sales, House FE, Other Group
Time Trends)
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Figure A10: Event Study Coefficients on Zone x Month (All Sales, House FE, Other Group Time
Trends)

Figure A11: Event Study Coefficients on Zone x Month (Firm Sales, Municipality FE)
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Figure A12: Event Study Coefficients on CRS x Zone x Month (Firm Sales, Municipality FE,
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Figure A13: Event Study Coefficients on Zone x Month (Firm Sales, Municipality FE, Other Group
Time Trends)
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Figure A14: Trends for High Risk and Low Risk Zones
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B Appendix to Chapter 2

B.1 Model Proofs

Proposition 1. Given assumptions 1-4 hold, then an increase in risk or increase in the probability

of damages, π , will increase p.

Proof of Proposition 1. Consider how the optimal p changes given a change in π . From the im-
plicit function theorem yields the linear approximation:

∂2U
∂2 p
× ∂p +

∂U
∂p∂π

× ∂π = 0 (B1)

Rearranging yields:

∂p
∂π

= −
∂U

∂p∂π

∂2U
∂2 p

(B2)

The SOC yields ∂2U
∂2 p < 0. Therefore, proposition 1 holds if ∂U

∂p∂π
> 0.

∂U
∂p∂π

= (−1)× ∂u(a, W(p))
∂W(p)

× ∂W(p)
∂p

+
[

∂u(a×ψ(1, p), W(p))
∂ψ(1, p)

× a× ∂ψ(1, p)
∂p

+
∂u(a×ψ(1, p), W(p))

∂W(p)
× ∂W(p)

∂p

]
=

∂u(a×ψ(1, p), W(p))
∂ψ(1, p)

× a× ∂ψ(1, p)
∂p

+
∂W(p)

∂p
×
[

∂u(a×ψ(1, p), W(p))
∂W(p)

− ∂u(a, W(p))
∂W(p)

]
(B3)

The first term is greater than zero by assumptions 1 and 2. The second term is greater than zero
as ∂W(p)

∂p < 0 by assumption 4 and ∂u(a×ψ(1,p),W(p))
∂W(p) < ∂u(a,W(p))

∂W(p) by assumption 3. Therefore,
∂U

∂p∂π
> 0 and ∂p

∂π
> 0 as desired.

Proposition 2. Given assumptions 1-4 hold, then an increase in wealth, w, will increase p.

Proof of Proposition 2. Following the same argument as the proof to proposition 1, I have:

∂p
∂w

= −
∂U

∂p∂w
∂2U
∂2 p

(B4)
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As before, I need to show ∂U
∂p∂w

∂U
∂p∂w

= (1− π)× ∂2u(a, W(p))
∂2W(p)

× ∂W(p)
∂p

× ∂W(p)
∂w

+ π ×
[

∂u(a×ψ(1, p), W(p))
∂ψ(1, p)∂W(p)

× a× ∂ψ(1, p)
∂p

× ∂W(p)
∂w

+
∂2u(a×ψ(1, p), W(p))

∂2W(p)
× ∂W(p)

∂p
× ∂W(p)

∂w

]
(B5)

By definition of W(p), assumption 2 and assumption 4, I know that the first term is greater than
zero. By assumptions 1-3 and the definition of W(p), the second term is greater than zero. By
assumptions 2,4 and definition W(p) the last term is also greater than zero. Combining, yields

∂U
∂p∂w > 0 as desired.

Proposition 3. Holding tax rate, τ , constant, an increase in housing value, h, will increase p.

Proof of Proposition 3. The proof of this proposition is straightforward and does not rely on com-
parative statics. The government budget constraint binds at the optimum and therefore:

cp × p∗ = n× τ × h (B6)

Suppose h is increased to h then:
cp × p∗ = n× τ × h (B7)

Since I assumed τ is held constant then p∗ = n×τ×h
cp

> p∗ > n×τ×h
cp

as desired.

Proposition 4. Given assumptions 1-4 hold, an increase in n will increase p.

Proof of Proposition 4. Following the same argument as the proofs to proposition 1 and 2, I have:

∂p
∂n

= −
∂U

∂p∂n
∂2U
∂2 p

(B8)

As before, I need to solve for ∂U
∂p∂n

∂U
∂p∂n

= (1− π)×
[

∂2u(a, W(p))
∂2W(p)

× ∂W(p)
∂p

× ∂W(p)
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]
+ π ×
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× ∂W(p)
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∂p
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∂n
+
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∂W(p)

× ∂W(p)
∂p∂n

]
(B9)
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By definition of W(p), assumption 2 and assumption 4, I know that the first term and second
term are greater than zero. By assumptions 1-3 and the definition of W(p), the third term is greater
than zero. By assumptions 2,4 and definition W(p) the last two terms are also greater than zero.
Combining, yields ∂U

∂p∂n > 0 as desired.

B.2 Model Proofs: Relaxing Assumption on Full Insurance

Suppose I relax the assumption that insurance is equal to 1. If instead, I assume that i a function of
risk π and protection p and i is well behaved and concave with respect to both variables and that
the cross partials are positive, then the propositions 1-4 of the model will still hold.

Consider the maximization problem in Equation 2.5 and the relaxed assumption on i. The first
order condition with respect to hazard protection is now:

∂U(·)
∂p

= (1− π)× ∂u(a, p)
∂W(p)

× ∂W(p)
∂p

+ π ×
[
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(
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+
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∂i
× ∂i

∂p

)
+

∂u(a×ψ(i, p), W(p))
∂W(p)

× ∂W(p)
∂p

]
= 0

(B10)

Note that the difference between Equation B.2 and the original FOC is the additional term
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∂ψ(i,p)
∂i × ∂i

∂p Taking the derivative of the with respect to P yields the New SOC:
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× ∂i

∂p

)
+

∂u(a×ψ(i, p), W(p))
∂W(p)

× ∂2W(p)
∂2 p

]
(B11)

Following the assumptions from the main text, Equation B11 is less than 0 if ∂2i
∂2 p ≤ 0 and

∂2ψ(i,p)
∂2i ≤ 0 . Proposition 3 clearly still holds. And, Propositions 2 and 4 hold as the only

additional terms in the cross partials ( ∂U
∂p∂w and ∂U

∂p∂n ) are greater than zero. Thus, I will just show
the proof for Proposition 1.

Proof of Proposition 1. To prove Proposition 1, I just need to show that ∂U
∂p∂π

> 0.

∂U
∂p∂π

=
∂u(a×ψ(1, p), W(p))

∂ψ(1, p)
× a×

(
∂ψ(i, p)

∂p

)
+

∂W(p)
∂p

×
[

∂u(a×ψ(1, p), W(p))
∂W(p)

− ∂u(a, W(p))
∂W(p)

]
+

∂u(a×ψ(i, p), W(p))
∂ψ(i, p)

× a
[

∂ψ(i, p)
∂i

× ∂i
∂p

+ π × ∂i
∂p
× ∂2ψ(i, p)

∂2i
+ π × ∂ψ(i, p)

∂i

2

× ∂i
∂p∂π

]
(B12)

The first and second lines of the simplified equation are still greater than zero because of as-
sumptions 1-4. The last two lines of Equation B12 are greater than 0 as long as the absolute value
of ∂2ψ(i,p)

∂2i is sufficiently small. Therefore, ∂U
∂p∂π

> 0 and ∂p
∂π

> 0 as desired.
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B.3 Empirical Results

In the empirical analysis I discuss additional specifications I run as robustness tests. I include those
results here.

Table B1: CRS Participation with a Continuous Risk Measure

(1) (2)
VARIABLES CRS Points CRS Class

Mayor-Council Indicator = 1 153.9*** 0.273***
(33.79) (0.0621)

Percent Second Homeowners 7.441*** 0.0134***
(0.796) (0.00145)

Log(Real Estate Contr.) -35.71** -0.0682**
(17.47) (0.0318)

Log(Construction Services Contr.) 47.11*** 0.0854***
(16.53) (0.0308)

Percentage Democrat Voters 0.582 -0.000458
(1.505) (0.00276)

Percent Voter Turnout 3.462* 0.00640*
(1.986) (0.00360)

Term Length 2.453 0.0161
(31.43) (0.0584)

Indicator for Large Government = 1 51.88 0.0644
(46.24) (0.0853)

Log(Est. Population) 90.84*** 0.162***
(11.78) (0.0219)

Log(Per capita Tax from Property Value) 95.35*** 0.171***
(17.60) (0.0325)

Percent on SNAP -25.27*** -0.0467***
(2.612) (0.00469)

Percentage of Homes at High Risk 10.47*** 0.0182***
(0.565) (0.00102)

Constant -2,462*** -14.39***
(331.0) (0.605)

Observations 1,598 1,598
R-squared 0.560 0.545

Notes: Dependent variable is defined as CRS total points in column 1
and CRS Class in column 2. Includes County-Year fixed effects. Robust
standard errors are in parentheses. Asterisks indicate statistical signifi-
cance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from
National Institute on Money In Politics, municipality characteristics
from Rutgers New Jersey Data Book.
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Table B2: CRS Participation with Government Size Indicator Controls

(1) (2)
VARIABLES CRS Points CRS Class

Mayor-Council Indicator = 1 193.2** 0.321**
(77.78) (0.144)

Percent Second Homeowners 9.106*** 0.0164***
(0.766) (0.00139)

Log(Real Estate Contr.) -31.31* -0.0606*
(18.27) (0.0333)

Log(Construction Services Contr.) 64.58*** 0.118***
(16.36) (0.0303)

Percentage Democrat Voters -0.145 -0.000917
(1.638) (0.00293)

Percent Voter Turnout 3.128 0.00611*
(1.960) (0.00354)

Term Length 165.7*** 0.304***
(37.83) (0.0711)

Government Size = 4 173.1* 0.321*
(103.9) (0.191)

Government Size = 5 153.1*** 0.319***
(51.13) (0.0971)

Government Size = 6 -183.4 -0.247
(120.3) (0.222)

Government Size = 7 203.4** 0.400**
(82.72) (0.155)

Government Size = 8 170.2 0.350*
(104.4) (0.196)

Government Size = 10 275.6** 0.326
(120.5) (0.229)

Log(Est. Population) 90.14*** 0.154***
(14.85) (0.0278)

Log(Per capita Tax from Property Value) 124.8*** 0.222***
(18.48) (0.0341)

Percent on SNAP -25.37*** -0.0454***
(2.780) (0.00495)

Indicator for Risk = 1 631.0*** 1.105***
(42.12) (0.0758)

Constant -3,612*** -16.42***
(353.7) (0.648)

Observations 1,598 1,598
R-squared 0.558 0.544

Notes: Dependent variable is defined as CRS total points in column 1
and CRS Class in column 2. Includes County-Year fixed effects. Robust
standard errors are in parentheses. Asterisks indicate statistical signifi-
cance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from
National Institute on Money In Politics, municipality characteristics
from Rutgers New Jersey Data Book.

149



Table B3: CRS Participation By Activity

(1) (2) (3)
VARIABLES C340 Points C430 Points C540 Points

Mayor-Council Indicator = 1 0.620** 15.47 20.62***
(0.295) (10.97) (4.755)

Percent Second Homeowners 0.0395*** 1.369*** 0.616***
(0.0101) (0.236) (0.116)

Log(Real Estate Contr.) -0.535** 3.475 -7.274**
(0.260) (4.805) (2.906)

Log(Construction Services Contr.) 0.303* 10.26** 8.654***
(0.170) (4.925) (2.299)

Percentage Democrat Voters 0.0406 0.216 -0.719**
(0.0303) (0.435) (0.287)

Percent Voter Turnout 0.0250 0.496 0.331
(0.0203) (0.599) (0.293)

Term Length 0.320 -8.658 20.18***
(0.321) (11.62) (4.567)

Indicator for Large Government = 1 -0.785*** 18.02 -16.35**
(0.283) (15.91) (7.109)

Log(Est. Population) 0.189 19.63*** 4.263**
(0.120) (3.690) (1.860)

Log(Per capita Tax from Property Value) 0.551*** 28.46*** 14.96***
(0.126) (5.094) (2.340)

Percent on SNAP -0.0296** -5.584*** -2.749***
(0.0143) (0.818) (0.351)

Indicator for Risk = 1 1.121*** 96.39*** 104.3***
(0.191) (11.15) (6.688)

Constant -8.777*** -699.1*** -282.4***
(2.855) (106.2) (46.94)

Observations 1,598 1,598 1,598
R-squared 0.138 0.371 0.523

Notes: Dependent variable is defined as CRS total points for each activity. Includes
County-Year fixed effects. Robust standard errors are in parentheses. Asterisks indicate
statistical significance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from National Institute
on Money In Politics, municipality characteristics from Rutgers New Jersey Data Book.
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Table B4: CRS Participation (Binary Measures) - Tobit

(1) (2)
VARIABLES CRS Top CRS Levels

Mayor-Council Indicator = 1 0.0967*** 0.0857***
(0.0195) (0.0176)

Percent Second Homeowners 0.00539*** 0.00387***
(0.000499) (0.000451)

Log(Real Estate Contr.) -0.00870 -0.0251*
(0.0144) (0.0131)

Log(Construction Services Contr.) 0.0560*** 0.0290***
(0.0121) (0.0110)

Percentage Democrat Voters 0.00228* -0.00209*
(0.00118) (0.00107)

Percent Voter Turnout 0.00261** 0.000956
(0.00112) (0.00101)

Term Length 0.00524 0.0190
(0.0203) (0.0183)

Indicator for Large Government = 1 0.0857*** 0.0825***
(0.0327) (0.0296)

Log(Est. Population) 0.0565*** 0.0431***
(0.00776) (0.00702)

Log(Per capita Tax from Property Value) 0.0623*** 0.0389***
(0.00881) (0.00797)

Percent on SNAP -0.0126*** -0.00969***
(0.00145) (0.00131)

Indicator for Risk = 1 0.456*** 0.196***
(0.0219) (0.0198)

Observations 1,598 1,598

Notes: Dependent variable is defined as an indicator for participation CRS in
column 1 and as an indicator for participation at class 7 or higher in column
2. Includes County-Year fixed effects. Standard errors are in parentheses.
Sources: CRS and flood risk data from FEMA, contribution data from Na-
tional Institute on Money In Politics, municipality characteristics from Rut-
gers New Jersey Data Book.
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Table B5: CRS Participation (Binary Measures) - LPM

(1) (2)
VARIABLES CRS Top CRS Levels

Mayor-Council Indicator = 1 0.0967*** 0.0857***
(0.0206) (0.0171)

Percent Second Homeowners 0.00539*** 0.00387***
(0.000507) (0.000446)

Log(Real Estate Contr.) -0.00870 -0.0251**
(0.0123) (0.0105)

Log(Construction Services Contr.) 0.0560*** 0.0290***
(0.0110) (0.00974)

Percentage Democrat Voters 0.00228** -0.00209**
(0.00105) (0.000929)

Percent Voter Turnout 0.00261** 0.000956
(0.00125) (0.00102)

Term Length 0.00524 0.0190
(0.0195) (0.0187)

Indicator for Large Government = 1 0.0857*** 0.0825**
(0.0271) (0.0323)

Log(Est. Population) 0.0565*** 0.0431***
(0.00714) (0.00676)

Log(Per capita Tax from Property Value) 0.0623*** 0.0389***
(0.0108) (0.00928)

Percent on SNAP -0.0126*** -0.00969***
(0.00151) (0.00112)

Indicator for Risk = 1 0.456*** 0.196***
(0.0272) (0.0219)

Constant -1.973*** -1.082***
(0.223) (0.181)

Observations 1,598 1,598
R-squared 0.530 0.338

Notes: Dependent variable is defined as an indicator for participation CRS in
column 1 and as an indicator for participation at class 7 or higher in column 2.
Includes County-Year fixed effects. Robust standard errors are in parentheses.
Sources: CRS and flood risk data from FEMA, contribution data from Na-
tional Institute on Money In Politics, municipality characteristics from Rut-
gers New Jersey Data Book.
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Table B6: CRS Participation - Information Treatment DID

(1) (2)
VARIABLES CRS Points CRS Class

Mayor-Council Indicator = 1 221.4*** 0.396***
(32.34) (0.0588)

Post Sandy 423.8** 0.789**
(176.8) (0.328)

Flood 100.9*** 0.219***
(29.89) (0.0545)

Post Sandy X Flood 289.0*** 0.515***
(91.50) (0.171)

Percent Second Homeowners 8.421*** 0.0150***
(0.770) (0.00139)

Log(Real Estate Contr.) -41.56** -0.0792**
(17.64) (0.0320)

Log(Construction Services Contr.) 47.23*** 0.0806***
(16.49) (0.0302)

Percentage Democrat Voters -1.466 -0.00418
(1.592) (0.00290)

Percent Voter Turnout 1.781 0.00324
(1.965) (0.00353)

Term Length -1.168 -0.000520
(33.49) (0.0619)

Indicator for Large Government = 1 60.00 0.0748
(46.20) (0.0867)

Log(Est. Population) 86.65*** 0.153***
(11.71) (0.0217)

Log(Per capita Tax from Property Value) 113.5*** 0.200***
(17.50) (0.0321)

Percent on SNAP -23.60*** -0.0438***
(2.372) (0.00429)

Indicator for Risk = 1 658.1*** 1.143***
(42.66) (0.0768)

Constant -2,435*** -14.20***
(351.9) (0.636)

Observations 1,598 1,598
R-squared 0.562 0.550

Notes: Dependent variable is defined as CRS total points in column 1 and CRS Class in column
2. Includes County-Year fixed effects. Robust standard errors are in parentheses. Asterisks
indicate statistical significance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from National Institute on
Money In Politics, municipality characteristics from Rutgers New Jersey Data Book.
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Table B7: CRS Participation (Binary Measures) - Government Accountability

(1) (2)
VARIABLES CRS Top CRS Levels

Mayor-Council Indicator = 1 0.105*** 0.0964***
(0.0218) (0.0197)

Post Sandy 0.266*** 0.310***
(0.100) (0.0906)

Post Sandy x Mayor Council -0.0355 -0.0456
(0.0385) (0.0348)

Percent Second Homeowners 0.00540*** 0.00388***
(0.000509) (0.000460)

Log(Real Estate Contr.) -0.00889 -0.0253*
(0.0147) (0.0133)

Log(Construction Services Contr.) 0.0563*** 0.0293***
(0.0124) (0.0112)

Percentage Democrat Voters 0.00226* -0.00212*
(0.00121) (0.00109)

Percent Voter Turnout 0.00262** 0.000969
(0.00114) (0.00103)

Term Length 0.00521 0.0189
(0.0207) (0.0187)

Indicator for Large Government = 1 0.0860** 0.0829***
(0.0334) (0.0302)

Log(Est. Population) 0.0565*** 0.0431***
(0.00792) (0.00716)

Log(Per capita Tax from Property Value) 0.0625*** 0.0392***
(0.00900) (0.00813)

Percent on SNAP -0.0126*** -0.00963***
(0.00148) (0.00134)

Indicator for Risk = 1 0.456*** 0.195***
(0.0224) (0.0202)

Constant -1.980*** -1.092***
(0.215) (0.195)

Observations 1,598 1,598
R-squared 0.530 0.339

Notes: Dependent variable is defined as an indicator for participation CRS in
column 1 and as an indicator for participation at class 7 or higher in column 2.
Includes County-Year fixed effects. Robust standard errors are in parentheses.
Sources: CRS and flood risk data from FEMA, contribution data from Na-
tional Institute on Money In Politics, municipality characteristics from Rut-
gers New Jersey Data Book.
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Table B8: Probability of CRS Participation (Binary Measures) Before and After Hurricane Sandy:
Marginal Effects

(1) (2) (3) (4)
VARIABLES CRS Before Sandy Top CRS Levels Before Sandy CRS After Sandy Top CRS Levels After Sandy

Mayor-Council Indicator = 1 0.0679*** 0.0754*** -0.0146 -0.0156
(0.0228) (0.0202) (0.0445) (0.0460)

Percent Second Homeowners 0.00472*** 0.00397*** 0.00622*** 0.00472***
(0.000572) (0.000538) (0.00120) (0.00128)

Log(Real Estate Contr.) -0.0151 -0.0183 0.0543 0.0299
(0.0163) (0.0140) (0.0567) (0.0579)

Log(Construction Services Contr.) 0.0488*** 0.0328** 0.0623* 0.0290
(0.0149) (0.0135) (0.0356) (0.0384)

Percentage Democrat Voters 0.00290** -0.00189 0.00690** 0.00569
(0.00136) (0.00131) (0.00333) (0.00376)

Percent Voter Turnout -0.000475 -0.000559 0.00486* 0.00206
(0.00116) (0.00106) (0.00265) (0.00273)

Term Length 0.0141 0.0524** -0.0911** -0.118***
(0.0237) (0.0208) (0.0459) (0.0458)

Indicator for Large Government = 1 0.0797* 0.114** 0.236*** 0.117
(0.0428) (0.0452) (0.0909) (0.0916)

Log(Est. Population) 0.0338*** 0.0224*** 0.109*** 0.116***
(0.00905) (0.00785) (0.0203) (0.0209)

Log(Per capita Tax from Property Value) 0.0438*** 0.00602 0.0672*** 0.0931***
(0.00969) (0.00842) (0.0222) (0.0218)

Percent on SNAP -0.0124*** -0.00829*** -0.0135*** -0.0152***
(0.00212) (0.00227) (0.00290) (0.00375)

Indicator for Risk = 1 0.413*** 0.129*** 0.484*** 0.334***
(0.0385) (0.0253) (0.0582) (0.0618)

Observations 1,099 1,099 374 374

Notes: The first two columns limit the data to the years prior to Hurricane Sandy and the final two columns limit the data to the years after Hurricane Sandy. The dependent variable in the
even columns is defined as an indicator for CRS participation. The dependent variable in the odd columns is an indicator for participating in CRS at class 7 or higher. Includes County-Year
fixed effects. Standard errors are in parentheses. Asterisks indicate statistical significance at 10% (*), at 5% (**) and at 1% (***).
Sources: CRS and flood risk data from FEMA, contribution data from National Institute on Money In Politics, municipality characteristics from Rutgers New Jersey Data Book.
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C Appendix to Chapter 3

C.1 Hedonic Analyses Appendix

In this section of the appendix I consider the robustness of the results of my hedonic analyses by
running several empirical tests of the assumptions and by utilizing alternate specifications for the
hedonic analysis. The first subsection considers and tests the assumptions of my empirical analyses
and the second subsection presents the alternate specifications.

Tests of Assumptions

As my preferred specification follows Bajari et al. (2012), I start by testing the third and testable
assumption of their method. This test is consistent with the test Bajari et al. (2012) present in
their paper. This test relies on a regression of annual returns on average returns and the relevant
housing attributes. A small R-squared indicates that their explanatory power is small and that the
assumption is reasonable. I find that the R-squared is very small.

Table C1: Efficient Market Hypothesis: Test of Assumption 3

Variable Annual Return

Average Return 0.011
(0.008)

CRS Class 0.003
(0.002)

Log Premium 0.041
(0.004)

Spillover 0.019
(0.005)

Zone High Indicator -0.056
(0.005)

Percent on Snap 0.000
(0.000)

Number of Stories -0.005
(0.001)

Log Population -0.009
(0.002)

R-sqaured 0.001
N 202,355

Notes: Robust Standard Errors in parentheses.

I also consider the traditional hedonic model, which assumes that homeowners are myopic
about future amenities and thus the coefficients are essentially static estimates. However, home-
owners may consider the current housing attribute as a reflection of the future attribute in their
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purchasing decision. To check and correct for this problem, I employ the tests detailed in Bishop
and Murphy (2019). These tests consider the relationship between prior level of housing attribute
and the current level of attribute to back out whether the static estimates are biased or not. Specifi-
cally, a regression of the current variable is run on the lag variable and time trend. The bias estimate
is then calculated from the regression result using this formula:

γk =
∑

T
t=1β

t−1ρt−1
1,k

∑
T
t=1β

t−1
(C1)

Where β is the discount rate, ρ1,k the coefficient on the lag variable xk from the regression,
and T is the number of years into the future the adjustment accoutns for. As I have three hedonic
estimates of interest (CRS, Premium, and Spillover), I employ the test for each variable. I find that
the static hedonic estimates on CRS class and Spillover variables will be relatively unbiased with
the CRS class static coefficient slightly biased up. Whereas, the hedonic coefficient on premium
will be biased down.

Table C2: Estimate of Bias from Static Hedonic Analyses

CRS Class Log
Premium

Spillover

Bias
Estimate

1.08 0.23 1.00

Implied
Bias (%)

7.31 -333.41 0.03

Accounting for this bias, changes the MWTP for an increase in premium to be much closer to
the MWTP results from the preferred 2SLS method.

Alternate Specifications

The alternate specifications I consider use different subsets of data, the traditional hedonic method
with additional controls, and all sales with municipality fixed effects as opposed to repeat sales.
These are presented in Tables C4 through C8.
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Table C3: Static and Forward Looking Hedonic Estimates

Variable CRS Class Log Premium Spillover

Panel A: Zone High

Static MWTP ($) 1347.854 -22.535 9354.044
Forward Looking MWTP ($) 1249.364 -97.6692 9351.456
Panel B: Zone Low

Static MWTP ($) 104.761 -21.13 2860.042
Forward Looking MWTP ($) 97.10593 -91.57977 2859.251
Panel C: All Repeat Sales

Static MWTP ($) 561.772 -18.945 6453.688
Forward Looking MWTP ($) 520.7224 -82.10974 6451.903

Notes: Static MWTP are from initial Hedonic analysis. The MWTP estimates are calculated at the mean house value
of 366,886 USD and annualized for a 30 year mortgage. Counties around NYC are dropped. Robust Standard Errors in
parentheses.

Table C4: Estimates from Hedonic Regressions with 2SLS: All Municipalities

Variable Coefficient MWTP

Panel A: Zone High

CRS Class 0.332 $4,059.101
(0.024)

Log Premium -1.039 $-127.030
(0.226)

Spillover 0.389 $4,761.098
(0.024)

Panel B: Zone Low

CRS Class 0.210 $2,569.314
(0.020)

Log Premium -0.032 $-3.853
(0.157)

Spillover -0.029 $-360.742
(0.018)

Panel C: All Repeat Sales

CRS Class 0.288 $3,526.276
(0.015)

Log Premium -0.067 $-8.184
(0.133)

Spillover 0.154 $1,885.479
(0.013)

Notes: MWTP are calculated at the mean house value of 366,886 USD and annualized for a 30 year mortgage. Counties
around NYC are included. Robust Standard Errors in parentheses.
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Table C5: Estimates from Hedonic Regressions: All Municipalities

Variable Coefficient MWTP

Panel A: Zone High

CRS Class 0.107 $1,311.618
(0.016)

Log Premium -0.166 $-20.360
(0.042)

Spillover 0.756 $9,240.724
(0.063)

Panel B: Zone Low

CRS Class 0.002 $28.218
(0.010)

Log Premium -0.084 $-10.331
(0.025)

Spillover 0.016 $191.969
(0.041)

Panel C: All Repeat Sales

CRS Class 0.035 $424.130
(0.009)

Log Premium -0.088 $-10.729
(0.021)

Spillover 0.262 $3,209.164
(0.034)

Notes: MWTP are calculated at the mean house value of 366,886 USD and annualized for a 30 year mortgage. Counties
around NYC are included. Robust Standard Errors in parentheses.
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Table C6: Estimates from Hedonic Regressions with 2SLS: Additional Controls

Variable Coefficient MWTP

Panel A: Zone High

CRS Class 0.215 $2,633.174
(0.033)

Log Premium -0.728 $-88.994
(0.380)

Spillover 0.262 $3,209.258
(0.090)

Panel B: Zone Low

CRS Class 0.189 $2,307.577
(0.027)

Log Premium -0.790 $-96.648
(0.262)

Spillover 0.256 $3,127.495
(0.076)

Panel C: All Repeat Sales

CRS Class 0.219 $2,673.036
(0.019)

Log Premium -0.797 $-97.495
(0.209)

Spillover 0.275 $3,358.902
(0.052)

Notes: MWTP are calculated at the mean house value of 366,886 USD and annualized for a 30 year mortgage. Counties
around NYC are dropped. Additional Controls Included Robust Standard Errors in parentheses.
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Table C7: Estimates from Hedonic Regressions: Additional Controls

Variable Coefficient MWTP

Panel A: Zone High

CRS Class 0.067 $819.972
(0.017)

Log Premium -0.170 $-20.790
(0.041)

Spillover 0.481 $5,881.199
(0.066)

Panel B: Zone Low

CRS Class 0.021 $257.040
(0.011)

Log Premium -0.070 $-8.557
(0.027)

Spillover 0.118 $1,443.958
(0.061)

Panel C: All Repeat Sales

CRS Class 0.045 $552.503
(0.009)

Log Premium -0.075 $-9.167
(0.022)

Spillover 0.326 $3,983.252
(0.044)

Notes: MWTP are calculated at the mean house value of 366,886 USD and annualized for a 30 year mortgage. Counties
around NYC are dropped. Additional Controls Included Robust Standard Errors in parentheses.
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Table C8: Estimates from Hedonic Regressions: All Sales

Variable Coefficient MWTP

Panel A: Zone High

CRS Class 0.093 $1,139.940
(0.008)

Log Premium -0.085 $-10.418
(0.017)

Spillover 0.592 $7,237.324
(0.030)

Panel B: Zone Low

CRS Class 0.009 $107.280
(0.005)

Log Premium -0.106 $-13.014
(0.011)

Spillover 0.205 $2,506.137
(0.027)

Panel C: All Repeat Sales

CRS Class 0.037 $456.895
(0.004)

Log Premium -0.091 $-11.105
(0.009)

Spillover 0.412 $5,034.565
(0.020)

Notes: Hedonic regressions of price on characteristics using all sales and municipality fixed effects. MWTP are calculated at
the mean house value of 366,886 USD and annualized for a 30 year mortgage. Counties around NYC are dropped. Additional
Controls Included Robust Standard Errors in parentheses.
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C.2 DDC Model Appendix

First, I present the results of the regressions estimating the state transitions. Note, many of the
state transitions are not time-varying or are deterministic. Thus, I have included the results for
the three variables that need their states predicted. Second, I present additional figures form the
counterfactual analyses. Third, I present the results of the cost estimates if I utilized the Hedonic
MWTP from Table 3.4 and not Table 3.3

C.3 Results of Regressions for State Transition Matrix

Table C9 presents the results of Equation 3.17 for the Number of Houses, Average House Price,
and the Municipality Tax Rate.

Table C9: Transition Regressions

Variable Number of Houses Tax Rate Price

Lag Number of Houses 1.008
(0.001)

Lag Tax Rate 1.003
(0.003)

Lag Price 0.961
(0.005)

Observations 5,420 5,420 5,420
R-squared 0.990 0.985 0.928

Notes: All regressions control for county-year fixed effects. Standard Errors in parentheses.
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Additional Counterfactual Figures

Figure C1: Increase Proportion of Homes at High Risk: Participation by Class

Figure C2: Increase Insurance Premium: Participation by Class
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Figure C3: Change Incentive Structure: Participation by Class

Results using Traditional Hedonic MWTP Estimates

In this section I present the cost estimates and fit of the dynamic discrete choice model, if I used
the estimates from the traditional hedonic model in the first stage instead.

Table C10: Estimates Of Perceived Costs (Million USD) - Using Traditional Hedonic Model in
First Stage

Class 1 Class 2 Class 3 Class 4 Class 5

Base Cost 193.43 51.21 62.82 133.02 220.69
Higher Risk Muni -10.21 -29.61 -24.78 -48.92 -52.90
Post Sandy -50.15 -75.58 -95.50 -115.35 -160.57
Elected Chief Executive -14.65 -14.51 -15.08 -9.90 -9.86
Greater than 20 % nonresident -14.71 -15.92 -20.10 -10.02 -10.36

Notes: Costs are calculated based on moving up one level. To move from a Class 0 to Class 5 need to sum up entire row.
The first row presents the base costs and the other rows present the changes to the base costs for some time or municipality
specific factor.
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Table C11: Moment Comparison by Class - Using Traditional Hedonic Model in First Stage

CRS Class Actual Simulated

0 0.84 0.84
1 0.03 0.03
2 0.05 0.03
3 0.04 0.03
4 0.02 0.02
5 0.01 0.04

Notes: Percentage of municipality-years at each class level are cal-
culated based on actual choices and simulated data from estimated
cost parameters.

Table C12: Moment Comparison by Year - Using Traditional Hedonic Model in First Stage

Year Actual Predicted

1999 0.19 0.18
2000 0.22 0.27
2001 0.22 0.27
2002 0.25 0.28
2003 0.27 0.28
2004 0.28 0.29
2005 0.28 0.30
2006 0.29 0.32
2007 0.29 0.36
2008 0.30 0.44
2009 0.34 0.52
2010 0.37 0.58
2011 0.39 0.58
2012 0.42 0.58
2013 0.52 0.69
2014 0.60 0.70
2015 0.68 0.72
2016 0.74 0.81
2017 0.80 0.88
2018 0.90 0.91

Notes: Average municipality participation for each year calculated
based on actual decisions and simulated data.

Table C13: Overall Model Fit - Using Traditional Hedonic Model in First Stage

Model Fit MSE

By Year 0.0113
By Class 0.0002

Notes: Each MSE is calculated using partici-
pation by subcategories within group.
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Table C14: Model Fit by Year and Class - Using Traditional Hedonic Model in First Stage

Model Fit MSE

1999 0.0000
2000 0.0005
2001 0.0004
2002 0.0001
2003 0.0001
2004 0.0002
2005 0.0001
2006 0.0002
2007 0.0003
2008 0.0005
2009 0.0009
2010 0.0012
2011 0.0011
2012 0.0009
2013 0.0009
2014 0.0009
2015 0.0012
2016 0.0025
2017 0.0029
2018 0.0029

Notes: Each MSE is calculated using partici-
pation by class and year.
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