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Abstract

Deep Convolutional Neural Networks (CNNs) have been adopted in many computer vision applications

to achieve high performance. However, the growing computational demand of CNNs has made it increas-

ingly difficult to deploy state-of-the-art CNNs onto resource-constrained platforms. As a result, model

compression/acceleration has emerged to be an important field of research. In this thesis, we intend to

make CNNs more friendly for resource-limited platforms from two perspectives. The first perspective is

to introduce novel ways of compressing/accelerating CNNs and the second perspective is to reduce the

overhead of existing methodologies for constructing resource-constrained CNNs.

In the first perspective, we propose one novel technique for model acceleration and another for model

compression. First, we propose AdaScale which is an algorithm that automatically scales the resolution

of input images to improve both the speed and accuracy of a video object detection system. Second, we

identify the Winning-Bitwidth phenomenon, where we found some weight bitwidth is more efficient than

others for model compression when the filter counts of the CNNs are allowed to change.

In the second perspective, we propose three novel algorithms for accelerating existing filter pruning

methods for constructing resource-constrained CNNs. First, we propose LeGR, an algorithm that aims to

learn a global ranking among filters of a pre-trained CNN so that compressing the CNN to different target

constraint levels using filter pruning can be done efficiently by greedily pruning the filters following the

learned ranking. Second, we improve upon LeGR and propose Joslim, which is an algorithm that trains

a CNN from scratch by jointly optimizing its weights and filter counts such that the trained CNN can

be pruned without fine-tuning. Joslim improves upon LeGR in terms of efficiency as LeGR requires

the pruned models to be fine-tuned to be usable. Lastly, we propose Width Transfer, which improves

the efficiency for filter pruning methods that are derived from a neural architecture search perspective.

Width Transfer assumes that the optimized filter counts are regular across depths and widths of a CNN

architecture and are invariant to the size and the resolution of the training dataset. As a result, Width

Transfer performs neural architecture search for filter counts by solving a proxy problem that has a much

lower overhead.
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Chapter 1

Introduction

Convolutional neural networks (CNNs) have become the state-of-the-art model for tasks in vision, in-

cluding recognition [68], detection [149], segmentation [21], image generation [85], and tasks that involve

multiple modalities, such as visual question answering [3], visual-language navigation [2], and image

generation based on language cues [142]. A common trend among the advances in these various tasks is

to scale up the CNNs in terms of model sizes to achieve increased predictive power [68, 81, 199]. While it

is effective in improving the predictive performance, it makes deployment of these CNNs onto resource-

constrained devices such as embedded platforms or mobile phones increasingly challenging. Deploying

CNNs to resource-constrained devices has gained surged interests from the research community [41].

Directly running CNNs on edge devices allows the inputs (e.g., images, texts, or sound waves) to stay

locally on the devices. This is in stark contrast to the Machine-Learning-as-a-Service paradigm where one

uploads inputs to the cloud and receives the predicted outputs from the cloud. Deploying models onto

edge devices has the following advantages:

• Better privacy as the user data never leaves their devices.

• Better control over the latency of the service as it is not dependent on the network connectivity.

While the advantages are desirable, deploying CNNs onto resource-constrained devices also poses

several challenges:

• Embedded devices are usually battery-powered while CNNs are power-hungry [165, 188]. Hence, it

is desirable to reduce the power consumption of CNNs.

• Embedded devices have low memory capacity while CNNs introduce large memory footprint [33,

98]. Hence, it is desirable to reduce the memory consumption of CNNs.

1
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• Embedded devices have limited compute capability while CNNs are compute intensive [68, 54].

Hence, it is desirable to reduce the number of operations for CNNs to meet the latency constraints

posed by real-time applications.

Toward addressing these challenges, model compression [63, 33, 99] and hardware-aware neural archi-

tecture search (NAS) [159, 183, 37, 16, 15, 133] have emerged to be active fields of research. While methods

from model compression and hardware-aware NAS have introduced better ways to meet the resource-

constraints of the embedded devices without losing much accuracy, they typically have large design-time

overhead. Specifically, most approaches treat compression as a hyperparameter optimization problem,

which requires large runtimes. Additionally, many approaches look for a specific solution that meets the

resource constraints posed by a certain device, which makes the solution not reusable for other constraint

levels. This makes it costly for designing models that will be deployed to many different devices with

different constraint levels.

1.1 Contributions

In light of the aforementioned challenges in deploying CNNs onto resource-constrained devices, in this

thesis we propose novel ways to compress and accelerate CNNs and novel ways to accelerate the model

compression process.

Novel methods for model compression and acceleration

• Chapter 3 – AdaScale for Improved Video Object Detection: Complementary to conventional ap-

proaches for model compression and acceleration such as pruning [99], quantization [33, 86], and

neural architecture search [162], we propose AdaScale, which adapts input resolution for different

images to achieve better speed and accuracy. More specifically, we propose to learn the optimal

resolution for the current frame and apply the output resolution for the next frame in a video object

detection setting. We show that the proposed approach can improve R-FCN object detector [35] by

1.3 mAP and achieve 1.6× speedup on the ImageNet VID dataset [152]. This chapter is published at

the Conference of Machine Learning and Systems (MLSys) 2019 [24].

• Chapter 4 – Tuning Channel Counts for Better Weight Quantization: We identify a novel finding

that weight quantization [98] benefits from some neural architectures more than others. More specif-

ically, as opposed to studying weight quantization by fixing the neural architecture of the model to

be quantized, we propose to study the setting where the channel counts of a neural architecture
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can be altered when considering weight quantization. Under this setting, we show that even a sin-

gle bitwidth throughout the network can outperform mixed precision (i.e., having different weight

bitwidths for different layers) quantization methods that do not take network architectures into con-

siderations. Additionally, we characterize how weight quantization depends on neural architectures.

Specifically, we show that the quantization error negatively correlates with the fan-in channel counts

for the convolutional layers being quantized. Quantitatively, one can improve the top-1 accuracy

by 1.8% for MobileNetV2 [154] on the ImageNet dataset [152] when jointly considering channel

counts and weight quantization compared to conventional mixed precision quantization methods

at the same model size. This chapter is published at the European Conference on Computer Vi-

sion Workshops (ECCVW) 2020 [23] and has received the best paper award at the Embedded Vision

Workshop.

Novel methods for accelerating model compression

• Chapter 5 – Learned Global Ranking for Efficient Filter Pruning: While filter pruning is one of

the dominant approaches for compressing and accelerating CNNs [99], discovering which filters to

prune to lead to good performance often requires costly searching procedures [71, 59, 60, 193, 115].

More importantly, the results of the search procedures can not be reused across different levels of

compression ratios, which makes filter pruning less scalable if targeting many compression ratios.

In light of this inefficiency, we proposed LeGR, which learns a ranking of all the filters in a pre-

trained CNN to determine which filters should be pruned first greedily. We show empirically that

the proposed algorithm prunes networks up to 3× faster than prior work while having comparable

or better performance when targeting seven pruned ResNet-56 [68] with different accuracy and

computational requirement profiles on the CIFAR-100 dataset [93]. Moreover, the performance of

the pruned ResNet-50 [68] and MobileNetV2 [154] achieve accuracy that are comparable to the state-

of-the-art on the ImageNet dataset [152]. This chapter is published at the Conference on Computer

Vision and Pattern Recognition (CVPR) 2020 [25] as oral presentation.

• Chapter 6 – More Efficient Filter Pruning without Fine-tuning: While LeGR [25] finds the pruned

architectures fast across different compression ratios, each of the pruned models still requires a fine-

tuning procedure to recover its accuracy, which can still be costly for certain applications. To remove

fine-tuning altogether, we propose Joslim, which aims to find jointly the many filter configurations

and the weights shared among the configurations using a unified optimization procedure. We show

empirically that the proposed method outperforms existing alternatives that aims at the same goal
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on the ImageNet dataset [152] across modern CNNs such as ResNet-18 [68] and MobileNetV2 [154].

This chapter is published at the European Conference on Machine Learning and Principles and

Practice of Knowledge Discovery in Databases (ECML-PKDD) 2021 [27].

• Chapter 7 – Efficient Filter Counts Optimization: Treating filter pruning as a neural architecture

search problem has gained increased interest [116]. However, existing approaches for doing so re-

quire an overhead equivalent to 2× training time of the input model. This can be costly when the

input model is large. To reduce such an overhead, we propose Width Transfer, which performs exist-

ing algorithms on a more efficient proxy problem. More specifically, we propose to project the CNNs

to be optimized to a shallower and narrower instance and project the training dataset to another with

smaller resolution and fewer samples. Then, we perform existing algorithms to find optimal filter

counts in the proxy setting. Finally, we transfer the found solution to the original space. We show

empirically that the proposed procedure can achieve up to 320× overhead reduction without com-

promising the top-1 accuracy improvement obtained by performing filter counts optimization on the

ImageNet dataset [152] for various modern CNNs. This chapter is published at the Conference on

Computer Vision and Pattern Recognition Workshops (CVPRW) 2021 [26].

1.2 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 provides the necessary background for

the thesis. Chapter 3 and Chapter 4 introduce novel methods for model acceleration and compression.

Chapter 5 introduces a novel method, dubbed LeGR, for accelerating the model compression process that

targets many compression ratios. Chapter 6 introduces a novel method to further get rid of the fine-tuning

overhead in LeGR. Chapter 7 introduces a novel architecture transfer method for accelerating the process

of filter counts optimization. Chapter 8 provides discussions for the proposed methods, their relationship

to neural architecture search, and their applicability to architectures besides CNNs. Chapter 9 discusses

the related work. Finally, Chapter 10 concludes this thesis and discusses future research directions.



Chapter 2

Background

2.1 Convolutional Neural Networks (CNNs)

Convolutional neural networks, or CNNs, are fundamental building blocks for state-of-the-art computer

vision algorithms. At its core, a CNN is a deep neural network that is built by stacking many consecutive

convolutional layers. A convolution operator is defined as follows:

(W ∗ X)i,j
def
= ∑

m∈[Kw ]
∑

n∈[Kh ]

Wm,nX
i+m− Kw

2 ,j+n− Kh
2
∀ i, j, (2.1)

where ∗ denotes the convolution operator, W ∈ RKw×Kh denotes the weights of the convolutional layers

where Kw and Kh are the kernel size of the convolution, X ∈ RW×H denotes the input tensor where H and

W are the height and width of the input image, and (i, j) are 2-D indices of the location to be convolved.

With this notion, we can define several types of convolution adopted in modern deep neural networks.

Standard convolution A standard convolutional layer O = Conv(X, W) takes in an input tensor X ∈

RCin×W×H , has a trainable weight tensor W ∈ RCout×Cin×Kw×Kh , and has an output tensor O ∈ RCout×W×H ,

Conv(W , X)i
def
= ∑

c∈[Cin ]

Wi,c ∗ Xc ∀ i ∈ [Cout], (2.2)

where Cin denotes the number of input channels and Cout denotes the number of output channels or also

known as the number of filters. The number of floating-point operations (FLOPs) required for a forward

pass of a standard convolution is given by W ′H′KwKhCinCout, where H′ and W ′ is the height and width of

the output feature maps. On the other hand, the number of trainable parameters in a standard convolution

is characterized as KwKhCinCout. Note that if we use a width-multiplier [77] to control the width of the

CNN, i.e., Cinw and Coutw, the overall FLOPs and parameter counts of the CNN scale about quadratically

with the width-multiplier w.

5
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Group convolution A group convolution structurally eliminates some of the connections between input

and output channels. Specifically, a group convolution splits input and output channels into G groups of

equal size and the convolution is done by executing G standard convolutions in parallel and concatenating

their respective results to form the output of the group convolution.

The FLOPs of a group convolution is characterized by
(

WHKwKh
Cin
G

Cout
G

)
G while the number of

trainable parameters is characterized KwKh
Cin
G

Cout
G .

Depth-wise convolution Depth-wise convolution is a special case of group convolution where Cin =

Cout = G. As a result, the FLOPs of a depth-wise convolution is given by WHKwKhCout while its parameter

counts is characterized as KwKh.

Point-wise convolution Point-wise convolution is a special case of standard convolution where Kw =

Kh = 1. As a result, the FLOPs of a depth-wise convolution is given by WHCinCout while its parameter

counts is characterized as CinCout.

To incorporate the non-linearity into deep neural networks, activation functions (Act) are inserted after

convolutional layers. In modern CNNs, batch normalization (BN) layers [84] are often adopted to enable

better trainability. As a result, when referring to a single layer of the CNN, we mean Act(·) ◦ BN(·) ◦

Conv(·).

There are many successful architectures for CNNs, including the VGG network that stacks convo-

lutional layers [157], ResNet that stacks convolutional layers with skip connections [68], DenseNet [79]

that has dense connections among convolutional layers, MobileNet that factorizes a standard convolution

layer into depth-wise convolution and point-wise convolution [77], and ShuffleNet [201] that replaces the

point-wise convolutional layers with a group convolution and a channel shuffling operation for more a

efficient computation. Instead of designing CNNs manually, neural architecture search has emerged to be

a promising direction for automatically finding a high accuracy CNN configuration [52] .

2.2 Model Compression/Acceleration

Model compression and acceleration is an emerging field of research for deep learning [41] given the

need to put deep models onto resource-constrained devices to enhance the applicability of deep neural

networks. In this section, we discuss the compression and acceleration techniques that are closely related

to this thesis.
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2.2.1 Pruning

Pruning removes redundant connections of an existing neural network to compress and/or accelerate the

execution of the neural network. Pruning was originally proposed as a means to combat overfitting [94].

With the success of deep learning, pruning has evolved to become a means for removing redundancies

to improve efficiency [64]. Typically, pruning can be either unstructured or structured. In unstructured

pruning the pruned unnecessary connections do not obey specific structures that can be exploited by the

underlying software and hardware. To accelerate the execution of a sparse CNN derived from unstruc-

tured pruning, sparse computation software and hardware support is necessary. On the other hand, in

structured pruning the connections are removed in a structural fashion such that the resulting pruned

network can be accelerated without specialized software or hardware implementation; in this case, the

dominant structure pruning directions address channel or filter pruning [99, 130]. To exploit existing

software and hardware implementation, we mainly consider filter pruning in this thesis.

In general, we are interested in finding the weights of a neural network θ that minimizes the expected

loss L over the training data x and label y such that the cost of executing a neural network with such

weights C(θ) is below a desired budget δ:

min
θ

Ex,y L(θ, x, y) s.t. C(θ) ≤ δ. (2.3)

In filter pruning, C(θ̂) < C(θ) only if θ̂ has fewer non-zero filters than θ. The cost function can be different

for different application scenarios. Some use the number of floating operations (FLOPs) while others use

measured latency. Note that equation 2.3 does not restrict the algorithms to use a notion of a pre-trained

model. However, solving it is hard as C is not smooth. In the literature, there are two families of methods

to approach equation 2.3. The first family of approaches relaxes the cost function C to be a convex upper-

bound and the notable approach is to add group-Lasso regularization on filters [181] or on the weight of

the BatchNorm layer [59]. The second family of approaches tries to approximate a pre-trained model with

a discrete optimization problem. Specifically, one first trains a neural network without any constraints

and obtains a pre-trained model θpre. Then, one tries to find a vector of binary masks m, which has the

dimension of the total number of filters, such that when the mask is applied to the pre-trained model

θpre �m, it results in the least loss degradation minm Ex,yL(θpre �m, x, y)− L(θpre, x, y) while satisfying

the constraint C(θpre � m) < δ. To satisfy the constraint, one can resort to a greedy algorithm that

stops once the constraint is satisfied [99, 130, 129, 72, 69], black-box optimization methods [71, 180, 122],

sampling methods [105, 95], and differentiable approximation methods [56].
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2.2.2 Quantization

Weight quantization is an effective method for reducing the model size of a CNN [211, 98, 208, 76, 43].

The key idea of weight quantization is to constrain the value of network weights to a fixed set of discrete

values that admit low-bit representations. To train networks with quantization, one has to overcome

the challenge of the quantization function not being differentiable. In quantization-aware training, the

straight-through estimator [11] is often adopted to approximate the gradient of the quantization function.

Specifically, for bitwidth values no less than 2 bit (b ≥ 2), the following quantization function is used for

weights during the forward pass:

Q(Wi,:) = b
clamp(Wi,:,−ai, ai)

ri
e × ri, ri =

ai

2b−1 − 1
(2.4)

where

clamp(w, min, max) =


w, if min ≤ w ≤ max

min, if w < min

max if w > max

and b·e denotes the round-to-nearest-neighbor function, W ∈ RCout×d, d = CinKwKh denotes the real-

value weights for the ith output filter of a convolutional layer that has Cin channels and Kw × Kh kernel

size. a ∈ RCout denotes the vector of clipping factors which are selected to minimize ‖Q(Wi,:)−Wi,:‖2
2 by

assuming Wi,: ∼ N (0, σ2 I) as suggested in [97].

If we denote

¯|Wi,:| =
1
d

d

∑
j=1
|Wi,j|, (2.5)

with the normal distribution assumption, prior work [97] suggests that one can determine ai based on

the estimation of ¯|Wi,:|. We run simulations for weights drawn from a zero-mean Gaussian distribution

with several variances and identify the best a∗i = arg minai‖Qai (Wi,:) −Wi,:‖2
2 empirically. Indeed, we

find that one can infer ai from the sample mean ¯|Wi,:|, which is shown in Figure 2.1. As a result, for the

different bitwidth values considered, we find c =
¯|Wi,: |

a∗i
via simulation and use the obtained c to calculate

ai on-the-fly throughout training.

For special cases such as 1 bit, we follow DoReFaNets [211] and define the quantization function as

follows:

Q(Wi,:) = sign(Wi,:)×
( ¯|Wi,:|

)
. (2.6)
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Figure 2.1: Finding best ai for different precision values empirically through simulation using Gaussian
with various σ2.

For the backward pass for all the bitwidths, we use a straight-through estimator as in prior literature

to make the training differentiable. That is,

∂Q(Wi,:)

∂Wi,:
= I. (2.7)

With these definitions, prior work has shown great success in training low-precision CNNs [144, 214,

87, 89, 198, 76, 31].



Chapter 3

AdaScale: Scale Inputs Adaptively for Improved

Speed and Accuracy

In this chapter, we focus on improving both the speed and accuracy of a video object detection system

by introducing a novel algorithm dubbed AdaScale. We first demonstrate the motivation behind scaling

the input images for different inputs. Then, we propose AdaScale, which is a methodology to equip

existing object detectors with the capability to scale the input resolutions adaptively to improve both

speed and accuracy for the video object detection setting. The effectiveness of AdaScale is demonstrated

by experiments on ImageNet VID [152] and Youtube-BoundingBox datasets [146].

3.1 Motivation

Video object detection acts as a fundamental building block for visual cognition in future autonomous

agents such as autonomous cars, drones, and robots. Therefore, to build systems with reliable perfor-

mance, it is critical for the detectors to be fast and accurate. Though object detection is well-studied for

static images [35, 57, 67, 112, 149], there are unique challenges in the case of video object detection, in-

cluding motion blur caused by the moving objects, failure of camera focus [216], and also real-time speed

constraints when it comes to autonomous agents. Besides these challenges, however, video object detection

also brings new opportunities to be exploited. Some of the prior work that focuses on video object detection

tries to improve average precision by leveraging a unique characteristic of video [216, 55, 91], which is the

temporal consistency (i.e., consecutive frames have similar content). On the other hand, from a speed per-

spective, prior work [217, 218, 14] counts on the temporal consistency to reduce the computation needed

for a standalone object detector. Similarly, we aim to leverage temporal consistency, but to improve both

speed and accuracy of the standalone object detectors with a novel technique called adaptive-scale testing,

10
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(a) 600 (b) 240 (c) 600 (d) 480

Figure 3.1: Examples where down-sampled images have better detection results. Blue boxes are the
detection results, and the numbers are the confidence. The detector is trained on a single scale (pixels of
the shortest side) of 600. Column (a) and (c) are tested at scale 600. Column (b) is tested at scale 240 and
column (d) is tested at scale 480.

or AdaScale.

The scale of input image affects both the speed and accuracy of modern CNN-based object detec-

tors [80]. Prior work related to image scaling addresses two directions: (i) multi-scale testing for better

accuracy, and (ii) down-sampling images for higher speed. Examples from the first category include

re-sizing images to various scales (image pyramid) and pushing them through the CNN for feature ex-

traction at various scales [35, 57, 67], as well as fusing feature maps from different layers generated by a

single-scale input image [109, 18, 9]. However, these approaches introduce extra computational overhead

compared to object detectors with single-scale inputs. Examples from the second category include Pareto

optimal search by tuning the input image scale [110, 112, 147, 80] and dynamically re-sizing the image

according to the input image [28]. However, results for these approaches demonstrate that higher speed

comes at the cost of lower accuracy when it comes to image scaling.

In contrast with prior work, we find that down-sampling images is sometimes beneficial in terms

of accuracy. Specifically, there are two sources of improvement brought by image down-sampling: (i)

Reducing the number of false positives that may be introduced by focusing on unnecessary details. (ii)

Increasing the number of true positives by scaling the objects that are too large to a size at which the object

detector is more confident. Fig. 3.1 shows images that are better when down-sampled in our experiments

using Region-based Fully Convolutional Network (R-FCN) [35] object detector on ImageNet VID dataset.

Motivated by this, our goal is to re-size the images to their best scale aiming for both higher speed and

accuracy. In this chapter, we propose AdaScale to boost both the accuracy and the speed of the standalone

object detector. Specifically, we use the current frame to predict the optimal scale for the next frame.

Our results on ImageNet VID and mini YouTube-BB datasets demonstrate 1.3 points and 2.7 points mAP

improvement with 1.6× and 1.8× speedup, respectively. Moreover, by combining with the state-of-the-art
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video acceleration work [217], we improve its speed by an an extra 25% with a slight mAP increase on

ImageNet VID dataset.

3.2 Adaptive Scaling

To adaptively scale the input resolution, we propose to learn a scale regressor given the current image

content and apply its output to resize the next frame based on the temporal consistency assumption

in video object detection. Fig. 3.2 provides an overview for AdaScale methodology. It includes fine-

tuning the object detector, using the resulting detector to generate the optimal scale labels, training the

scale regressor with the generated labels, and the deployment of AdaScale in video object detection. We

discuss each component in detail in the following sections.

Figure 3.2: The AdaScale methodology.

3.2.1 Optimal Scale

To define the optimal scale (pixels of the shortest side) of a given image, we need to first define a finite set

of scales S (e.g., in our case S = {600, 480, 360, 240}) and we must have a metric that evaluates the quality

of the detection results at these different scales. Naïvely, we can use the commonly used mean average

precision (mAP) to compare different scales, and define the scale with the largest mAP as the optimal

scale. However, the mAP evaluated for a single image is sparse due to limited number of ground truths

per image. Hence, we opt to count on the loss function that is used to train the object detector as the

metric to compare results at different scales. In general, the loss function for an object detector used in

training often includes the bounding box regression loss and classification loss [57, 149, 35]:

L(p, u, t, t̂) = Lcls(p, u) + λ[u ≥ 1]Lreg(t, t̂), (3.1)

where p is a vector of predicted probability for each pre-defined class, u is the ground truth class label (0

means background), t̂ is a four-dimension vector that indicates the location information of the bounding

box [57], and t is also a four-dimension vector that represents the ground truth location of the bounding

box. Noted that [u ≥ 1] indicates that regression loss only applies to the bounding box whose ground

truth label is not background. Practically [35, 110], a predicted bounding box is assigned to foreground

when there is at least one ground truth bounding box that has over 0.5 Jaccard overlap (intersection over

union) [53] with it; otherwise, it is assigned to background. However, since this loss function naturally
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Figure 3.3: Optimal scale determination. First, the same number of
predicted foregrounds from four scales are selected as Am,i. Then,
the scale with the lowest loss L̂m

i is selected as the optimal scale.

Figure 3.4: The scale regressor
module.

assumes that the regression loss for background is 0, directly using it to assess different image scales will

favor the image scale with fewer foreground bounding boxes.

Hence, to deal with this, we devise a new metric that focuses only on the same number of foreground

bounding boxes to compare different image scales. To explain our proposed metric, we denote Lm
i,a, m ∈ S

as the loss of predicted bounding box a of image i at scale m using (3.1), and denote L̂m
i , m ∈ S for

image i at scale m, as our proposed metric. To obtain L̂m
i , we first compute the number of predicted

foreground bounding boxes, nm,i, for image i at each scale m ∈ S, then let nmin,i = minm(nm,i). Concretely,

the proposed metric can be computed as: L̂m
i = ∑a∈Am,i

Lm
i,a, where Am,i is a set of predicted foreground

bounding boxes of image i at scale m and |Am,i| = nmin,i. To obtain Am,i, for each scale, we sort the

predicted foreground bounding boxes of image i with respect to Lm
i,a in ascending order and pick the first

nmin,i predictions into the set Am,i. The visual illustration of the process is shown in Fig. 3.3. With the

proposed metric, we define optimal scale mopt,i for image i as:

mopt,i = argminm L̂m
i . (3.2)

3.2.2 Scale Regressor

Now that we understand which scale is better for a given image, we may be able to predict the optimal

scale for the image. Intuitively, if the object is large or has simple texture, it is likely that we would

down-sample the image to let the object detector focus on the salient objects rather than the distracting

details. On the other hand, if the object is small or there are many salient objects, the image should remain
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in a large scale. Since R-FCN head [35] counts on the deep features (i.e., the last convolutional layer of

the backbone feature extractor) to regress bounding box locations, we think that the channels of the deep

features already contain size information. As a result, we build a scale regressor using deep features to

predict the optimal scale, as shown in Fig. 3.4. Specifically, we use a 1x1 convolutional layer to capture

the size information from different feature maps. Additionally, we use a parallel 3x3 convolutional layer

to capture the complexity of each 3x3 patch in the feature maps. After the non-linear unit, we use global

pooling that acts as a voting process. Lastly, we combine the two streams with a fully connected layer

to regress the output scale. To be precise, we define the deep features as X ∈ RC×H×W , where C is

number of channels, H and W are height and width of the deep feature maps. We define our regressor

as g : RC×H×W → R. It is important to note that we do not regress the optimal scale mopt directly since

what matters is the content instead of the image size itself. Hence, we regress a relative scale so that

the module learns to react (up-sample, down-sample, or stay the same) given the current content of the

image. Specifically, the target of the regressed scale for image i is defined as:

t(mi, mopt,i) = 2×
mopt,i/mi −mmin/mmax

mmax/mmin −mmin/mmax
− 1, (3.3)

where mi is the current scale of the image i, mmin is the minimum defined scale, e.g., 128, while mmax is

the maximum defined scale, e.g., 600. That is, we are regressing to normalized, i.e., [-1, 1], relative scales.

To generate labels for the regressor, we calculate (3.2) over the training data to obtain mopt,i ∀i ∈ Dtrain,

where Dtrain is the training data. As commonly used in regression problems, we adopt mean square error

(3.4) as the loss function to train the regressor:

Lscalereg =
1

|Dtrain| ∑
i∈Dtrain

(g(Xi)− t(mi, mopt,i))
2. (3.4)

To incorporate adaptive scaling, or AdaScale, in the video setting, we impose a temporal consistency

assumption. More precisely, we assume that the optimal scales for the two consecutive frames are similar;

our results empirically justify this assumption. Algorithm 1 shows an example of leveraging AdaScale for

video object detection, which is elaborated in section 3.3.2.

3.3 Experiments

3.3.1 Setup

All of our experiments are done using Nvidia GTX 1080 Ti. We base our implementation on the code

released by prior work [217], where MXNet [22] is used as the deep learning framework. We conduct

our experiments mainly on the ImageNet VID dataset [153], which contains 3862 and 555 training and
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Input: detector, video, S: pre-defined scale set
1 image = video.next_frame();
2 targetScale = 600; // Initialize image scale
3 while image do
4 image = resize(image, targetScale);
5 base_size = minimum(image.height, image.width);
6 // Regress t of Eq. (3.3)
7 bboxes, scores, targetScale = detector.detect(image);
8 // Invert Eq. (3.3)
9 targetScale = decode(targetScale, base_size, S);

10 targetScale.clip_(min(S), max(S)).round_();
11 image = video.next_frame();
12 end

Algorithm 1: Pseudo-code for using AdaScale in the testing phase.

validation video snippets, respectively. We use a pre-trained R-FCN model [217], which is trained on both

ImageNet DET and ImageNet VID training set. For DET dataset, only the 30 categories that overlap with

the VID dataset are selected for training. The evaluation of ImageNet VID is performed on validation

set, which follows prior work [217]. In addition to ImageNet VID, we also evaluate our performance on

the recently released YouTube-BB dataset [146], which contains 23 categories and around 380,000 video

segments. Due to resource and time limitation, we randomly sample 100 segments per category and cut

20 frames per segment to form our mini training set. We also sample 10 segments per category for the

validation set to form our mini testing set. To train the model for mini Youtube-BB dataset, we use the

model trained on ImageNet VID and DET as a pre-trained model to further fine-tune on mini Youtube-BB.

3.3.2 Training and Testing

Object Detector: First, to avoid the object detector to be biased toward a single scale, we fine-tune the R-

FCN model pre-trained at scale 600, for four epochs using multi-scale training [57]. The hyperparameters

used follow prior work [217]. Specifically, we use a learning rate of 0.00025 and divide it by 10 after 1.3

and 2.6 epochs, respectively. We use two GPUs with a single image per GPU. Therefore, the training

batch size is two. In a addition, we pick the scale (the shortest side of the image) from the set Strain =

{600, 480, 360, 240}, and use the maximum bound for the longer side as 2000. Our re-sizing protocol

follows Fast R-CNN [57]. In the following sections, we will refer to the shortest side size as the image scale.

All the detection results in this work use Non-Maximum Suppression (NMS) with threshold 0.3 [35]. For

each image, the top-300 confident bounding boxes after NMS are selected as the final output. Note that

in terms of data augmentation, we add multi-scale training as an additional data augmentation strategy.

Scale Regressor: With the multi-scale trained object detector, we generate the scale label for each frame
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Table 3.1: Evaluation of the proposed method. We denote methods by their approach of training and
testing, e.g., MS/SS stands for multi-scale (MS) training and single-scale (SS) testing. Blue text and red
text indicate ≥ 1 AP improvement and degradation compared to SS/SS, respectively.
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in the training data with a set of pre-defined scales using the proposed metric in section 3.2.1. To enable

adaptive scaling, the regressor needs to learn to scale up or down according to the current content. To

best train the regressor, we should scale the image to every possible scales for the regressor to learn the

dynamics. That is, when training the regressor, the input image scale is randomly drawn from a uniform

distribution of the pre-defined scale set Sreg. In practice, we find Sreg = {600, 480, 360, 240, 128} is enough

to cover the dynamics between 600 and 128. Note that we pick 128 since it is the scale of smallest pre-

defined bounding box or anchor used in the Region Proposal Network [149] inside R-FCN and we want

to push the image to an as small as possible scale for the largest potential speed improvement. With

the generated label, we then train our scale regressor using the training data and freeze the weights of

the entire network, except for the scale regressor module. We train the scale regressor for two epochs

with an initial learning rate of 10−4 and divide by 10 after 1.3 epoch. For the testing phase, as shown in

Algorithm 1, we begin every video snippet by re-sizing the first frame to 600. Then, we use the decoded

regressed scale for the next frame. As for decoding the regressed scale, we first count on the inverse of

(3.3) to obtain a scale in floating point. Then, we round it to an integer, and clip it to the range [Smin, Smax].

3.3.3 Evaluation

To evaluate the proposed AdaScale, we progressively compare the three methods: (i) SS/SS - a detector

trained and tested at 600, which is usually adopted by prior art [149, 35, 217, 216, 55], (ii) MS/SS - a
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detector trained at Strain and tested at 600, and (iii) MS/AdaScale - a detector trained at Strain and tested

on an adaptively changing scale between 128 and 600, given the range of Sreg. Note that the scale for

MS/AdaScale can be any integer value within this range since it is predicted by the scale regressor. The

evaluation results are shown in Table 3.1. From this point on, for the sake of simplicity, we base our

analysis on ImageNet VID only. The analysis holds for mini YouTube-BB as well.

Accuracy: Compared to the baseline SS/SS, MS/AdaScale increases mAP by 1.3 points. For better

visualization, blue numbers in Table 3.1 indicate ≥ 1 AP improvement while red numbers represent ≥ 1

AP degradation. Our approach achieves ≥ 1 AP improvements in half of the categories with only three

categories having ≥ 1 AP degradation. In general, multi-scale training can enrich the training data and

achieve better generalization of the model. However, this is not always the case. For categories like red

panda and bear, there is a huge AP degradation for all the multi-scale training-based approaches. We find

that multi-scale training could potentially lead to some confusion for certain categories. We leave the

in-depth study of this phenomena to future work.

We further dive into the precision-recall curve to understand the dynamics of precision and recall for

all the methods. Fig. 3.5 shows that precision-recall curves for three most improved categories (a)-(c), one

on-par category (d), and two most degraded categories (e)-(f). To give a more comprehensive analysis,

we add multi-scale training and multi-scale testing (MS/MS) here for comparison. In addition, we also

compare with multi-scale training and random testing scenario, which selects one of the five scales in Sreg

randomly at test time. Compared to random scaling, MS/AdaScale clearly learns the dynamics of when

and how to scale to be able to have consistently higher average precision. Additionally, we can tell from

the figure that irrespective of getting better or worse compared to SS/SS, MS/AdaScale follows the curve

of MS/MS closely.

Speed: Our scale regressor incurs only 2ms of overhead, which is 3% of the runtime of R-FCN. To see

the speed improvement brought by the MS/AdaScale, Fig. 3.10(a) shows the size distribution produced

by the scale regressor on ImageNet VID validation dataset and we conduct speed sensitivity analysis on

scale set Strain in section 3.3.7. We note that, to profile the runtime, we warm up the GPU memory in

order to remove the impact of memory allocation overhead of MXNet [22].

3.3.4 Higher Precision with AdaScale

We further dig into what our method actually improves - precision or recall. As mentioned earlier in

section 3.2.2, adaptive scaling could possibly increase true positives by scaling the object into a better

scale for the detector or reduce false positives by not focusing too much on unnecessary details. To
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(a) Lion (b) Squirrel (c) Horse

(d) Airplane (e) Red panda (f) Bear

Figure 3.5: Precision-Recall curves for categories that MS/AdaScale has (a)(b)(c) better performance, (d)
on-par performance, and (e)(f) worse performance compared to SS/SS.

conduct this analysis, we compute the number of true positives and false positives across all the images

in the validation set for method SS/SS, MS/SS, MS/MS, MS/AdaScale, as well as MS/Random. Fig. 3.6

shows the number of true positives and the number of false positives normalized to method SS/SS. First,

by comparing SS/SS and MS/SS, we can observe that multi-scale training is able to lower the number

of false positives dramatically. This is reasonable since multi-scale training reduces the chance that the

classifier counts on scale information as a discriminating feature. The results of MS/SS and MS/Random

show that simply down-sampling images can also reduce false positive, but it reduces true positives as

well. In addition to the false positive reduction brought by multi-scale training and image down-sampling,

MS/AdaScale manages to reduce even more false positives, with true positives comparable to SS/SS. In

general, MS/AdaScale is able to increase precision at a slight cost of recall degradation.

3.3.5 Qualitative Results

In Fig. 3.8, we show some example images for the detection results of both the baseline SS/SS and

MS/AdaScale. First, we observe that the regressor learns to down-sample the image when there is a
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(a) Lion (b) Squirrel (c) Horse

(d) Airplane (e) Red Panda (f) Bear

Figure 3.6: Normalized true positives and false positives for different methods across all the images in
validation set for three selected categories.

large object in the image. On the other hand, it stays in higher scales if there is a small object in the image.

Also, we notice that the regressor learns to scale to the right size to avoid false positives and even correct

predictions with false classes.

To understand AdaScale more in terms of the sequential decisions, Fig. 3.9 shows the AdaScale dy-

namics of three clips. Specifically, it shows that (i) it stably down-samples images with a large object; (ii)

it stably scales the images into larger scales when the object is small; and (iii) it jitters when there are

multiple objects with varying sizes. The scale jittering in the third clip indicates that if there are size-

varying multiple objects in the frame, it is harder to decide what constitutes a better size, which can also

be observed in the watercraft of Fig. 3.8. To enhance the current design, it is possible to apply AdaScale

recursively on the attention of the given image, to obtain results from multiple regressed scales. We leave

improvements of the current design to future work.

3.3.6 Comparison with Prior Work

To our best knowledge, our work is the first to exploit the use of images with smaller scales for improving

both speed and accuracy, rather than treating them as a trade-off [80, 35, 147, 28, 110]. For video object
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Figure 3.7: mAP and speed comparison with prior art on ImageNet VID dataset. Applying our AdaScale
to RFCN [35], DFF [216] and SeqNMS [65] can further improve both speed and accuracy.

detection, our work is complementary to some of the prior work that tries to benefit from the detection

results of multiple frames to improve accuracy or speed.

In Fig. 3.7, the baseline object detector is R-FCN [35] with 74.2 mAP and 13.3 frame-per-second (FPS).

We run the prior work approaches [216, 217, 65, 55] that provide source code for our experiment setup

to profile both speed and mAP. Additionally, we combine our work with SeqNMS [65] and Deep Feature

Flow (DFF) [217] to further push the Pareto frontier by maintaining the accuracy while speeding up testing

by an additional 61% and 25%, respectively.

3.3.7 Ablation Study

Table 3.2: mAP and runtime for different multi-scale training settings.

Strain {600,480,360,240} {600,480,360} {600,360} {600}
testing method SS Ada. SS Ada. SS Ada. SS Ada.

mAP (%) 73.3 75.5 73.3 74.8 73.4 74.8 74.2 74.2
runtime (ms) 75 47 75 55 75 57 75 68

Training Scales of Object Detector: To understand how multi-scale training affects the performance of

AdaScale, we try different sets of training scales Strain and the results are shown in Table 3.2 and Fig. 3.10.

We find that a larger set of Strain improves both the mAP and speed of AdaScale. From Fig. 3.10(a)-(d),

we can also observe higher speed with smaller training scales. We postulate that it is due to two reasons:

(i) Multi-scale trained object detector is able to generate more meaningful labels for the regressor to learn
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(a) SS/SS (b) MS/AdaScale (c) SS/SS (d) MS/AdaScale

Figure 3.8: Comparing the results of SS/SS and MS/AdaScale qualitatively. Column (a) and (c) are
results produced by SS/SS; column (b) and (d) are results produced by MS/AdaScale. The scales used in
MS/AdaScale are labeled in black rectangle with white text.

Figure 3.9: The investigation of the dynamics of AdaScale. The scales of the images are labeled in bottom-
right.

since it is less biased toward some scales. (ii) The object detector becomes good at multiple scales that

could be better exploited by the scale regressor.

Regressor Architectures: We try using different sizes of filter for the regressor module and we show the

results in Table 3.3. Interestingly, since the accuracy of the regressor directly affects the speed of the object

detector, both regressor’s accuracy and the overhead of the module affect the final overall speed.
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(a) {600,480,360,240} (b) {600,480,360} (c) {600,360} (d) {600}

Figure 3.10: The regressed scale distribution of AdaScale tested on ImageNet VID validation set. (a)-(d)
use different Strain.

Table 3.3: mAP and runtime for different regressor architectures.

kernel size 1 1&3 1&3&5
mAP (%) 75.3 75.5 75.5

runtime (ms) 51 47 50

3.4 Discussion

In this chapter, we present a thorough study of the possibility of improving both speed and accuracy

in video object detection with adaptive scaling. Our contributions are three-fold: (i) to the best of our

knowledge, our work is the first work to demonstrate the use of down-sampled images for improving

both speed and accuracy for video object detection, (ii) we provide comprehensive empirical results that

demonstrate improvement in both ImageNet VID as well as mini YouTube-BB datasets, and (iii) we com-

bine our technique with state-of-the-art video object detection acceleration techniques and further improve

the speed by an additional 25% with the added benefit of slightly higher accuracy.

3.5 Carbon Footprint Analysis

When compared to standard object detectors, our methodology saves carbon footprint during inference

but increases it during training. During training, in addition to obtaining standard object detectors,

we conduct multi-scale fine-tuning for object detectors and multi-scale training for the scale regressor.

Training the baseline object detector takes 120k iterations [35] and it takes extra 60k iterations for our

proposed method. That is, we have increased the training overhead by 1.5×. According to our analysis

on ImageNet VID with R-FCN, we have reduced the inference latency by 1.6×. According to a recent

study by Patterson et al. [139], the ratio of training and inference is roughly nine to one in current cloud

providers. With the above calculation, adopting the AdaScale methodology can reduce the total carbon

footprint by 29% compared to using a standard object detector.



Chapter 4

Winning-Bitwidth: Beyond Quantization for

Fixed CNNs

In this chapter, we describe our finding that model compression via weight quantization benefits some

neural architectures more than others. More specifically, if we allow the number of channels to be changed

for the network to be quantized, one can achieve better a trade-off between accuracy and compression rate.

4.1 Motivation

Recent success of CNNs in computer vision applications such as image classification and semantic seg-

mentation has fueled many important applications in storage-constrained devices, e.g., virtual reality

headsets, drones, and IoT devices. As a result, improving the parameter-efficiency (the top-1 accuracy to

the parameter counts ratio) of CNNs while maintaining their attractive features (e.g., accuracy for a task)

has gained tremendous research momentum recently.

Among the efforts of improving CNNs’ efficiency, weight quantization was shown to be an effective

technique [211, 208, 76, 43]. The majority of research efforts in quantization has targeted quantization

algorithms for finding the lowest possible weight bitwidth without compromising the figure-of-merit

(i.e., accuracy). Mixed-precision quantization methods, which allow different bitwidths to be selected

for different layers in the network, have recently been proposed to further compress deep CNNs [176,

185, 50]. Nevertheless, having different bitwidths for different layers greatly increases the neural network

implementation complexity from both hardware and software perspectives. For example, hardware and

software implementations optimized for executing an 8 bits convolution are sub-optimal for executing a

4 bits convolution, and vice versa.

To minimize the efforts of hardware and software support, it is natural to wonder: “Is some weight

23
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bitwidth better than others?” However, this is an ill-posed problem as one cannot decide optimality

between two bitwidths if one has smaller model size while the other has better accuracy. This work takes

a first step towards understanding if some bitwidth is better than other bitwidths under a given model

size constraint. Given the multi-objective nature of the problem, we need to align different bitwidths to

the same model size to further decide the optimality for the bitwidth selection. To realize model size

alignment for different bitwidths, we relax the commonly adopted notion that the network architecture

stays orthogonal to weight quantization. In more details, we propose to change the network architecture

so that different bitwidths can have the same model size and we use the width-multiplier1 [77] as a tool

to compare the performance of different weight bitwidths under the same model size.

With this setting, we find that there exists some weight bitwidth that consistently outperforms others

across different model sizes when all are considered under a given model size constraint. This suggests

that one can decide the optimal bitwidth for small model sizes to save computing cost and the result

generalizes to large model sizes2. Additionally, we show that the optimal bitwidth of a convolutional layer

negatively correlates to the convolutional kernel fan-in. As an example, depth-wise convolutional layers

turn to have optimal bitwidth values that are higher than that of all-to-all convolutions. We further provide

a theoretical reasoning for this phenomenon. These findings suggest that architectures such as VGG and

ResNets are more parameter-efficient when they are wide and use binarized weights. On the other hand,

networks such as MobileNets [77] might require different weight bitwidths for all-to-all convolutions

and depth-wise convolutions. Somewhat surprisingly, we find that on ImageNet, under a given model

size constraint, a single bitwidth for both ResNet-50 and MobileNetV2 can outperform mixed-precision

quantization using reinforcement learning [176] that targets minimum total bitwidth without accuracy

degradation. This suggests that searching for the minimum bitwidth configuration while holding the

network architecture to be fixed is a sub-optimal strategy. Our results suggest that when the number of

channels becomes one of the hyperparameters under consideration, a single weight bitwidth throughout

the network shows great potential for model compression.

In summary, we systematically analyze the model size and accuracy trade-off considering both weight

bitwidths and the number of channels for various modern networks architectures (variants of ResNet,

VGG, and MobileNet) and datasets (CIFAR and ImageNet) and have the following contributions:

• We empirically show that when allowing the network width to vary, lower weight bitwidths outper-

form higher ones in a Pareto sense (accuracy vs. model size) for networks with standard convolu-

1Width-multiplier grows or shrinks the number of channels across the layers with identical proportion for a certain network,
e.g., grow the number of channels for all the layers by 2×.

2Note that we use width-multiplier to scale model across different sizes.
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tions. This suggests that for such CNNs, further research on wide binary weight networks is likely

to identify better network configurations which will require further hardware/software platform

support.

• We empirically show that the optimal bitwidth of a convolutional layer negatively correlates to the

convolutional kernel fan-in and provide theoretical reasoning for such a phenomenon. This suggests

that one could potential categorize CNNs based on the convolutional kernel fan-in when designing

the corresponding bitwidth support from both software and hardware.

• We empirically show that one can achieve a more accurate model (under a given model size) by using

a single bitwidth when compared to mixed-precision quantization that uses deep reinforcement

learning to search for layer-wise weight precision values. Moreover, the results are validated on a

large-scale dataset, i.e., ImageNet.

The remainder of this chapter is organized as follows. Section 4.2 discusses our experiments for all our

findings. In particular, Section 4.2.2 shows that some bitwidth can outperform others consistently across

model sizes when both are compared under the same model size constraint using width-multipliers. Sec-

tion 4.2.3 discusses how fan-in channel count per convolutional kernel affects the resilience of quantiza-

tion for convolution layers, which further affects the optimal bitwidth for a convolution layer. Section 4.2.4

scales up our experiments to ImageNet and demonstrates that a single weight bitwidth manages to out-

perform mixed-precision quantization given the same model size. Section 4.3 concludes the chapter.

4.2 Experiments

We conduct all our experiments on image classification datasets including CIFAR-100 [93] and ImageNet.

All experiments are trained from scratch to ensure different weight bitwidths are trained equally long.

While we do not start from a pre-trained model, we note that our baseline fixed-point models (i.e., 4 bits

for CIFAR and 8 bits for ImageNet) have accuracy comparable to their floating-point counterparts. For

all the experiments on CIFAR, we run the experiments three times and report the mean and standard

deviation.

4.2.1 Training hyper-parameters

For CIFAR, we use a learning rate of 0.05, cosine learning rate decay, linear learning rate warmup (from 0

to 0.05) with 5 epochs, batch size of 128, total training epoch of 300, weight decay of 5e−4, SGD optimizer

with Nesterov acceleration and 0.9 momentum.
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For ImageNet, we have identical hyper-parameters as CIFAR except for the following hyper-parameters

batch size of 256, 120 total epochs for MobileNetV2 and 90 for ResNets, weight decay 4e−5, and 0.1 label

smoothing.

4.2.2 Bitwidth comparisons

In this subsection, we are primarily interested in the following question:

When taking network width into account, does one bitwidth

consistently outperform others across model sizes?

To our best knowledge, this is an open question and we take a first step to answer this question

empirically. If the answer is affirmative, it may be helpful to focus the software/hardware support on

the better bitwidth when it comes to parameter-efficiency. We consider three kinds of commonly adopted

CNNs, namely, ResNets with basic block [68], VGG [157], and MobileNetV2 [154]. These networks differ

in the convolution operations, connections, and filter counts. For ResNets, we explored networks from 20

to 56 layers in six layer increments. For VGG, we investigate the case of eleven layers. Additionally, we

also study MobileNetV2, which is a mobile-friendly network. We note that we modify the stride count in

of the original MobileNetV2 to match the number of strides of ResNet for CIFAR. The architectures that

we introduce for the controlled experiments are discussed in detail in Appendix A.1.

For CIFAR-100, we only study weight bitwidths below 4 since this configuration achieves performance

comparable to its floating-point counterpart. Specifically, we consider 4 bits, 2 bits, and 1 bit weights.

To compare different weight bitwidths, we use the width-multiplier to align the model size among them.

For example, one can make a 1-bit CNN twice as wide to match the model size of a 4-bit CNN 3. For

each of the networks we study, we sweep the width-multiplier to consider points at multiple model sizes.

Specifically, for ResNets, we investigate seven depths, four model sizes for each depth, and three bitwidths,

which results in 7× 4× 3× 3 experiments. For both VGG11 and MobileNetV2, we consider eight model

sizes and three bitwidths, which results in 2× 8× 3× 3 experiments.

As shown in Figure 4.1, across the three types of networks we study, there exists some bitwidth that is

better than others. That is, the answer to the question we raised earlier in this subsection is affirmative.

For ResNets and VGG, this value is 1 bit. In contrast, for MobileNetV2, it is 4 bits. The results for ResNets

and VGG are particularly interesting since lower weight bitwidths are better than higher ones. In other

words, binary weights in these cases can achieve the best accuracy and model size trade-off. On the other

3Increase the width of a layer increases the number of output filters for that layer as well as the number of channels for
the subsequent layer. Thus, number of parameters and number of operations grow approximately quadratically with the width-
multiplier.
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(a) ResNets (20 to 56 layers in incre-
ments of 6)

(b) VGG11 (c) MobileNetV2

Figure 4.1: Some bitwidth is consistently better than other bitwidths across model sizes. Csize denotes
model size. xWyA denotes x-bit weight quantization and y-bit activation quantization. The experiments
are done on the CIFAR-100 dataset. For each network, we sweep the width-multiplier to cover points at
multiple model sizes. For each dot, we plot the mean and standard deviation of three random seeds. The
standard deviation might not be visible due to little variances.

hand, MobileNetV2 exhibits a different trend where higher bitwidths are better than lower bitwidths up

to 4 bits4.

4.2.3 CNN architectures and quantization

While there exists an ordering among different bitwidths as shown in Fig. 4.1, it is not clear what de-

termines the optimal weight bitwidth. To further uncover the relationship between CNN’s architectural

parameters and its optimal weight bitwidth, we ask the following questions.

What architectural components determine the MobileNetV2

optimal weight bitwidth of 4 bits as opposed to 1 bit?

As it can be observed in Fig. 4.1, MobileNetV2 is a special case where the higher bitwidth is better

than lower ones. When comparing MobileNetV2 to the other two networks, there are many differences,

including how convolutions are connected, how many convolutional layers are there, how many filters in

each of them, and how many channels for each convolution. To narrow down which of these aspects result

in the reversed trend compared to the trend exhibits in ResNets and VGG, we first consider the inverted

residual blocks, i.e., the basic component in MobileNetV2. To do so, we replace all basic blocks (two

consecutive convolutions) of ResNet26 with the inverted residual blocks as shown in Fig. 4.2c and 4.2d.

We refer to this new network as Inv-ResNet26. As shown in Fig. 4.2a and 4.2b, the optimal bitwidth shifts

from 1 bit to 4 bit once the basic blocks are replaced with inverted residual blocks. Thus, we can infer that

the inverted residual block itself or its components are responsible for such a reversed trend.

4However, not higher than 4 bits since the 4-bit model has accuracy comparable to the floating-point model.
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(a) ResNet26 (b) Inv-ResNet26 (c) Basic block (d) Inverted residual block

Figure 4.2: The optimal bitwidth for ResNet26 changes from 1 bit (a) to 4 bit (b) when the building blocks
change from basic blocks (c) to inverted residual blocks (d). Csize in (a) and (b) denotes model size. (Cout,
Cin, K, K) in (c) and (d) indicate output channel count, input channel count, kernel width, and kernel
height of a convolution.

Since an inverted residual block is composed of a point-wise convolution and a depth-wise separable

convolution, we further consider the case of depth-wise separable convolution (DWSConv). To identify

whether DWSConv can cause the inverted trend, we use VGG11 as a starting point and gradually replace

each of the convolutions with DWSConv. We note that doing so results in architectures that gradually

resemble MobileNetV1 [77]. Specifically, we introduce three variants of VGG11 that have an increasing

number of convolutions replaced by DWSConvs. Starting with the second layer, variant A has one layer

replaced by DWSConv, variant B has four layers replaced by DWSConvs, and variant C has all of the layers

except for the first layer replaced by DWSConvs (the architectures are detailed in Appendix A.1).

As shown in Fig. 4.3, as the number of DWSConv increases (from variant A to variant C), the optimal

bitwidth shifts from 1 bit to 4 bits, which implies that depth-wise separable convolutions or the layers

within it are affecting the optimal bitwidth. To identify which of the layers of the DWSConv (i.e., the

depth-wise convolution or the point-wise convolution) has more impact on the optimal bitwidth, we keep

the bitwidth of depth-wise convolutions fixed at 4 bits and quantize other layers. As shown in Fig. 4.3d,

the optimal curve shifts from 4 bits being the best back to 1 bit, with a similarly performing 2 bits. Thus,

depth-wise convolutions appear to directly affect the optimal bitwidth trends.

Is depth-wise convolution less resilient to quantization or

less sensitive to channel increase?

After identifying that depth-wise convolutions have a different characteristic in optimal bitwidth com-

pared to standard all-to-all convolutions, we are interested in understanding the reason behind this. In our

setup, the process to obtain a lower bitwidth network that has the same model size as a higher bitwidth

network can be broken down into two steps: (1) quantize a network to lower bitwidth and (2) grow the

network with width-multiplier to compensate for the reduced model size. As a result, the fact that depth-
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(a) Variant A (b) Variant B

(c) Variant C (d) Variant C without quantizing depth-wise convo-
lutions

Figure 4.3: The optimal bitwidth for VGG shifts from 1 bit to 4 bit as more convolutions are replaced
with depth-wise separable convolutions (DWSConv), i.e., from (a) to (c). Variant A, B, and C have 30%,
60%, and 90% of the convolution layers replaced with DWSConv, respectively. As shown in (d), the
optimal bitwidth changes back to 1 bit if we only quantize point-wise convolution but not depth-wise
convolutions.

wise convolution has higher weight bitwidth better than lower weight bitwidth might potentially be due

to the large accuracy degradation introduced by quantization or the small accuracy improvements from

the use of more channels.

To further diagnose the cause, we decompose the accuracy difference between a lower bitwidth but

wider network and a higher bitwidth but narrower network into accuracy differences incurred in the

aforementioned two steps as shown in Fig. 4.4. Specifically, let ∆AccQ denote the accuracy difference

incurred by quantizing a network and let ∆AccG denote the accuracy difference incurred by increasing

the channel count of the quantized network.

We analyze ∆AccG and ∆AccQ for networks with and without quantizing depth-wise convolutions, i.e.,

Fig. 4.3c and Fig. 4.3d. In other words, we would like to understand how depth-wise convolutions affect

∆AccG and ∆AccQ. On one hand, ∆AccQ is evaluated by comparing the accuracy of the 4-bit model and

the corresponding 1-bit model. On the other hand, ∆AccG is measured by comparing the accuracy of the 1-

bit model and its 2× grown counterpart. As shown in Table 4.1, when quantizing depth-wise convolutions,

∆AccQ becomes more negative such that ∆AccQ + ∆AccG < 0. This implies that the main reason for the
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Figure 4.4: Visualization of our accuracy decomposition, which is used for analyzing depth-wise convo-
lutions.

Table 4.1: Quantizing depth-wise convolution introduces large accuracy degradation across model sizes.
∆AccQ = Acc1bit − Acc4bit denotes the accuracy introduced by quantization and ∆AccG = Acc1bit,2× −
Acc1bit denotes the accuracy improvement by increasing channel counts. The CNN is VGG variant C with
and without quantizing the depth-wise convolutions from 4 bits to 1 bit.

Width-multiplier 1.00× 1.25× 1.50× 1.75× 2.00× Average
Variant C ∆AccQ ∆AccG ∆AccQ ∆AccG ∆AccQ ∆AccG ∆AccQ ∆AccG ∆AccQ ∆AccG ∆AccQ ∆AccG

w/o Quantizing DWConv -1.54 +2.61 -2.76 +2.80 -1.77 +1.74 -1.82 +1.64 -1.58 +1.55 -1.89 +2.07
Quantizing DWConv -8.60 +4.39 -7.60 +3.41 -7.74 +3.19 -8.61 +4.09 -7.49 +2.25 -8.01 +3.47

optimal bitwidth change is that quantizing depth-wise convolutions introduce more accuracy degradation

than it can be recovered by increasing the channel count when going below 4 bits compared to all-to-

all convolutions. We note that it is expected that quantizing the depth-wise convolutions would incur

smaller ∆AccQ compared to their no-quantization baseline because we essentially quantized more layers.

However, depth-wise convolutions only account for 2% of the model size but incur on average near 4×

more accuracy degradation when quantized.

We would like to point out that Sheng et al. [156] also find that quantizing depth-wise separable

convolutions incurs large accuracy degradation. However, their results are based on post-training layer-

wise quantization. As mentioned in their work [156], the quantization challenges in their setting could

be resolved by quantization-aware training, which is the scheme considered in this chapter. Hence, our

observation is novel and interesting.

Why is depth-wise convolution less resilient to quantization?

Having uncovered that depth-wise convolutions introduce large accuracy degradation when weights

are quantized below 4 bits, in this section, we investigate depth-wise convolutions from a quantization
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Figure 4.5: The average estimate Var( ¯|w|) for each depth-wise convolution under different d = (Cin ×
Kw × Kh) values.

perspective. When comparing depth-wise convolutions and all-to-all convolutions in the context of quan-

tization, they differ in the number of elements to be quantized, i.e., Cin = 1 for depth-wise convolutions

and Cin >> 1 for all-to-all convolutions.

Why does the number of elements matter? In quantization-aware training, one needs to estimate some

statistics of the vector to be quantized (i.e., a in Equation 2.4 and ¯|w| in Equations 2.6) based on the

elements in the vector. The number of elements affect the robustness of the estimate that further decides

the quantized weights. More formally, we provide the following proposition.

Proposition 4.2.1 Let w ∈ Rd be the weight vector to be quantized where wi is characterized by normal distribu-

tion N (0, σ2) ∀ i without assuming samples are drawn independently and d = CinKwKh. If the average correlation

of the weights is denoted by ρ, the variance of ¯|w| can be written as follows:

Var( ¯|w|) = σ2

d
+

(d− 1)ρσ2

d
− 2σ2

π
. (4.1)

The proof is in Appendix A.2. This proposition states that, as the number of elements (d) increases,

the variance of the estimate can be reduced (due to the first term in equation (4.1)). The second term

depends on the correlation between weights. Since the weights might not be independent during training,

the variance is also affected by their correlations.

We empirically validate Proposition 4.2.1 by looking into the sample variance of ¯|w| across the course

of training5 for different d values by increasing (Kw, Kh) or Cin. Specifically, we consider the 0.5× VGG

variant C and change the number of elements of the depth-wise convolutions. Let d = (Cin×Kw×Kh) for

a convolutional layer, we consider the original depth-wise convolution, i.e., d = 1× 3× 3 and increased

channels with d = 4 × 3 × 3 and d = 16 × 3 × 3, and increased kernel size with d = 1 × 6 × 6 and

d = 1× 12× 12. The numbers are selected such that increasing the channel count results in the same d

5We treat the calculated ¯|w| at each training step as a sample and calculate the sample variance across training steps.
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Figure 4.6: d negatively correlates with the variance and positively correlates with the accuracy difference
induced by quantization ∆AccQ = Acc1bit − Acc4bit.

compared to increasing the kernel sizes. We note that when the channel count (Cin) is increased, it is no

longer a depth-wise convolution, but rather a group convolution.

In Fig. 4.5, we analyze layer-level sample variance by averaging the kernel-level sample variance in

the same layer. First, we observe that results align with Proposition 4.2.1. That is, one can reduce the

variance of the estimate by increasing the number of elements along both the channel (Cin) and kernel

size dimensions (Kw, Kh). Second, we find that increasing the number of channels (Cin) is more effective in

reducing the variance than increasing kernel size (Kw, Kh), which could be due to the weight correlation,

i.e., intra-channel weights have larger correlation than inter-channel weights.

Nonetheless, while lower variance suggests a more stable value during training, it might not neces-

sarily imply lower quantization error for the quantized models. Thus, we conduct an accuracy sensitivity

analysis with respect to quantization for different d values. More specifically, we want to understand

how d affects the accuracy difference between lower bitwidth (1 bit) and higher bitwidth (4 bits) models

(∆AccQ). As shown in Fig. 4.6, we empirically find that d positively correlates with ∆AccQ, i.e., the larger

the d, the smaller the accuracy degradation is. On the other hand, when comparing channel counts and

kernel sizes, we observe that increasing the number of channels is more effective than increasing the ker-

nel size in reducing accuracy degradation caused by quantization. This analysis sheds light on the two

different trends observed in Fig. 4.1.

4.2.4 Remarks and scaling up to ImageNet

We have two intriguing findings so far. First, there exists some bitwidth that is better than others across

model sizes when compared under a given model size. Second, the optimal bitwidth is architecture-
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Table 4.2: bitwidth ordering for MobileNetV2 and ResNet50 with the model size aligned to the 0.25× 8 bits
models on ImageNet. Each cell reports the top-1 accuracy of the corresponding model. The trend for the
optimal bitwidth is similar to that of CIFAR-100 (4 bit for MobileNetV2 and 1 bit for ResNet).

Weight bitwidth for MobileNetV2 ResNet50
Convs \ DWConvs 8 bits 4 bits 2 bits 1 bit None

8 bits 52.17 53.89 50.51 48.78 71.11
4 bits 56.84 59.51 57.37 55.91 74.65
2 bits 53.89 57.10 55.26 54.04 75.12
1 bit 54.82 58.16 56.90 55.82 75.44

dependent. More specifically, the optimal weight bitwidth negatively correlates with the fan-in channel

counts per convolutional kernel. These findings show promising results for the hardware and software

researchers to support only a certain set of bitwidths when it comes to parameter-efficiency. For example,

use binary weights for networks with all-to-all convolutions.

Next, we scale up our analysis to the ImageNet dataset. Specifically, we study ResNet50 and Mo-

bileNetV2 on the ImageNet dataset. Since we keep the bitwidth of the first and last layer quantized at

8 bits, scaling them in terms of width will grow the number of parameters much more quickly than other

layers. As a result, we keep the number of channels for the first and last channel fixed for the ImageNet

experiments. As demonstrated in Section 4.2.2, the bit ordering is consistent across model sizes, we con-

duct our analysis for ResNet50 and MobileNetV2 by scaling them down with a width-multiplier of 0.25×

for computational considerations. The choices of bitwidths are limited to {1, 2, 4, 8}.

As shown in Table 4.2, we can observe a trend similar to the CIFAR-100 experiments, i.e., for networks

without depth-wise convolutions, the lower weight bitwidths the better, and for networks with depth-wise

convolutions, there are sweet spots for depth-wise and other convolutions. Specifically, the final weight

bitwidth selected for MobileNetV2 is 4 bits for both depth-wise and standard convolutions. On the other

hand, the selected weight bitwidth for ResNet50 is 1 bit. If bit ordering is indeed consistent across model

sizes, these results suggest that the optimal bitwidth for MobileNetV2 is 4 bit and it is 1 bit for ResNet50.

However, throughout our analysis, we have not considered mixed-precision, which makes it unclear if the

so-called optimal bitwidth (4 bit for MobileNetV2 and 1 bit for ResNet-50) is still optimal when compared

to mixed-precision quantization.

As a result, we further compare with mixed-precision quantization that uses reinforcement learning

to find the layer-wise bitwidth [176]. Specifically, we follow [176] and use a reinforcement learning ap-

proach to search for the lowest bitwidths without accuracy degradation (compared to the 8 bits fixed point

models). To compare the searched model with other alternatives, we use width-multipliers on top of the

searched network match the model size of the 8 bit quantized model. We consider networks of three sizes,
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Table 4.3: The optimal bitwidth selected in Table 4.2 is indeed better than 8 bit when scaled to larger
model sizes and more surprisingly, it is better than mixed-precision quantization. All the activations are
quantized to 8 bits.

Width-multiplier for 8-bit model 1× 0.5× 0.25×

Networks Methods Top-1 (%) Csize (106) Top-1 (%) Csize (106) Top-1 (%) Csize (106)

ResNet50

Floating-point 76.71 816.72 74.71 411.48 71.27 255.4
8 bits 76.70 204.18 74.86 102.87 71.11 63.85

Flexible [176] 77.23 204.18 76.04 102.90 74.30 63.60
Optimal (1 bit) 77.58 204.08 76.70 102.83 75.44 63.13

MobileNetV2

Floating-point 71.78 110.00 63.96 61.76 52.79 47.96
8 bits 71.73 27.50 64.39 15.44 52.17 11.99

Flexible [176] 72.13 27.71 65.00 15.54 55.20 12.10
Optimal (4 bit) 73.91 27.56 68.01 15.53 59.51 12.15

i.e., the size of 1×, 0.5× and 0.25× 8-bit fixed point models. As shown in Table 4.3, we find that a single

bitwidth (selected via Table 4.2) outperforms both 8 bit quantization and mixed-precision quantization by

a significant margin for both networks considered. This results suggest that searching for the bitwidth

without accuracy degradation is indeed a sub-optimal strategy and can be improved by incorporating

channel counts into the search space and reformulate the optimization problem as maximizing accuracy

under storage constraints. Moreover, our results also imply that when the number of channels are al-

lowed to be altered, a single weight bitwidth throughout the network shows great potential for model

compression, which has the potential of greatly reducing the software and hardware optimization costs

for quantized CNNs.

4.3 Discussion

In this chapter, we provide the first attempt to understand the ordering between different weight bitwidths

by allowing the channel counts of the considered networks to vary using the width-multiplier. If there

exists such an ordering, it may be helpful to focus on software/hardware support for higher-ranked

bitwidth when it comes to parameter-efficiency, which in turn reduces software/hardware optimization

costs. To this end, we have three findings: (1) there exists a weight bitwidth that is better than others across

model sizes under a given model size constraint, (2) the optimal weight bitwidth of a convolutional layer

negatively correlates to the fan-in channel counts per convolutional kernel, and (3) with a single weight

bitwidth for the whole network, one can find configurations that outperform model-oblivious layer-wise

mixed-precision quantization using reinforcement learning when compared under a given same model

size constraint. Our results suggest that when the CNNs to be quantized are allowed to be altered archi-

tecturally, a single weight bitwidth throughout the network shows great potential for model compression.
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Additionally, our results show that it may be promising to conduct neural architecture search (NAS)

jointly with network quantization. While Wang et al. [178] have conducted a similar study, their architec-

ture search space does not include the number of groups for convolutional kernel, which is the crucial

aspect for quantization as hinted by the analysis in this chapter. Hence, it would be desirable for fu-

ture work to explore joint NAS and quantization while specifically taking the convolutional groups into

consideration.

4.4 Carbon Footprint Analysis

Without assuming specialized hardware that can benefit from quantized representation, our approach

incurs extra carbon footprint. More specifically, we grow the network wider and use lower weight bitwidth

during training and inference. Compared to an 8-bit model, our approach makes the model 1-bit and

2.83× wider for ResNets and 4-bit and 2× wider for MobileNets. This effectively introduces additional

8× and 4× carbon footprint for ResNets and MobileNets. However, if we assume the underlying hardware

can benefit from lower precision during inference and assume that the training to inference ratio is one to

nine [139], then our method improves the top-1 accuracy by incurring 1.7× and 1.3× carbon footprint for

ResNets and MobileNets, respectively.



Chapter 5

LeGR: Towards Efficient Filter Pruning

Starting with this chapter, we switch gears from proposing novel ways for model compression to propos-

ing novel ways to scale model compression across many target compression ratios. In this chapter, we

propose to make filter pruning more efficient across multiple target compression ratios by introducing a

new way to formulate the problem. Specifically, we propose to learn a global ranking among filters in a

pre-trained network such that a greedy pruning procedure, which is efficient for many target compression

ratios, can be effective.

5.1 Motivation

Building on top of the success of visual perception [150, 66, 68], natural language processing [38, 42],

and speech recognition [30, 138] with deep learning, researchers have started to explore the possibility

of embodied AI applications. In embodied AI, the goal is to enable agents to take actions based on

perceptions in some environments [155]. We envision that next generation embodied AI systems will run

on mobile devices such as autonomous robots and drones, where compute resources are limited and thus,

will require model compression techniques for bringing such intelligent agents into our lives.

In particular, pruning the convolutional filters in CNNs, also known as filter pruning, was shown to be

an effective technique [190, 114, 181, 99] for trading accuracy for inference speed improvements. The core

idea of filter pruning is to find the least important filters to prune by minimizing the accuracy degradation

and maximizing the speed improvement. State-of-the-art filter pruning methods [59, 71, 114, 213, 140, 34]

require a target model complexity of the whole CNN (e.g., total filter count, FLOP count1, model size,

inference latency, etc.) to obtain a pruned network. However, deciding a target model complexity for

optimizing embodied AI applications can be hard. For example, considering delivery with autonomous

1The number of floating-point operations to be computed for a CNN to carry out an inference.

36



CHAPTER 5. LEGR: TOWARDS EFFICIENT FILTER PRUNING 37

Figure 5.1: Using filter pruning to optimize CNNs for embodied AI applications. Instead of producing
one CNN for each pruning procedure as in prior art, our proposed method produces a set of CNNs for
practitioners to efficiently explore the trade-offs.

drones, both inference speed and precision of object detectors can affect the drone velocity [13], which

in turn affects the inference speed and precision2. For an user-facing autonomous robot that has to

perform complicated tasks such as MovieQA [166], VQA [3], and room-to-room navigation [2], both

speed and accuracy of the visual perception module can affect the user experience. These aforementioned

applications require many iterations of trial-and-error to find the optimal trade-off point between speed

and accuracy of the CNNs.

More concretely, in these scenarios, practitioners would have to determine the sweet-spot for model

complexity and accuracy in a trial-and-error fashion. Using an existing filter pruning algorithm many

times to explore the impact of the different accuracy-vs.-speed trade-offs can be time-consuming. Fig-

ure 5.1 demonstrates the usage of filter pruning for optimizing CNNs in aforementioned scenarios. With

prior approaches, one has to go through the process of finding constraint-satisfying pruned-CNNs via

a pruning algorithm for every model complexity considered until practitioners are satisfied with the

accuracy-vs.-speedup trade-off. Our work takes a first step toward alleviating the inefficiency in the afore-

mentioned paradigm. We propose to alter the objective of pruning from outputting a single CNN with

pre-defined model complexity to producing a set of CNNs that have different accuracy/speed trade-offs,

while achieving comparable accuracy with state-of-the-art methods (as shown in Figure 5.4). In this fash-

ion, the model compression overhead can be greatly reduced, which results in a more practical usage of

2Higher velocity requires faster computation and might cause accuracy degradation due to the blurring effect of the input video
stream.
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filter pruning.

To this end, we propose learned global ranking (or LeGR), an algorithm that learns to rank convolutional

filters across layers such that the CNN architectures of different speed/accuracy trade-offs can be obtained

easily by dropping the bottom-ranked filters. The obtained architectures are then fine-tuned to generate

the final models. In such a formulation, one can obtain a set of architectures by learning the ranking

once. We demonstrate the effectiveness of the proposed method with extensive empirical analyses using

ResNet and MobileNetV2 on CIFAR-10/100, Bird-200, and ImageNet datasets. The main contributions of

this chapter are as follows:

• We propose learned global ranking (LeGR), which produces a set of pruned CNNs with different ac-

curacy/speed trade-offs. LeGR is shown to be faster than prior art in CNN pruning, while achieving

comparable accuracy with state-of-the-art methods on three datasets and two types of CNNs.

• Our formulation towards pruning is the first work that considers learning to rank filters across dif-

ferent layers globally, which addresses the limitation of prior art in magnitude-based filter pruning.

5.2 Learned Global Ranking

The core idea of the proposed method is to learn a ranking for filters across different layers such that a

CNN of a given complexity can be obtained easily by pruning out the bottom rank filters. In this section,

we discuss our assumptions and formulation toward achieving this goal.

As mentioned earlier in Section 5.1, often both accuracy and latency of a CNN affect the performance

of the overall application. The goal for model compression in these settings is to explore the accuracy-

vs.-speed trade-off for finding a sweet-spot for a particular application using model compression. Thus,

in this chapter, we use FLOP count for the model complexity to sample CNNs. As we will show in

Section 5.4.3, we find FLOP count to be predictive for latency.

5.2.1 Global Ranking

To obtain pruned-CNNs with different FLOP counts, we propose to learn the filter ranking globally

across layers. In such a formulation, the global ranking for a given CNN just needs to be learned once and

can be used to obtain CNNs with different FLOP counts. However, there are two challenges for such a

formulation. First, the global ranking formulation enforces an assumption that the top-performing smaller

CNNs are a proper subset of the top-performing larger CNNs. As there are many ways to set the filter

counts across different layers to achieve a given FLOP count, it implies that there are opportunities where
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the top-performing smaller network can have more filter counts in some layers but fewer filter counts in

others compared to a top-performing larger CNN. Nonetheless, this assumption enables the idea of global

filter ranking, which can generate pruned CNNs with different FLOP counts efficiently. In addition, the

experiment results in Section 5.4.1 show that the pruned CNNs under this assumption are competitive

in terms of performance with the pruned CNNs obtained without this assumption. We state the subset

assumption more formally below.

Assumption 5.2.1 (Subset Assumption) We assume there are many local optima for a pruned CNN with FLOP

count f . Let F ( f ) be a set pruned architectures with FLOP count f that achieve similar local optima. Let A ∈ F ( f ),

the subset assumption states that one can find an architecture B ∈ F ( f ′) where f ′ ≤ f by only reducing the channel

counts of A.

Another challenge for learning a global ranking is the hardness of the problem. Obtaining an optimal

global ranking can be expensive, i.e., it requires O(K × K!) rounds of network fine-tuning, where K is

the number of filters. Thus, to make it tractable, we assume the filter norm is able to rank filters locally

(within layer) but not globally (across layers).

Assumption 5.2.2 (Norm Assumption) `2 norm can be used to compare the importance of a filter within each

layer, but not across layers.

We note that the norm assumption is adopted and empirically verified by prior art [99, 189, 71]. For filter

norms to be compared across layers, we propose to learn layer-wise affine transformations over filter

norms. Specifically, the importance of filter i is defined as follows:

Ii = αl(i) ‖Θi‖2
2 + κl(i), (5.1)

where l(i) is the layer index for the ith filter, ‖·‖2 denotes `2 norms, Θi denotes the weights for the ith

filter, and α ∈ RL, κ ∈ RL are learnable parameters that represent layer-wise scale and shift values, and L

denotes the number of layers. We will detail in Section 5.2.2 how α-κ pairs are learned so as to maximize

overall accuracy.

Based on these learned affine transformations from Eq. (5.1) (i.e., the α-κ pair), the LeGR-based pruning

proceeds by ranking filters globally using I and prunes away bottom-ranked filters, i.e., smaller in I, such

that the FLOP count of interest is met, as shown in Figure 5.2. This process can be done efficiently without

the need of training data (since the knowledge of pruning is encoded in the α-κ pair).
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Figure 5.2: The flow of LeGR-Pruning. ‖Θ‖2
2 represents the filter norm. Given the learned layer-wise

affine transformations, i.e., the α-κ pair, LeGR-Pruning returns filter masks that determine which filters
are pruned. After LeGR-Pruning, the pruned network will be fine-tuned to obtain the final network.

5.2.2 Learning Global Ranking

To learn α and κ, one can consider constructing a ranking with α and κ and then uniformly sampling

CNNs across different FLOP counts to evaluate the ranking. However, CNNs obtained with different

FLOP counts have drastically different validation accuracy, and one has to know the Pareto curve3 of

pruning to normalize the validation accuracy across CNNs obtained with different FLOP counts. To

address this difficulty, we propose to evaluate the validation accuracy of the CNN obtained from the

lowest considered FLOP count as the objective for the ranking induced by the α-κ pair. Concretely, to

learn α and κ, we treat LeGR as an optimization problem:

arg max
α,κ

Accval(Θ̂l) (5.2)

where

Θ̂l = LeGR-Pruning(α, κ, ζ̂l). (5.3)

LeGR-Pruning prunes away the bottom-ranked filters until the desired FLOP count is met as shown in

Figure 5.2. ζ̂l denotes the lowest FLOP count considered. As we will discuss later in Section 5.4.1, we have

also studied how ζ̂ affects the performance of the learned ranking, i.e., how the learned ranking affects

the accuracy of the pruned networks.

Specifically, to learn the α-κ pair, we rely on approaches from hyper-parameter optimization literature.

While there are several options for the optimization algorithm, we adopt the regularized evolutionary

algorithm (EA) proposed in [145] for its effectiveness in the neural architecture search space. The pseudo-

code for our EA is outlined in Algorithm 2. We have also investigated policy gradients for solving for the
3A Pareto curve describes the optimal trade-off curve between two metrics of interest. Specifically, one cannot obtain improve-

ment in one metric without degrading the other metric. The two metrics we considered in this chapter are accuracy and FLOP
count.
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Input: model Θ, lowest constraint ζ̂l , random walk size σ, total search iterations E, sample size S,
mutation ratio u, population size P, fine-tune iterations τ̂
Output: α, κ
Initialize Pool to a size P queue
for e = 1 to E do

α = 1, κ = 0
if Pool has S samples then

V = Pool.sample(S)
α, κ = argmaxFitness(V)

end if
Layer= Sample u% layers to mutate
for l ∈ Layer do

stdl=computeStd([Mi ∀ i ∈ l])
αl = αl × α̂l , where α̂l ∼ eN (0,σ2)

κl = κl + κ̂l , where κ̂l ∼ N (0,stdl)
end for
Θ̂l = LeGR-Pruning-and-fine-tuning(α, κ, ζ̂l , τ̂, Θ)
Fitness = Accval(Θ̂l)
Pool.replaceOldestWith(α, κ, Fitness)

end for
Algorithm 2: Learning α, κ with regularized EA

α-κ pair, which is shown in Appendix B.2. We can equate each α-κ pair to a network architecture obtained

by LeGR-Pruning. Once a pruned architecture is obtained, we fine-tune the resulting architecture by τ̂

gradient steps and use its accuracy on the validation set4 as the fitness (i.e., validation accuracy) for the

corresponding α-κ pair. We note that we use τ̂ to approximate τ (fully fine-tuned steps) and we empirically

find that τ̂ = 200 gradient updates work well under the pruning settings across the datasets and networks

we study. More concretely, we first generate a pool of candidates (α and κ values) and record the fitness

for each candidate, and then repeat the following steps: (i) sample a subset from the candidates, (ii)

identify the fittest candidate, (iii) generate a new candidate by mutating the fittest candidate and measure

its fitness accordingly, and (iv) replace the oldest candidate in the pool with the generated one. To mutate

the fittest candidate, we randomly select a subset of the layers Layer and conduct one step of random-walk

from their current values, i.e., αl , κl ∀ l ∈ Layer.

We note that our layer-wise affine transformation formulation (Eq. 5.1) can be interpreted from an op-

timization perspective. That is, one can upper-bound the loss difference between a pre-trained CNN and

its pruned-and-fine-tuned counterpart by assuming Lipschitz continuity on the loss function, as detailed

in Appendix B.1.

4We split 10% of the original training set to be used as validation set.
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5.3 Experiments

5.3.1 Datasets and Training Setting

Our work is evaluated on various image classification benchmarks including CIFAR-10/100 [93], Ima-

geNet [153], and Birds-200 [170]. CIFAR-10/100 consists of 50k training images and 10k testing images

with a total of 10/100 classes to be classified. ImageNet is a large scale image classification dataset that

includes 1.2 million training images and 50k testing images with 1k classes to be classified. Also, we

benchmark the proposed algorithm in a transfer learning setting since in practice, we want a small and

fast model on some target datasets. Specifically, we use the Birds-200 dataset that consists of 6k training

images and 5.7k testing images covering 200 bird species.

For Bird-200, we use 10% of the training data as the validation set used for early stopping and to avoid

over-fitting. The training scheme for CIFAR-10/100 follows [70], which uses stochastic gradient descent

with nesterov [134], weight decay 5e−4, batch size 128, 1e−1 initial learning rate with decrease by 5× at

epochs 60, 120, and 160, and train for 200 epochs in total. For control experiments with CIFAR-100 and

Bird-200, the fine-tuning after pruning is done as follows: we keep all training hyper-parameters the same

but change the initial learning rate to 1e−2 and train for 60 epochs (i.e., τ ≈ 21k). We drop the learning

rate by 10× at 30%, 60%, and 80% of the total epochs, i.e., epochs 18, 36, and 48. To compare numbers

with prior art on CIFAR-10 and ImageNet, we follow the number of iterations in [219]. Specifically, for

CIFAR-10 we fine-tuned for 400 epochs with initial learning rate 1e−2, drop by 5× at epochs 120, 240, and

320. For ImageNet, we use pre-trained models and we fine-tuned the pruned models for 60 epochs with

initial learning rate 1e−2, drop by 10× at epochs 30 and 45.

For the hyper-parameters of LeGR, we select τ̂ = 200, i.e., fine-tune for 200 gradient steps before

measuring the validation accuracy when searching for the α-κ pair. We note that we do the same for

AMC [71] for a fair comparison. Moreover, we set the number of architectures explored to be the same

with AMC, i.e., 400. We set mutation rate u = 10 and the hyper-parameter of the regularized evolutionary

algorithm by following prior art [145]. In the following experiments, we use the smallest ζ considered as

ζ̂l to search for the learnable variables α and κ. The found α-κ pair is used to obtain the pruned networks

at various FLOP counts. For example, for ResNet-56 with CIFAR-100 (Figure 5.3a), we use ζ̂l = 20% to

obtain the α-κ pair and use the same α-κ pair to obtain the seven networks (ζ = 20%, ..., 80%) with the

flow described in Figure 5.2. The ablation of ζ̂l and τ̂ are detailed in Sec. 5.4.2.

We prune filters across all the convolutional layers. We group dependent channels by summing up their

importance measure and prune them jointly. The importance measure refers to the measure after learned

affine transformations. Specifically, we group a channel in depth-wise convolution with its corresponding
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(a)
(b)

Figure 5.3: (a) The trade-off curve of pruning ResNet-56 and MobileNetV2 on CIFAR-100 using various
methods. We average across three trials and plot the mean and standard deviation. (b) Training cost for
seven CNNs across FLOP counts using various methods targeting ResNet-56 on CIFAR-100. We report
the average cost considering seven FLOP counts, i.e., 20% to 80% FLOP count in a step of 10% on NVIDIA
GTX 1080 Ti. The cost is normalized to the cost of LeGR.

channel in the preceding layer. We also group channels that are summed together through residual

connections.

5.3.2 CIFAR-100 Results

In this section, we consider ResNet-56 and MobileNetV2 and we compare LeGR mainly with four filter

pruning methods, i.e., MorphNet [59], AMC [71], FisherPruning [167], and a baseline that prunes filters

uniformly across layers. Specifically, the baselines are determined such that one dominant approach is

selected from different groups of prior art. We select one approach [59] from pruning-while-learning

approaches, one approach [71] from pruning-by-searching methods, one approach [167] from continuous

pruning methods, and a baseline extending magnitude-based pruning to various FLOP counts. We note

that FisherPruning is a continuous pruning method where we use 0.0025 learning rate and perform 500

gradient steps after each filter pruned following [167].

As shown in Figure 5.3a, we first observe that FisherPruning does not work as well as other methods

and we hypothesize the reason for it is that the small fixed learning rate in the fine-tuning phase makes

it hard for the optimizer to get out of local optima. Additionally, we find that FisherPruning prunes away

almost all the filters for some layers. On the other hand, we find that all other approaches outperform

the uniform baseline in a high-FLOP-count regime. However, both AMC and MorphNet have higher

variances when pruned more aggressively. In both cases, LeGR outperforms prior art, especially in the

low-FLOP-count regime.

More importantly, our proposed method aims to alleviate the cost of pruning when the goal is to
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explore the trade-off curve between accuracy and inference latency. From this perspective, our approach

outperforms prior art by a significant margin. More specifically, we measure the average time of each

algorithm to obtain the seven pruned ResNet-56 across the FLOP counts in Figure 5.3a using our hardware

(i.e., NVIDIA GTX 1080 Ti). Figure 5.3b shows the efficiency of AMC, MorphNet, FisherPruning, and the

proposed LeGR. The cost can be broken down into two parts: (1) pruning: the time it takes to search for

a network that has some pre-defined FLOP count and (2) fine-tuning: the time it takes for fine-tuning

the weights of a pruned network. For MorphNet, we consider three trials for each FLOP count to find

an appropriate hyper-parameter λ to meet the FLOP count of interest. The numbers are normalized

to the cost of LeGR. In terms of pruning time, LeGR is 7× and 5× faster than AMC and MorphNet,

respectively. The efficiency comes from the fact that LeGR only searches the α-κ pair once and re-uses

it across FLOP counts. In contrast, both AMC and MorphNet have to search for networks for every

FLOP count considered. FisherPruning always prune one filter at a time, and therefore the lowest FLOP

count level considered determines the pruning time, regardless of how many FLOP count levels we are

interested in.

5.3.3 Comparison with Prior Art

Although the goal of this chapter is to develop a model compression method that produces a set of CNNs

across different FLOP counts, we also compare our method with prior art that focuses on generating a

CNN for a specified FLOP count.

CIFAR-10 In Table 5.1, we compare LeGR with prior art that reports results on CIFAR-10. First, for

ResNet-56, we find that LeGR outperforms most of the prior art in both FLOP count and accuracy dimen-

sions and performs similarly to [70, 219]. For VGG-13, LeGR achieves significantly better results compared

to prior art.

ImageNet Results For ImageNet, we prune ResNet-50 and MobileNetV2 with LeGR to compare with

prior art. For LeGR, we learn the ranking using 47% FLOP count for ResNet-50 and 50% FLOP count for

MobileNetV2, and use the learned ranking to obtain CNNs for other FLOP counts of interest. We have

compared to 17 prior methods that report pruning performance for ResNet-50 and/or MobileNetV2 on

the ImageNet dataset. While our focus is on the fast exploration of the speed and accuracy trade-off curve

for filter pruning, our proposed method is better or comparable compared to the state-of-the-art methods

as shown in Figure 5.4. The detailed numerical results are in Table 5.2. We would like to emphasize that

to obtain a pruned-CNN with prior methods, one has to run the pruning algorithm for every FLOP count
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Table 5.1: Comparison with prior art on CIFAR-10. We group methods into sections according to different
FLOP counts. Values for our approaches are averaged across three trials and we report the mean and
standard deviation. We use boldface to denote the best numbers and use ∗ to denote our implementation.
The accuracy is represented in the format of pre-trained 7→ pruned-and-fine-tuned.

Network Method Acc. (%) MFLOP count

ResNet-56

PF [99] 93.0 −→ 93.0 90.9 (72%)
Taylor [130]∗ 93.9 −→ 93.2 90.8 (72%)

LeGR 93.9 −→ 94.1±0.0 87.8 (70%)
DCP-Adapt [219] 93.8 −→ 93.8 66.3 (53%)

CP [74] 92.8 −→ 91.8 62.7 (50%)
AMC [71] 92.8 −→ 91.9 62.7 (50%)
DCP [219] 93.8 −→ 93.5 62.7 (50%)
SFP [70] 93.6±0.6 −→ 93.4±0.3 59.4 (47%)
LeGR 93.9 −→ 93.7±0.2 58.9 (47%)

VGG-13

BC-GNJ [118] 91.9 −→ 91.4 141.5 (45%)
BC-GHS [118] 91.9 −→ 91 121.9 (39%)
VIBNet [34] 91.9 −→ 91.5 70.6 (22%)

LeGR 91.9 −→ 92.4±0.2 70.3 (22%)

Figure 5.4: Results for ImageNet. LeGR is better or comparable compared to prior methods. Furthermore,
its goal is to output a set of CNNs instead of one CNN.

considered. In contrast, our proposed method learns the ranking once and uses it to obtain CNNs across

different FLOP counts.

5.3.4 Transfer Learning: Bird-200

We analyze how LeGR performs in a transfer learning setting where we have a model pre-trained on a

large dataset, i.e., ImageNet, and we want to transfer its knowledge to adapt to a smaller dataset, i.e.,

Bird-200. We prune the fine-tuned network on the target dataset directly following the practice in prior

art [207, 121]. We first obtain fine-tuned MobileNetV2 and ResNet-50 on the Bird-200 dataset with top-1
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Table 5.2: Summary of pruning on ImageNet. The sections are defined based on the FLOP count left. The
accuracy is represented in the format of pre-trained 7→ pruned-and-fine-tuned.

Network Method Top-1 Top-1 Diff Top-5 Top-5 Diff FLOP count (%)

ResNet-50

NISP [197] - −→ - -0.2 - −→ - - 73
LeGR 76.1 −→ 76.2 +0.1 92.9 −→ 93.0 +0.1 73

SSS [82] 76.1 −→ 74.2 -1.9 92.9 −→ 91.9 -1.0 69
ThiNet [121] 72.9 −→ 72.0 -0.9 91.1 −→ 90.7 -0.4 63

C-SGD-70 [45] 75.3 −→ 75.3 +0.0 92.6 −→ 92.5 -0.1 63
Variational [202] 75.1 −→ 75.2 +0.1 92.8 −→ 92.1 -0.7 60

GDP [107] 75.1 −→ 72.6 -2.5 92.3 −→ 91.1 -1.2 58
SFP [70] 76.2 −→ 74.6 -1.6 92.9 −→ 92.1 -0.8 58

FPGM [72] 76.2 −→ 75.6 -0.6 92.9 −→ 92.6 -0.3 58
LeGR 76.1 −→ 75.7 -0.4 92.9 −→ 92.7 -0.2 58

GAL-0.5 [108] 76.2 −→ 72.0 -4.2 92.9 −→ 91.8 -1.1 57
AOFP-C1 [46] 75.3 −→ 75.6 +0.3 92.6 −→ 92.7 +0.1 57

NISP [197] - −→ - -0.9 - −→ - - 56
Taylor-FO-BN [129] 76.2 −→ 74.5 -1.7 - −→ - - 55

CP [74] - −→ - - 92.2 −→ 90.8 -1.4 50
SPP [175] - −→ - - 91.2 −→ 90.4 -0.8 50

LeGR 76.1 −→ 75.3 -0.8 92.9 −→ 92.4 -0.5 47
CCP-AC [140] 76.2 −→ 75.3 -0.9 92.9 −→ 92.6 -0.3 44

RRBP [213] 76.1 −→ 73.0 -3.0 92.9 −→ 91.0 -1.9 45
C-SGD-50 [45] 75.3 −→ 74.5 -0.8 92.6 −→ 92.1 -0.5 45

DCP [219] 76.0 −→ 74.9 -1.1 92.9 −→ 92.3 -0.6 44

MobileNetV2

AMC [71] 71.8 −→ 70.8 -1.0 −→ - - 70
LeGR 71.8 −→ 71.4 -0.4 −→ - - 70
LeGR 71.8 −→ 70.8 -1.0 −→ - - 60

DCP [219] 70.1 −→ 64.2 -5.9 −→ - - 55
MetaPruning [115] 72.7 −→ 68.2 -4.5 −→ - - 50

LeGR 71.8 −→ 69.4 -2.4 −→ - - 50

accuracy 80.2% and 79.5%, respectively. These are comparable to the reported values in prior art [101, 123].

As shown in Figure 5.5, we find that LeGR outperforms Uniform and AMC, which is consistent with

previous analyses in Section 5.3.2.

Figure 5.5: Results for Bird-200.
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5.4 Ablation Study

5.4.1 Ranking Performance and ζ̂l

Figure 5.6: Robustness to the hyper-parameter ζ̂l . Prior art is plotted as a reference (c.f. Figure 5.3a).

To learn the global ranking with LeGR without knowing the Pareto curve in advance, we use the

minimum considered FLOP count (ζ̂l) during learning to evaluate the performance of a ranking. We are

interested in understanding how this design choice affects the performance of LeGR. Specifically, we try

LeGR targeting ResNet-56 for CIFAR-100 with ζ̂l ∈ {20%, 40%, 60%, 80%}. As shown in Figure 5.6, we first

observe that rankings learned using different FLOP counts have similar performances, which empirically

supports Assumption 5.2.1. More concretely, consider the network pruned to 40% FLOP count by using

the ranking learned at 40% FLOP count. This case does not take advantage of the subset assumption

because the entire learning process for learning α-κ is done only by looking at the performance of the

40% FLOP count network. On the other hand, rankings learned using other FLOP counts but employed

to obtain pruned-networks at 40% FLOP count have exploited the subset assumption (e.g., the ranking

learned for 80% FLOP count can produce a competitive network for 40% FLOP count). We find that LeGR

with or without employing Assumption 5.2.1 results in similar performance for the pruned networks.

5.4.2 Fine-tuned Iterations

Since we use τ̂ to approximate τ when learning the α-κ pair, it is expected that the closer τ̂ to τ, the

better the α-κ pair LeGR can find. We use LeGR to prune ResNet-56 for CIFAR-100 and learn α-κ at three

FLOP counts ζ̂l ∈ {10%, 30%, 50%}. We consider ζ to be exactly ζ̂l in this case. For τ̂, we experiment with

{0, 50, 200, 500}. We note that once the α-κ pair is learned, we use LeGR-Pruning to obtain the pruned

CNN, fine-tune it for τ steps, and plot the resulting test accuracy. In this experiment, τ is set to 21120

gradient steps (60 epochs). As shown in Figure 5.7, the results align with our intuition in that there are
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Figure 5.7: Pruning ResNet-56 for CIFAR-100 with LeGR by learning α and κ using different τ̂ and FLOP
count constraints.

diminishing returns in increasing τ̂. We observe that τ̂ affects the accuracy of the pruned CNNs more

when learning the ranking at a lower FLOP count level, which means in low-FLOP-count regimes, the

validation accuracy after fine-tuning a few steps might not be representative. This makes sense since

when pruning away a lot of filters, the network can be thought of as moving far away from the local

optimal, where the gradient steps early in the fine-tuning phase are noisy. Thus, more gradient steps are

needed before considering the accuracy to be representative of the fully-fine-tuned accuracy.

5.4.3 FLOP count and Runtime

Figure 5.8: Latency reduction vs. FLOP count reduction. FLOP count reduction is indicative for latency
reduction.

We demonstrate the effectiveness of filter pruning in wall-clock time speedup using ResNet-50 and

MobileNetV2 on PyTorch 0.4 using two types of CPUs. Specifically, we consider both a desktop level

CPU, i.e., Intel i7, and an embedded CPU, i.e., ARM A57, and use LeGR as the pruning methodology.

The input is a single RGB image of size 224x224 and the program (Python with PyTorch) is run using a
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single thread. As shown in Figure 5.8, filter pruning can produce near-linear acceleration (with a slope of

approximately 0.6) without specialized software or hardware support.

5.5 Discussion

To alleviate the bottleneck of using model compression in optimizing the CNNs in a large system, we

propose LeGR, a novel formulation for practitioners to explore the accuracy-vs.-speed trade-off efficiently

via filter pruning. More specifically, we propose to learn layer-wise affine transformations over filter norms

to construct a global ranking of filters. This formulation addresses the limitation that filter norms cannot

be compared across layers in a learnable fashion and provides an efficient way for practitioners to obtain

CNN architectures with different FLOP counts. Additionally, we provide a theoretical interpretation of

the proposed affine transformation formulation. We conduct extensive empirical analyses using ResNet

and MobileNetV2 on datasets including CIFAR, Bird-200, and ImageNet and show that LeGR has less

training cost to generate the pruned CNNs across different FLOP counts compared to prior art while

achieving comparable performance to state-of-the-art pruning methods.

5.6 Carbon Footprint Analysis

When compared to standard training of a neural network (i.e., without pruning), LeGR saves carbon foot-

print during inference but increases it during training. During training, in addition to standard training,

we conduct ranking learning and fine-tuning. If we take ImageNet as an example, it takes an extra 30%

overhead for training. Considering an iso-accurate pruned ResNet-50, the pruned model reduces the com-

putational overhead by 27%. According to a recent study by Patterson et al. [139], the ratio of training

and inference is roughly nine to one in current cloud providers. With the above calculation, adopting the

LeGR methodology can reduced the total carbon footprint by 21% compared to using a standard model.

On the other hand, when compared to other pruning methods, LeGR reduces the carbon footprint during

the training time while having similar inference overhead. More specifically, LeGR reduces the carbon

footprint by 3× compared to AMC [71] during the training time.



Chapter 6

Joslim: Efficient Filter Pruning without

Fine-tuning

In Chapter 5, we have proposed LeGR to improve the scalability of filter pruning. However, LeGR still

requires fine-tuning each of the pruned models after pruning, which can be costly. In this chapter, we

aim to remove the overhead of fine-tuning by sharing the weights among the pruned networks. From this

perspective, we propose to jointly optimize a set of filter configurations, which have different accuracy and

FLOPs profiles, and the weights that are shared among the configurations using alternating minimization.

6.1 Motivation

While LeGR can be efficient for filter pruning that aims for multiple compression ratios, it requires each

of the pruned networks to be fine-tuned to achieve good performance. This can be limiting for various

applications. For example, model compression is a useful tool to allow the designer to traverse the trade-

off between accuracy and speed of the model. This characteristic can be useful if model compression can

be carried out in an online fashion. More specifically, a real system might run multiple tasks at the same

time, which makes it hard to guarantee the latency of a model since the information regarding other tasks

are often unknown apriori. In this case, having a model that can be pruned at run-time without fine-tuning

is beneficial for meeting the desired latency constraint. On the other hand, the fine-tuning process in LeGR

not only adds overhead as the number of target compression ratios grows, but it also adds maintenance

cost as the machine learning practitioner has to maintain n models for n target constraint levels and each

of which have different weights. More specifically, this adds engineering costs if the training data is later

improved and there will be n models to be fine-tuned or re-trained.

One idea to cope with the above drawbacks of LeGR is to train a weight-sharing network whose

50
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weights are shared across all pruned models. Such a weight-sharing network can be pruned in an online

fashion and only a single set of weights needs to be maintained. Along the direction of sharing weights

across different networks that have different filter configurations, slimmable neural networks [196] have

been proposed with the promise of enabling multiple neural networks with different trade-offs between

prediction error and the FLOPs, all at the storage requirement of only a single neural network. This is in stark

contrast to filter pruning methods [12, 193, 60] that aim for a small standalone model.

A slimmable neural network is trained by simultaneously considering networks with different widths

(or filter counts) using a single set of shared weights. The width of a child network is specified by a real

number between 0 and 1, which is known as the “width-multiplier” [77]. Such a parameter specifies how

many filters per layer to use proportional to the full network. For example, a width-multiplier of 0.35×

represents a network with 35% of the channel counts of the full network for all the layers. While specifying

child networks using a single width-multiplier for all the layers has shown empirical success [194, 196],

such a specification neglects that different layers affect the network’s output differently [200] and have

different FLOPs and memory footprint requirements [59], which may lead to sub-optimal results. As

an alternative, neural architecture search (NAS) methods such as BigNAS [195] optimizes the layer-wise

widths for slimmable networks, however, a sequential greedy procedure is adopted to optimize the widths

and weights. As a result, the optimization of weights is not adapted to the optimization of widths, thereby

leaving rooms for improvement by joint width and weight optimization.

In this chapter, we propose a framework for optimizing slimmable nets by formalizing it as minimizing

the area under the trade-off curve between prediction error and some metric of interest, e.g., memory foot-

print or FLOPs, with alternating minimization. Our framework subsumes both the universally slimmable

networks [194] and BigNAS [195] as special cases. The framework is general and provides us with insights

to improve upon existing alternatives and justifies our new algorithm Joslim, the first approach that jointly

optimizes both shared-weights and widths for slimmable nets. To this end, we demonstrate empirically

the superiority of the proposed algorithm over existing methods using various datasets, networks, and ob-

jectives. We visualize the algorithmic differences between the proposed method and existing alternatives

in Fig. 6.1.

The contributions of this chapter are as follows:

• We propose a general framework that enables the joint optimization of the widths and their cor-

responding shared weights of a slimmable net. The framework is general and subsumes existing

algorithms as special cases.

• We propose Joslim, an algorithm that jointly optimizes the widths and weights of slimmable nets.



CHAPTER 6. JOSLIM: EFFICIENT FILTER PRUNING WITHOUT FINE-TUNING 52

Universally
Slimmable Training BigNAS Joslim (Ours)

Weight Training
Sample 

Data
Sample 

Arch SGD

Width Searching

Fixed weights, optimize arch

Weight Training
Sample 

Data
Use 𝒄 as 

arch SGD

Width Searching

Fixed weights, optimize for 𝒄

Channel Pruning

Pruning and training

…

Shared weights, widths specified by a 
single global width multiplier

Weight Training
Sample 

Data
Sample 

Arch SGD

…

Shared weights, widths specified by random
layer-wise width multipliers

…

Shared weights, widths learned by 
joint optimization

One model for one target 
sparsity

Multiple networks with
weight sharing

Width optimization

Joint shared-weights and
width optimization

<latexit sha1_base64="XICB327XPl/lB3eF2nLQxUIGA7Y=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6LHoxWMFW4ttKJvtpF2yuwm7G6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTDnTxvO+ndLK6tr6RnmzsrW9s7tX3T9o6yRTFFs04YnqhEQjZxJbhhmOnVQhESHHhzC+mfoPT6g0S+S9GacYCDKULGKUGCs99ugIaSyIivvVmlf3ZnCXiV+QGhRo9qtfvUFCM4HSUE607vpeaoKcKMMox0mll2lMCY3JELuWSiJQB/ns4ol7YpWBGyXKljTuTP09kROh9ViEtlMQM9KL3lT8z+tmJroKcibTzKCk80VRxl2TuNP33QFTSA0fW0KoYvZWl46IItTYkCo2BH/x5WXSPqv7F3Xv7rzWuC7iKMMRHMMp+HAJDbiFJrSAgoRneIU3RzsvzrvzMW8tOcXMIfyB8/kDp5SQ5w==</latexit>X

<latexit sha1_base64="XICB327XPl/lB3eF2nLQxUIGA7Y=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6LHoxWMFW4ttKJvtpF2yuwm7G6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTDnTxvO+ndLK6tr6RnmzsrW9s7tX3T9o6yRTFFs04YnqhEQjZxJbhhmOnVQhESHHhzC+mfoPT6g0S+S9GacYCDKULGKUGCs99ugIaSyIivvVmlf3ZnCXiV+QGhRo9qtfvUFCM4HSUE607vpeaoKcKMMox0mll2lMCY3JELuWSiJQB/ns4ol7YpWBGyXKljTuTP09kROh9ViEtlMQM9KL3lT8z+tmJroKcibTzKCk80VRxl2TuNP33QFTSA0fW0KoYvZWl46IItTYkCo2BH/x5WXSPqv7F3Xv7rzWuC7iKMMRHMMp+HAJDbiFJrSAgoRneIU3RzsvzrvzMW8tOcXMIfyB8/kDp5SQ5w==</latexit>X <latexit sha1_base64="XICB327XPl/lB3eF2nLQxUIGA7Y=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6LHoxWMFW4ttKJvtpF2yuwm7G6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTDnTxvO+ndLK6tr6RnmzsrW9s7tX3T9o6yRTFFs04YnqhEQjZxJbhhmOnVQhESHHhzC+mfoPT6g0S+S9GacYCDKULGKUGCs99ugIaSyIivvVmlf3ZnCXiV+QGhRo9qtfvUFCM4HSUE607vpeaoKcKMMox0mll2lMCY3JELuWSiJQB/ns4ol7YpWBGyXKljTuTP09kROh9ViEtlMQM9KL3lT8z+tmJroKcibTzKCk80VRxl2TuNP33QFTSA0fW0KoYvZWl46IItTYkCo2BH/x5WXSPqv7F3Xv7rzWuC7iKMMRHMMp+HAJDbiFJrSAgoRneIU3RzsvzrvzMW8tOcXMIfyB8/kDp5SQ5w==</latexit>X
<latexit sha1_base64="XICB327XPl/lB3eF2nLQxUIGA7Y=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6LHoxWMFW4ttKJvtpF2yuwm7G6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTDnTxvO+ndLK6tr6RnmzsrW9s7tX3T9o6yRTFFs04YnqhEQjZxJbhhmOnVQhESHHhzC+mfoPT6g0S+S9GacYCDKULGKUGCs99ugIaSyIivvVmlf3ZnCXiV+QGhRo9qtfvUFCM4HSUE607vpeaoKcKMMox0mll2lMCY3JELuWSiJQB/ns4ol7YpWBGyXKljTuTP09kROh9ViEtlMQM9KL3lT8z+tmJroKcibTzKCk80VRxl2TuNP33QFTSA0fW0KoYvZWl46IItTYkCo2BH/x5WXSPqv7F3Xv7rzWuC7iKMMRHMMp+HAJDbiFJrSAgoRneIU3RzsvzrvzMW8tOcXMIfyB8/kDp5SQ5w==</latexit>X

<latexit sha1_base64="XICB327XPl/lB3eF2nLQxUIGA7Y=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6LHoxWMFW4ttKJvtpF2yuwm7G6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTDnTxvO+ndLK6tr6RnmzsrW9s7tX3T9o6yRTFFs04YnqhEQjZxJbhhmOnVQhESHHhzC+mfoPT6g0S+S9GacYCDKULGKUGCs99ugIaSyIivvVmlf3ZnCXiV+QGhRo9qtfvUFCM4HSUE607vpeaoKcKMMox0mll2lMCY3JELuWSiJQB/ns4ol7YpWBGyXKljTuTP09kROh9ViEtlMQM9KL3lT8z+tmJroKcibTzKCk80VRxl2TuNP33QFTSA0fW0KoYvZWl46IItTYkCo2BH/x5WXSPqv7F3Xv7rzWuC7iKMMRHMMp+HAJDbiFJrSAgoRneIU3RzsvzrvzMW8tOcXMIfyB8/kDp5SQ5w==</latexit>X
<latexit sha1_base64="XICB327XPl/lB3eF2nLQxUIGA7Y=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6LHoxWMFW4ttKJvtpF2yuwm7G6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTDnTxvO+ndLK6tr6RnmzsrW9s7tX3T9o6yRTFFs04YnqhEQjZxJbhhmOnVQhESHHhzC+mfoPT6g0S+S9GacYCDKULGKUGCs99ugIaSyIivvVmlf3ZnCXiV+QGhRo9qtfvUFCM4HSUE607vpeaoKcKMMox0mll2lMCY3JELuWSiJQB/ns4ol7YpWBGyXKljTuTP09kROh9ViEtlMQM9KL3lT8z+tmJroKcibTzKCk80VRxl2TuNP33QFTSA0fW0KoYvZWl46IItTYkCo2BH/x5WXSPqv7F3Xv7rzWuC7iKMMRHMMp+HAJDbiFJrSAgoRneIU3RzsvzrvzMW8tOcXMIfyB8/kDp5SQ5w==</latexit>X

<latexit sha1_base64="XICB327XPl/lB3eF2nLQxUIGA7Y=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6LHoxWMFW4ttKJvtpF2yuwm7G6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTDnTxvO+ndLK6tr6RnmzsrW9s7tX3T9o6yRTFFs04YnqhEQjZxJbhhmOnVQhESHHhzC+mfoPT6g0S+S9GacYCDKULGKUGCs99ugIaSyIivvVmlf3ZnCXiV+QGhRo9qtfvUFCM4HSUE607vpeaoKcKMMox0mll2lMCY3JELuWSiJQB/ns4ol7YpWBGyXKljTuTP09kROh9ViEtlMQM9KL3lT8z+tmJroKcibTzKCk80VRxl2TuNP33QFTSA0fW0KoYvZWl46IItTYkCo2BH/x5WXSPqv7F3Xv7rzWuC7iKMMRHMMp+HAJDbiFJrSAgoRneIU3RzsvzrvzMW8tOcXMIfyB8/kDp5SQ5w==</latexit>X

Figure 6.1: Schematic overview comparing our proposed method with existing alternatives and channel
pruning. Channel pruning has a fundamentally different goal compared to ours, i.e., training slimmable
nets. Joslim jointly optimizes both the widths and the shared weights.

We show empirically that Joslim outperforms existing methods on various networks, datasets, and

objectives. Quantitatively, improvements up to 1.7% and 8% in top-1 accuracy on ImageNet are

attained for MobileNetV2 considering FLOPs and memory footprint, respectively.

6.2 Methodology

In this chapter, we are interested in jointly optimizing the network widths and network weights. Ul-

timately, when evaluating the performance of a slimmable neural network, we care about the trade-off

curve between multiple objectives, e.g., theoretical speedup and accuracy. This trade-off curve is formed

by evaluating the two objectives at multiple width configurations using the same shared-weights. Viewed

from this perspective, both the widths and shared-weights should be optimized in such a way that the

resulting networks have a better trade-off curve (i.e., larger area under curve). This section formalizes this

idea and provides an algorithm to solve it in an approximate fashion.

6.2.1 Problem formulation

Our goal is to find both the weights and the width configurations that optimize the area under the trade-

off curve between two competing objectives, e.g., accuracy and inference speed. Without loss of generality,

we use cross entropy loss as the accuracy objective and FLOPs as the inference speed objective throughout
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the text for clearer context. Note that FLOPs can also be replaced by other metrics of interest such as

memory footprint. Since in this case both objectives are better when lower, the objective for optimizing

the slimmable nets becomes to minimize the area under curve. To quantify the area under curve, we start

with a Riemann integral. Let w(c) be a width configuration of c FLOPs, one can quantify the Riemann

integral by evaluating the cross entropy loss LS on the training set S using the shared weights θ for the

architectures that spread uniformly on the FLOPs-axis between a lower bound l and an upper bound u of

FLOPs: {a|a = w(c), c ∈ [l, u]}. More formally, the area under curve A for the widths w(·) and weights

θ is characterized as

A(θ, w)
def
=
∫ u

l
LS (θ, w(c)) dc (6.1)

≈
N

∑
i=0

LS (θ, w(ci)) δ, (6.2)

where equation 6.2 approximates the Riemann integral with the Riemann sum using N architectures that

spread uniformly on the FLOPs-axis with a step size δ. With a quantifiable area under curve, our goal for

optimizing slimmable neural networks becomes finding both the shared-weights θ and the architecture

function w to minimize their induced area under curve:

arg min
θ,w

A(θ, w) ≈ arg min
θ,w

N

∑
i=0

LS (θ, w(ci)) δ (6.3)

= arg min
θ,w

1
N

N

∑
i=0

LS (θ, w(ci)) (6.4)

≈ arg min
θ,w

Ec∼U(l,u)LS (θ, w(c)) , (6.5)

where U(l, u) denotes a uniform distribution over a lower bound l and an upper bound u. Note that the

solution to equation 6.5 is the shared-weight vector and a set of architectures, which is drastically different

from the solution to the formulation used in the NAS literature [111, 162], which is an architecture.

6.2.2 Proposed approach: Joslim

Since both the shared-weights θ and the architecture function w are optimization variables of two natural

groups, we start by using alternating minimization:

w(t+1) = arg min
w

Ec∼U(l,u)LS
(

θ(t), w(c)
)

(6.6)

θ(t+1) = arg min
θ

Ec∼U(l,u)LS
(

θ, w(t+1)(c)
)

. (6.7)

In equation 6.6, we maintain the shared-weights θ fixed and for each FLOPs between l and u, we search

for a corresponding architecture that minimizes the cross entropy loss. This step can be seen as a multi-
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objective neural architecture search given a fixed set of pre-trained weights, and can be approximated us-

ing smart algorithms such as multi-objective Bayesian optimization [137] or evolutionary algorithms [39].

However, even with smart algorithms, such a procedure can be impractical for every iteration of the

alternating minimization.

In equation 6.7, one can use stochastic gradient descent by sampling from a set of architectures that

spread uniformly across FLOPs obtained from solving equation 6.6. However, training such a weight-

sharing network is practically 4× the training time of the largest standalone subnetwork [194] (it takes

6.5 GPU-days to train a slimmable ResNet18), which prevents it from being adopted in the alternating

minimization framework.

To cope with these challenges, we propose targeted sampling, local approximation, and temporal

sharing to approximate both equations.

Targeted sampling

We propose to sample a set of FLOPs to approximate the expectation in equations 6.6 and 6.7 with empir-

ical estimates. Moreover, the sampled FLOPs are shared across both steps in the alternating minimization

so that one does not have to solve for the architecture function w (needed for the second step), but only

solve for a set of architectures that have the corresponding FLOPs. Specifically, we approximate the ex-

pectation in both equations 6.6 and 6.7 with the sample mean:

c(t)i ∼ U(l, u) ∀ i = 1, . . . , M (6.8)

w(t+1) ≈ arg min
w

1
M

M

∑
i=1

LS
(

θ(t), w(c(t)i )
)

(6.9)

θ(t+1) ≈ arg min
θ

1
M

M

∑
i=1

LS
(

θ, w(t+1)(c(t)i )
)

. (6.10)

From equation 6.9 and 6.10, we can observe that at any timestamp t, we only query the architecture

function w(t) and w(t+1) at a fixed set of locations ci ∀ i = 1, . . . , M. As a result, instead of solving for the

architecture function w, we can solve for a fixed set of architecturesW (t+1) at each timestamp as follows:

W (t+1) := {w(t+1)(ci), . . . , w(t+1)(cM)} (6.11)

where

w(t+1)(ci) = arg min
a

LS
(

θ(t), a
)

s.t. FLOPs(a) = ci. (6.12)

With these approximations, for each iteration in the alternating minimization, we solve for M architectures

with targeted FLOPs as opposed to solving for the entire approximate trade-off curve.
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Local approximation

To reduce the overhead for solving equation 6.10, we propose to approximate it with a few steps of

gradient descent. Specifically, instead of training a slimmable neural network with sampled architectures

until convergence in each iteration of alternating minimization (equation 6.10), we propose to perform K

steps of gradient descent:

x0def
= θ(t)

x(k+1)def
= x(k) − η

1
M

M

∑
i=1
∇x(k) LS

(
x(k),W (t+1)

i

)
θ(t+1) ≈ x(K),

(6.13)

where η is the learning rate. Larger K indicates better approximation with higher training overhead.

Temporal sharing

Since we use local approximation, θ(t+1) and θ(t) would not be drastically different. As a result, instead

of performing constrained neural architecture search from scratch (i.e., solving for equation 6.12) in every

iteration of the alternating minimization, we propose to share information across the search procedures

in different iterations of the alternation.

To this end, we propose to perform temporal sharing for multi-objective Bayesian optimization with

random scalarization (MOBO-RS) [137] to solve equation 6.12. MOBO-RS itself is a sequential model-

based optimization algorithm, where one takes a set of architectures H, builds models (typically Gaussian

Processes [143]) to learn a mapping from architectures to cross entropy loss gCE and FLOPs gFLOPs, scalar-

izes both models into a single objective with a random weighting λ (λ controls the preference for cross

entropy and FLOPs), and finally optimizes the scalarized model to obtain a new architecture and stores

the architecture back to the set H. This entire procedure repeats for T iterations for one MOBO-RS.

To exploit temporal similarity, we propose MOBO-TS2, which stands for multi-objective Bayesian

optimization with targeted scalarization and temporal sharing. Specifically, we propose to let T = 1

and share H across alternating minimization. Importantly, we replace the random scalarization with tar-

geted scalarization where we use binary search to search for the λ that results in the desired FLOPs. As

such, H grows linearly with the number of alternations. In such an approximation, for each MOBO in the

alternating optimization, we reevaluate the cross-entropy loss for each a ∈ H to build faithful GPs. We

further provide theoretical analysis for approximation via temporal similarity for Bayesian optimization

in Appendix C.4.
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Input : Model parameters θ, lower bound for width-multipliers w0 ∈ [0, 1], number of full iterations F,
number of gradient descent updates K, number of λ samples M

Output: Trained parameter θ, approximate Pareto front N
1 H = {} (Historical minimizers a)
2 for i = 1...F do
3 x, y = sample_data()
4 uCE, uFLOPs = LCE(H; θ, x, y), FLOPs(H)
5 gCE, gFLOPs = GP_UCB( H, uCE, uFLOPs )
6 widths = []
7 for m = 1...M do
8 a = MOBO_TS2( gCE, gFLOPs,H ) (Algorithm 4)
9 widths.append(a)

10 end
11 H = H ∪ widths (update historical data)
12 widths.append(w0)
13 for j = 1...K do
14 SlimmableTraining( θ, widths )
15 (line 3-16 of Algorithm 1 in [194])
16 end
17 N=nonDominatedSort(H, uCE, uFLOPs)
18 end

Algorithm 3: Joslim

Input : Acquisition functions gCE, gFLOPs, historical data H, search precision ε
Output: channel configurations a

1 c = Uniform( l, u ) (Sample a target FLOPs)
2 λFLOPs, λmin, λmax = 0.5, 0, 1

3 while | FLOPs(a)−c
FullModelFLOPs | > ε do // binary search

4 c =arg minc Scalarize( λFLOPs, gCE, gFLOPs )
5 if FLOPs(a) > c then
6 λmin = λFLOPs
7 λFLOPs = (λFLOPs + λmax)/2
8 else
9 λmax = λFLOPs

10 λFLOPs = (λFLOPs + λmin)/2
11 end
12 end

Algorithm 4: MOBO-TS2

Joslim

Based on this preamble, we present our algorithm, Joslim, in Algorithm 3. In short, Joslim has three

steps: (1) build surrogate functions (i.e., GPs) and acquisition functions (i.e., UCBs) using historical data

H and their function responses, (2) sample M target FLOPs and solve for the corresponding widths

(i.e., a) via binary search with the scalarized acquisition function and store them back to H, and (3)

perform K gradient descent steps using the solved widths. The first two steps solve equation 6.12 with

targeted sampling and temporal sharing, and the final step solves equation 6.10 approximately with local

approximation. In the end, to obtain the best widths, we use non-dominated sorting based on the training

loss and FLOPs for a ∈ H.
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6.2.3 Relation to existing approaches

For direct comparisons with our method we consider the universally slimmable neural networks [194],

which uses a single width multiplier to specify the widths of a slimmable network and NAS-based ap-

proaches such as OFA [15] and BigNAS [195], which use a sequential greedy process for weights and

widths optimization. To demonstrate the generality of the proposed framework, we show how these

previously published works are special cases of our framework.

Slim

Universally slimmable networks [194], or Slim for short, is a special case of our framework where the

widths are not optimized but pre-specified by a single global width multiplier. This corresponds to

solving equation 6.5 with w given as a function that returns the width that satisfies some FLOPs by

controlling a single global width multiplier. Our framework is more general as it introduces the freedom

for optimizing the widths of slimmable nets.

OFA and BigNAS

OFA and BigNAS use the same approach when it comes to the channel search space1. They are also a

special case of our framework where the optimization of the widths and the shared-weights are carried

out greedily. Specifically, BigNAS first trains the shared-weights by random layer-wise width multipliers.

After convergence, BigNAS performs evolutionary search to optimize the layer-wise width multipliers

considering both error and FLOPs. This greedy algorithm can be seen as performing one iteration of

alternating minimization by solving equation 6.7 followed by solving equation 6.6. From this perspective,

one can observe that the shared-weights θ are not jointly optimized with the widths. Our framework is

more general and enables joint optimization for both widths and weights.

As we demonstrate in Section 6.3.2, our comprehensive empirical analysis reveals that Joslim is supe-

rior to either approach when compared across multiple networks, datasets, and objectives.

6.3 Experiments

6.3.1 Experimental setup

For all the Joslim experiments in this sub-section, we set K such that Joslim only visits 1000 width configu-

rations throughout the entire training (|H| = 1000). Also, we set M to be 2, which follows the conventional

1Since we only search for channel counts, the progressive shrinking strategy proposed in OFA does not apply. As a result, both
OFA and BigNAS have the same approach.
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(a) ResNet20 C10 (b) ResNet32 C10 (c) ResNet44 C10 (d) ResNet56 C10

(e) ResNet20 C100 (f) ResNet32 C100 (g) ResNet44 C100 (h) ResNet56 C100

(i) 2×ResNet20 C100 (j) 3×ResNet20 C100 (k) 4×ResNet20 C100 (l) 5×ResNet20 C100

Figure 6.2: Comparisons among Slim, BigNAS, and Joslim. C10 and C100 denote CIFAR-10/100. We
perform three trials for each method and plot the mean and standard deviation.

slimmable training method [194] that samples two width configurations in between the largest and the

smallest widths. As for binary search, we conduct at most 10 binary searches with ε set to 0.02, which

means that the binary search terminates if the FLOPs difference is within a two percent margin relative to

the full model FLOPs. On average, the procedure terminates by using 3.4 binary searches for results on

ImageNet. The dimension of a is network-dependent and is specified in Appendix C.1 and the training

hyperparameters are detailed in Appendix C.3. To arrive at the final set of architectures for Joslim, we use

non-dominated sort based on the training loss and FLOPs for a ∈ H.

6.3.2 Performance gains introduced by Joslim

We consider three datasets: CIFAR-10, CIFAR-100, and ImageNet. To provide informative comparisons,

we verify our implementation for the conventional slimmable training with the reported numbers in [194]

using MobileNetV2 on ImageNet. Our results follow closely to the reported numbers as shown in Fig. 6.3a,

which makes our comparisons on other datasets convincing.

We compare to the following baselines:
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(a) MobileNetV2 (b) MobileNetV3 (c) ResNet18

Figure 6.3: Comparisons among Slim, BigNAS, and Joslim on ImageNet.

MobileNetV2 MobileNetV3 ResNet18
MFLOPs Slim BigNAS Joslim MFLOPs Slim BigNAS Joslim MFLOPs Slim BigNAS Joslim

59 61.4 61.3 61.5 43 65.8 66.3 65.9 339 61.5 61.5 61.8
84 63.0 63.1 64.6 74 68.1 68.1 68.8 513 63.4 64.2 64.5

102 64.7 65.5 65.5 85 69.1 70.0 70.0 650 64.7 65.6 66.5
136 67.1 67.5 68.2 118 71.0 71.4 71.4 718 65.1 66.1 67.5
149 67.6 68.2 69.1 135 71.5 71.5 72.1 939 66.5 67.3 68.5
169 68.2 68.8 69.9 169 72.7 72.0 72.8 1231 68.0 68.4 69.4
212 69.7 69.6 70.6 184 73.0 72.5 73.2 1659 69.3 69.3 69.9
300 71.8 71.5 72.1 217 73.5 73.1 73.7 1814 69.6 69.7 70.0

Table 6.1: Comparing the top-1 accuracy among Slim, BigNAS, and Joslim on ImageNet. Bold represents
the highest accuracy of a given FLOPs.

Figure 6.4: A latency-vs.-error
view of Fig. 6.3a.

Figure 6.5: Prediction error vs. inference memory footprint for
MobileNetV2 and ResNet18 on ImageNet.

• Slim: the conventional slimmable training method (the universally slimmable networks by [194]).

We select 40 architectures uniformly distributed across FLOPs and run a non-dominated sort using

training loss and FLOPs.

• BigNAS: disjoint optimization that first trains the shared-weights, then uses search methods to find

architectures that work well given the trained weights (similar to OFA [15]). To compare fairly with

Joslim, we use MOBO-RS for the search. After optimization, we run a non-dominated sort for all the

visited architectures H using training loss and FLOPs.

The main results for the CIFAR dataset are summarized in Fig. 6.2 with results on ImageNet sum-

marized in Figure 6.3 and Table 6.1. Compared to Slim, the proposed Joslim has demonstrated much
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(a) Impact of binary search
(BS).

(b) Histogram of FLOPs
for H w/ and w/o BS.

(c) Performance for differ-
ent K.

(d) Additional overhead
over Slim for different K.

Figure 6.6: Ablation study for the introduced binary search and the number of gradient descent updates
per full iteration using ResNet20 and CIFAR-100. Experiments are conducted three times and we plot the
mean and standard deviation.

better results across various networks and datasets. This suggests that channel optimization can indeed

improve the efficiency of slimmable networks. Compared to BigNAS, Joslim is better or comparable across

networks and datasets. This suggests that joint widths and weights optimization leads to better overal

performance for slimmable nets. From the perspective of training overhead, Joslim introduced minor over-

head compared to Slim due to the temporal similarity approximation. More specifically, on ImageNet,

Joslim incurs approximately 20% extra overhead compared to Slim.

Note that the performance among these three methods are similar for the CIFAR-10 dataset. This is

plausible since when a network is more over-parameterized, there are many solutions to the optimization

problem and it is easier to find solutions with the constraints imposed by weight sharing. In contrast, when

the network is relatively less over-parameterized, compromises have to be made due to the constraints

imposed by weight sharing. In such scenarios, Joslim outperforms Slim significantly, as it can be seen

in CIFAR-100 and ImageNet experiments. We conjecture that this is because Joslim introduces a new

optimization variable (width-multipliers), which allows better compromises to be attained. Similarly,

from the experiments with ResNets on CIFAR-100 (Fig. 6.2e to Fig. 6.2h), we find that shallower models

tend to benefit more from joint channel and weight optimization than their deeper counterparts.

Interestingly, while it might be intuitive that larger models are more amenable to pruning without

accuracy degradation, we find that ResNet18, MobileNetV2, and MobileNetV3 dropped their accuracy

similarly while ResNet18 has much more parameters than MobileNetV2 and MobileNetV3 as can be seen

from Figure 6.3. This suggests that we may be able to build training algorithms to better utilize the

parameter counts of a model.

As FLOPs may not necessarily reflect latency improvements since FLOP does not capture memory

accesses, we in addition plot latency-vs.-error for the data in Fig. 6.3a in Fig. 6.4. The latency is measured

on a single V100 GPU using a batch size of 128. When visualized in latency, Joslim still performs favorably

compared to Slim and BigNAS for MobileNetV2 on ImageNet.
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Lastly, we consider another objective that is critical for on-device machine learning, i.e., inference

memory footprint [196]. Inference memory footprint decides whether a model is executable or not on

memory-constrained devices. Since Joslim is general, we can replace the FLOPs calculation with memory

footprint calculation to optimize for memory-vs.-error. As shown in Fig. 6.5, Joslim significantly outper-

form other alternatives. Notably, Joslim outperforms Slim by up to 8% top-1 accuracy for MobileNetV2.

Such a drastic improvement comes from the fact that memory footprint depends mostly on the largest

layers. As a result, slimming all the layers equally to arrive at networks with smaller memory footprint

(as done in Slim) is less than ideal since only one layer contributes to the reduced memory. In addition,

when comparing Joslim with BigNAS, we can observe significant improvements as well, i.e., around 2%

top-1 accuracy improvements for MobileNetV2, which demonstrates the effectiveness of joint width and

weights optimization.

6.3.3 Ablation studies

In this subsection, we ablate the hyperparameters that are specific to Joslim to understand their impact.

We use ResNet20 and CIFAR-100 for the ablation with the results summarized in Fig. 6.6.

Binary search

Without binary search, one can also consider sampling the scalarization weighting λ uniformly from [0, 1],

which does not require any binary search and is easy to implement. However, the issue with this sampling

strategy is that uniform sampling λ does not necessarily imply uniform sampling in the objective space,

e.g., FLOPs. As shown in Fig. 6.6a and Fig. 6.6b, sampling directly in the λ space results in non-uniform

FLOPs and worse performance compared to binary search.

Number of gradient descent steps

In the approximation, the number of architectures (|H|) is affected by the number of gradient descent

updates K. In previous experiments for CIFAR, we have K = 313, which results in |H| = 1000. Here,

we ablate K to 156, 626, 1252, 3128 such that |H| = 2000, 500, 250, 100, respectively. Given a fixed training

epoch and batch size, Joslim produces a better approximation for equation 6.10 but a worse approximation

for equation 6.9 with larger K. The former is because of the local approximation while the latter is because

there are overall fewer iterations put into Bayesian optimization due to temporal sharing. As shown in

Fig. 6.6c, we observe worse results with higher K. On the other hand, the improvement introduced by
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lower K saturates quickly. The overhead of Joslim as a function of K compared to Slim is shown in Fig. 6.6d

where the dots are the employed K.

6.4 Discussion

In this chapter, we are interested in developing a method for filter pruning without fine-tuning. To

achieve this goal, we consider training a network such that its weights are shared across various pruned

models. We formalize this idea by searching for both the shared weights and the width configurations

that minimize the area under the trade-off curve between cross entropy and FLOPs (or memory footprint)

with alternating minimization. We further show that the proposed framework subsumes existing methods

as special cases and provides flexibility for devising better algorithms. To this end, we propose Joslim, an

algorithm that jointly optimizes the weights and widths of slimmable nets, which empirically outperforms

existing alternatives that either neglect width optimization or conduct widths and weights optimization

independently. We extensively verify the effectiveness of Joslim over existing techniques on 15 dataset

and network combinations and two types of objectives, i.e., FLOPs and memory footprint. Our results

highlight the feasibility of removing fine-tuning in filter pruning.

6.5 Carbon Footprint Analysis

When compared to standard training of a neural network (i.e., without pruning), our methodology saves

carbon footprint during inference but increases it during training. During training, in contrast to standard

training, we conduct joint width and weight optimization. If we take ImageNet as an example, it takes an

extra 4.2× overhead for training. An iso-accurate pruned MobileNetV2, model reduces the computational

overhead by 20%. According to a recent study by Patterson et al. [139], the ratio of training and inference

is roughly nine to one in current cloud providers. This leads to a 14% increased in carbon footprint.

However, Joslim trains a weight-sharing model which may in turn reduce the frequency of training. Joslim

ends up saving overall carbon footprint compared to standard training if we assume training a weight-

sharing network can reduce the training frequency of a standard model by 4× (i.e., instead of training

four standalone models of different sizes, we can now train a single slimmable model). More specifically,

adopting the Joslim methodology can reduce the total carbon footprint by 11% compared to using a

standard model. On the other hand, when compared to other weight-sharing methods (i.e., BigNAS),

Joslim increases carbon footprint at training but reduces it during inference since Joslim can produce a

smaller model compared BigNAS when compared at the same top-1 accuracy. More specifically, with the
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nine-to-one ratio for training and inference, Joslim ends up saving 20% carbon footprint when considering

ResNet18 on ImageNet with the top-1 accuracy being 69%.



Chapter 7

Width Transfer: On the (In)variance of Filter

Count Optimization

Inspired by Liu et al. [116], many filter pruning approaches are developed from a neural architecture

search perspective [60, 160, 12, 193]. More specifically, Liu et al. have found that the resulting neural

architecture after filter pruning play an important role in the effectiveness of filter pruning. That is, the

goal is to identify layer-wise filter counts as opposed to finding the redundant weights to prune. Inspired

by this perspective, in this chapter, we design a novel method for optimizing the filter counts of a neural

network efficiently by assuming some invariance properties for the filter count (or width) optimization

problem.

7.1 Motivation

Better designs for the number of filters for each layer of a CNN can lead to improved test performance for

image classification without requiring additional FLOPs during the forward pass at test time. Specifically,

by optimizing the channel widths, improvements of up to 2% top-1 accuracy for image classification on

ImageNet can be achieved without additional FLOPs [60, 59, 193, 27, 103]. However, designing the layer

by layer width multipliers for efficient CNNs is a non-trivial task that often requires intuition and domain

expertise together with trial-and-error to do well. To alleviate the labor-intensive trial-and-error procedure,

width optimization algorithms have been proposed [115, 71, 60, 49, 59] to automatically determine the

width of a convolutional neural network. A width optimization algorithm takes as input an initial network

and a training dataset, and outputs a set of optimized widths for each layer. When these optimized widths

are applied to the initial network and train the network from scratch, one can achieve better validation

accuracy compared to training a network of the original widths without incurring additional test-time

64
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Figure 7.1: The top row shows the conventional width optimization approach, which takes a training
dataset and a seed network, and outputs a network with optimized widths. The bottom row depicts our
idea of width transfer, where width optimization operates on the down-scaled dataset and seed network.
We then use a simple function to extrapolate the optimized architecture to match the original network.
Compared to direct width optimization, our empirical findings suggest that width transfer has similar
performance, but has the benefit of drastically lower overhead.

FLOPs. Such algorithms can be seen as neural architecture search algorithms that search for layer-wise

channel counts that maximizes validation accuracy subject to test-time FLOPs constraints.

However, these methods often add a large computational overhead necessary for the width optimiza-

tion procedure. Concretely, even for efficient methods that use differentiable parameterization [60], width

optimization takes an additional 2× the training time. To contextualize this overhead, using distributed

training on 8 V100 GPUs, it takes approximately 100 GPU hours to train a ResNet50 on the ImageNet

dataset [141]. Including the width optimization overhead, it therefore takes 300 GPU hours for both

width optimization using differentiable methods [60] and training the optimized ResNet50. Reducing the

overhead for width optimization, therefore, would have material practical benefits.

Fundamentally, one of the key reasons why width optimization is so costly is due to its limited under-

standing by the community. Without assuming or understanding the structure of the problem, the best

hope is to conduct black-box optimization whenever training configurations, datasets, or architectures

are changed. In this work, we take the first step to systematically and empirically understand the struc-

ture underlying the width optimization problem by changing network architectures and the properties of

training datasets, and observing how they affect width optimization.

If similar inputs to the width optimization algorithms result in similar outputs, one can exploit this

commonality to reduce the width optimization overhead, especially if the two input configurations have

markedly different FLOPs requirements. As a concrete example, if optimizing the widths of a wide CNN
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(high FLOPS) and a narrow CNN (low FLOPs) results in widths that differ only by a multiplier, one

can reduce the computational overhead of width optimization by computing widths for the low FLOPS,

narrow CNN and adjusting them to accommodate the high FLOPs, wide CNN. In particular, we assume

the following invariances for the optimized widths and validate them empirically:

1. Sample size: The optimized widths are minimally affected by the size of the dataset when the

dataset’s distribution is approximately identical (i.e., uniform down-sampling in a class-balanced

fashion).

2. Spatial resolution: The optimized widths are merely affected by the image resolutions.

3. Channel magnitude: The ratios between the optimized widths and the un-optimized ones are

roughly constant regardless of the absolute channel counts of the un-optimized network.

4. Within-stage channel counts: The optimized widths are similar when they belong to the same stage

of a network where stage is defined by grouping the blocks with the same input resolution [68].

We further propose Width Transfer, a novel paradigm for efficient width optimization that harnesses

the above assumed invariances. In width transfer, one first projects the network and the dataset to their

smaller counterparts, then one executes width optimization with the smaller network and dataset, and

finally one extrapolates the optimized result back as shown schematically in Figure 7.1.

Based on a comprehensive empirical analysis, we provide the following contributions:

• We systematically study the four assumed invariances with comprehensive experiments. Our find-

ings suggest that the four invariances largely hold for the optimized widths.

• We propose Width Transfer, a novel paradigm for efficient width optimization. Additionally, we

propose two novel layer-stacking methods to transfer width across networks with different layer

counts.

• We demonstrate a practical implication of the previous finding by showing that one can achieve 320×

reduction in width optimization overhead for a scaled-up MobileNetV2 and ResNet18 on ImageNet

with similar accuracy improvements, effectively making the cost of width optimization negligible

relative to initial model training.

• With controlled hyperparameters over multiple random seeds on a large-scale image classification

dataset, we verify the effectiveness of width optimization methods proposed in prior art. This is in

contrast with prior work which borrows numbers from other papers that might not have the same
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training hyperparameters. However, we also find that, for a deeper ResNet on ImageNet, width

optimization has limited benefits (Fig. 7.4c).

7.2 Width Optimization

The layer-by-layer widths of a deep CNN are often regarded as a hyperparameter optimized to improve

classification accuracy [71, 60, 160]. A width optimization algorithm, A, takes in a training configuration,

C = (D,N ), and outputs a set of optimized widths, w∗. C consists of initial network, N , and training

dataset, D. Concretely, the goal of A is to solve the following optimization problem:

w∗ = arg max
w

Accval (θ(N �w,D),N �w)

s.t. FLOPs(N ) = FLOPs(N �w),

(7.1)

where w is a width vector with L dimensions, where L is the number of convolutional layers. N �w

is applying width w to a network N by scaling the number of channels for layer i from Fi to wiFi. θ() is

the standard training procedure that takes in a CNN and a training dataset and outputs trained weights,

e.g., stochastic gradient descent with a fixed training epoch. Lastly, Accval is a function that evaluates the

validation accuracy given the trained weights and the CNN architecture.

Figure 7.2: The two width optimization strategies proposed in prior art.

To optimize the width of a CNN, there are in general two approaches proposed in prior art: Prune-

then-Grow and Grow-then-Prune. Prune-then-Grow uses channel pruning methods to arrive at a down-sized

CNN with non-trivial layer-wise channel counts followed by re-growing the CNN to its original FLOPs

using the width multiplier method [59]. On the other hand, Grow-then-Prune first uses the width multiplier

method to enlarge the CNN followed by channel pruning methods to trim down channels to match its
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Figure 7.3: An example for extrapolation. The projected network has fewer layers and channel counts
per layer compared to the original network. After width optimization on the projected network, we pro-
pose two methods, i.e., stack-last-block and stack-average-block, to match the layer counts to the original
network. Finally, we match the FLOPs to the original network with a width multiplier.

pre-grown FLOPs [193, 60]. The aim of both of these methods is to improve accuracy of the network while

maintaining a given FLOPs count. The schematic view of the two approaches is visualized in Figure 7.2.

While there are many papers on channel pruning [99, 129], they mostly focus their analysis on de-

creasing the inference-time FLOPs of pre-trained models whereas we focus on improving the classifica-

tion accuracy of a network by optimizing its width while holding inference-time FLOPs constant. While

one can use either the Prune-then-Grow or Grow-then-Prune strategies to arrive at a CNN of equivalent

FLOPs, it is not clear if such strategies generally improve performance over the un-optimized baseline

as it is not verified in most channel pruning papers. As a result, in this chapter, we focus on analyzing

algorithms that have demonstrated the effectiveness over the baseline (uniform) width configurations in

either Prune-then-Grow or Grow-then-Prune settings.

7.3 Approach

7.3.1 Width optimization methods

Theoretically, we only care about algorithms A that “solve” the width optimization problem (equation 7.1).

However, the problem is inherently combinatorially hard. As a result, we use state-of-the-art width

optimization algorithms as probes to understand the width optimization problem. More specifically,

we consider methods that have reported improved accuracy compared to the un-optimized network given

the same test-time FLOPs, and have publicly available code to ensure correctness of implementation.
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With these criteria, we consider MorphNet [59], AutoSlim [193], and DMCP [60]. Note that we use these

algorithms to find the “network architecture" which will be trained from scratch using the normal training

configurations with randomly initialized weights.

7.3.2 Projection and extrapolation

Projection In projection, there are two aspects: network projection and dataset projection. For network

projection, we propose to use the width multiplier to uniformly shrink the channel counts for all the layers

to arrive at a narrower model. Additionally, we also propose to use the depth multiplier to uniformly

shrink the block counts per each stage of a neural network to arrive at a shallower model. For dataset

projection, on the one hand, we propose to sub-sample the training sample in a dataset in a class-balanced

way. On the other hand, we propose to sub-sample the spatial dimension of the training images to arrive

at images with lower resolutions. When keeping the width optimization algorithm fixed, i.e., training the

input network with a certain batch size and training epochs using the input dataset, all the aforementioned

projections immediately result in width optimization overhead reduction.

Extrapolation We consider two aspects for extrapolation: dimension-matching and FLOPs-matching,

which are schematically shown in Figure 7.3. First, we want the extrapolated network to have the same

number of layers as the original network. This is particularly crucial when the original network is projected

in the depth dimension, in which case we propose two layer stacking strategies:

• Stack-last-block: Stack the width multipliers of the last block of each stage until the desired depth

is met. A stage includes convolutional blocks with the same output resolution in the original net-

work. A convolutional block consists of several convolutional layers such as the bottleneck block in

ResNet [68] and the inverted residual block in MobileNetV2 [154].

• Stack-average-block: To avoid mismatches among residual connection, we exclude the first block

of each stage and compute the average of the width multipliers across all the rest blocks in a stage,

then stack the average width multipliers until the desired depth is met.

Note that since existing network designs share the same channel widths for all the blocks in each stage,

the above two layer stacking strategies will have the same results when applied to networks with un-

optimized widths.

Second, we want to extrapolate the optimized projected network to a larger one such that it has the

FLOPs of the original network. To do so, we propose to use the width multiplier to widen the optimized

width. This procedure basically assumes that what determines the optimized widths is the ratio among
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layers and we show that this assumption is largely correct in Section 7.4 as the optimized widths are

largely transferable across network’s initial widths.

7.4 Experiments

In this section, we empirically investigate the transferability of the optimized widths across different pro-

jection and extrapolation strategies. Specifically, we study projection across architectures by evaluating

different widths and depths as well as across dataset properties by dataset sub-sampling and resolution

sub-sampling. In addition to analyzing each of these four settings independently, we also investigate a

compound projection that involves all four jointly. To measure the transferability, we plot the ImageNet

top-1 accuracy of network obtained by direct optimization and width transfer across different projection

scales that have different width optimization overhead. Width optimization overhead refers to the FLOPs

needed to carry out width optimization. If transferable, we should observe a horizontal line across dif-

ferent width optimization overheads, suggesting that performance is not compromised by deriving the

optimized widths from a smaller FLOP configuration. Moreover, we also plot the ImageNet top-1 accu-

racy for the un-optimized baseline to characterize whether width optimization or width transfer is even

useful for some configurations.

7.4.1 Experimental Setup

We used the ImageNet dataset [40] throughout the experiments. Unless stated otherwise, we use 224 input

resolution. For CNNs, we considered the meta-architecture of ResNet18 [68] and MobileNetV2 [154]. Note

that we adjusted the depth and width of ResNet-18 and MobileNetV2 to arrive at a wide variety of models

for our width transfer study. Models were each trained on a single machine with 8 V100 GPUs for all

the experiments. The width multiplier method applies to all the layers in the CNNs while the depth-

multiplier excludes the first and the last stage of MobileNetV2 as there is only one block for each of them.

After we obtained the optimized architecture, we trained the corresponding network from scratch with

random initialization using the same hyperparameters to analyze their performance. We repeated each

experiment three times with different random seeds and reported the mean and standard deviation.

7.4.2 Projection: width

Here, we focus on answering the following question: “Do optimized widths obey the channel magnitude

invariance?” The answer to this question is unclear from existing literature as the current practice is to

re-run the optimization across different networks [60, 59, 115]. If the optimized widths are similar across
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Figure 7.4: Experiments for width transfer under network projection. We plot the ImageNet top-1 accuracy
for uniform baseline, width transfer, and direct optimization (the leftmost points). On the x-axis, we plot
the width optimization overhead saved by using width transfer.

different initial widths, this suggests that the quality of the vector of channel counts are scale-invariant

given the current practice of training deep CNNs and the dataset. Additionally, it also has practical

benefits where one can use width transfer to reduce the overhead incurred in width optimization. On the

other hand, if the optimized widths are dissimilar, this suggests that not only the direction of the vector

of channel counts is important, but also its magnitude. That is, for different magnitudes, we may need

different orientations. In other words, this suggests that existing practice, though costly, is empirically

proved to be necessary.

To empirically study the aforementioned question, we considered the source width multipliers of

{0.312, 0.5, 0.707, 1, 1.414, 1.732} and the target width multiplier of 1.732, and we analyzed if the source

optimized architecture transfers to the target architecture. The set of initial width multipliers is chosen

based on square roots of width optimization overhead. We analyzed the transferability in the accuracy

space. In Figure 7.4a and 7.4b, we plot the ImageNet top-1 accuracy for the baseline (a 1.732× wide

network) and networks obtained by direct optimization and width transfer. For ResNet18, the width

optimization overhead can be saved by up to 96% for all three algorithms without compromising the

accuracy improvements gained by the width optimization.

On MobileNetV2, AutoSlim and MorphNet can transfer well and save up to 80% width optimization

overhead. While DMCP for MobileNetV2 results in 0.4% top-1 accuracy loss when using width transfer,

the transferred width can still outperform the uniform baseline, which is encouraging for applications that

allow such accuracy degradation in exchange for 83% width optimization overhead savings. More specifi-

cally, that would reduce compute time from 160 GPU-hours all the way to 30 GPU-hours for MobileNetV2

measured using a batch size of 1024, a major saving. Our results suggest that a good orientation for the

optimized channel vector continues to be suitable across a wide range of magnitudes.

Since the optimized widths are highly transferable, we are interested in the resulting widths for both

CNNs. We find that the later layers tend to increase a lot compared to the un-optimized ones. Concretely,

in un-optimized networks, ResNet18 has 512 channels in the last layer and MobileNetV2 has 1280 channels
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(a) ResNet18 (b) MobileNetV2

Figure 7.5: The average optimized width for ResNet18 and MobileNetV2. They are averaged across the
optimized widths. We plot the mean in solid line with shaded area representing standard deviation.

in the last layer. In contrast, the average optimized width has 1300 channels for ResNet18 and 3785

channels for MobileNetV2. We visualize the average widths for ResNet18 and MobileNetV2 (average

across optimized widths) in Figure 7.5.

7.4.3 Projection: depth

Next, we asked whether networks with different initial depths share common structure in their opti-

mized widths. Specifically, “Do the optimized widths obey the within-stage channel counts invariance?" Because

making a network deeper will add new layers with no corresponding optimized width, we will need

a mechanism to map the vector optimized widths to a vector with far more elements. Here, we first

compared the two layer-stacking methods proposed in Section 7.3.2 using DMCP for ResNet18 and Mo-

bileNetV2. As shown in Figure 7.6, both stack-last-block and stack-average-block layer stacking strategies

perform similarly. As a result, we use stack-average-block for all other experiments. We considered {1, 2, 3,

4} as the source depth multipliers and use 4 as the target depth multiplier. Similar to the analysis done in

Section 7.4.2, we analyzed the similarity in the accuracy space.

As shown in Figure 7.4c and 7.4d, we find that the optimized widths stay competitive via simple layer

stacking methods and up to 75% width optimization overhead can be saved if we were to optimize the

width using width transfer for all three algorithms and two networks. This finding also suggests that the

relative values of optimized widths share common structure across networks that differ in depth. In other

words, the pattern of width multipliers across depth is scale-invariant. Interestingly, we find that width

transfer improves direct optimization in terms of accuracy when it comes to AutoSlim and MorphNet

as we see a positive slope for these two methods on both networks. We conjecture that this is due to
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Figure 7.6: We compare the two layer-stacking strategies using DMCP for both ResNet18 and Mo-
bileNetV2. We can observe that both stack-average-block and stack-last-block perform similarly.

both AutoSlim and MorphNet being affected more by the dimensionality1 of the problem (the number of

widths to be learned), and that the within-stage channel invariance largely holds.

7.4.4 Projection: resolution

The input resolution and the channel counts of a CNN are known to be related when it comes to the test

accuracy of a CNN. As an example, it is known empirically that a wider CNN can benefit from inputs

with a higher resolution than a narrower net can [164]. As a result, it is not clear if the optimized widths obey

the spatial resolution invariance. If the optimized widths indeed obey the spatial resolution invariance, this

suggests that although wider networks benefit more from a higher resolution inputs, the non-uniform

widths that result in better performance are similar. On the other hand, if the optimized widths are

different, it suggests that, when it comes to the test accuracy, the relationship between channel counts and

input resolution is more involved than the level of over-parameterization.

To study the aforementioned question, we considered the input resolution for the source to be {64,

160, 224, 320} and choose a target of 320. As shown in Figure 7.7a and 7.7b, we find that except for

MorphNet targeting ResNet18, all other algorithm and network combinations can achieve up to 96%

width optimization overhead savings with the optimized widths that are still better than the uniform

baseline. By saving 75% width optimization overhead, we can stay close to the performance obtained

via direct optimization. Interestingly, we find that MorphNet had a very different optimized widths

when transferred from resolution 64 for ResNet18, which leads to the worse performance for ResNet18

compared to direct optimization.

1Width depth projection, we effectively reduce the dimensionality of the search problem.
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Figure 7.7: Experiments for width transfer under dataset projection. We plot the ImageNet top-1 accuracy
for uniform baseline, width transfer, and direct optimization (the leftmost points). On the x-axis, we plot
the width optimization overhead saved by using width transfer.

Network Baseline DMCP Width transfer Overhead (direct→width transfer)
ResNet50 77.97± 0.09 78.23± 0.11 78.07± 0.12 37.4→ 1.3

ResNet101 79.43± 0.07 79.70± 0.05 79.54± 0.07 66.7→ 2.7
EfficientNetB3 80.02± 0.09 80.24± 0.02 80.19± 0.10 80→ 3

Table 7.1: Compound width transfer for other CNNs. Width optimization overhead measured with 8
NVIDIA V100 GPUS on a single machine.

7.4.5 Projection: dataset size

The dataset size is often critical for understanding the generalization performance of a learning algorithm.

Here, we would like to understand if the optimized widths obey the sample size invariance. We considered sub-

sampling the ImageNet dataset to result in a source of {5%, 10%, 20%, 50%, 100%} of the original training

data. Similar to previous analysis, we tried to transfer the optimized widths obtained using the smaller

configurations to the largest configuration, i.e., 100% of the original training data. As shown in Figure 7.7c

and 7.7d, widths optimized for smaller dataset sizes transfer well to large dataset sizes. That is, 95% width

optimization overhead can be saved and still outperforms the uniform baseline for both networks. On the

other hand, 90% width optimization overhead can be saved and can still match the performance of direct

optimization for DMCP. This suggests that the amount of training data barely affects width optimization,

especially for DMCP, which is surprising.

7.4.6 Compound projection

From previous analyses, we find that the optimized widths are largely transferable across various pro-

jection methods independently. Here, we further empirically analyzed if the optimized width can be

transferable across compound projection. To do so, we considered linearly interpolating all four projec-

tion methods and analyzed if the width optimized using cost-efficient settings can transfer to the most

costly setting. Specifically, let a tuple (width, depth, resolution, dataset size) denote a training configura-

tion. We considered the source to be {(0.312,1,64,5%), (0.707,1,160,10%), (1,1,224,50%), (1.414,2,320,100%)}

and the target to be (1.414,2,320,100%). As shown in Figure 7.8, the optimized width is transferable across
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Figure 7.8: Width transfer with compound projection.

compound projection. Specifically, we can achieve up to 320× width optimization overhead reduction

with width transfer for the best performing algorithm, DMCP. Additionally, it also suggests that the four

projection dimensions are not tightly coupled for width optimization.

Applications to other target CNNs We considered using compound width transfer for ResNet50, ResNet101,

and EfficientNetB3. For projection, we consider the width, depth, resolution and dataset size to be 0.707,

0.5, 160, and 20%, respectively. As shown in Table 7.1, up to 30× wall-clock time reduction is achieved

with less than 0.2% top-1 accuracy degradation. Consider a scenario where one wants to optimize the

width of a network and train such a network for deployment. Width optimization reduces the overall

training cost from 3× to 1.06×. Such a huge optimization cost reduction can enable fast exploration for

the benefits of width optimization for large models without paying considerable costs.

7.4.7 Comparing to cheap pruning methods

While adopting state-of-the-art channel optimization directly can be costly, one may consider using cheap

pruning methods and adopt a Prune-then-Grow strategy to carry out width optimization. We compare

to magnitude-based channel pruning: network slimming (NS) [114] that prunes channels based on the

magnitude of γ of the batch normalization layer. NS-xw-ye follows a three-step procedure: train an x×

wider network for y epochs, prune the network with global γ ranking, and re-train the pruned network

using full training schedule. The induced overhead for width optimization lies in the first step. The

comparisons with NS for ResNet18 on ImageNet is shown in Fig. 7.9. Using DMCP directly is indeed the

most expensive one, but it has the best performance. Our width transfer achieves similar performance

compared to DMCP with overhead lower than magnitude-based pruning.
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Figure 7.9: Comparing the proposed using DMCP with width transfer, DMCP, and network slimming.

Channel pruning Channel pruning is an active research topic for efficient network design. More specif-

ically, channel pruning determines how we can prune an existing network in the channel dimension so as

to retain the most accuracy [25, 70, 71, 99, 129, 102]. A channel pruning procedure often has the weights

and the optimized channel counts coupled together. Inspired by Liu et al. [116], who has empirically

shown the importance of the optimized channel counts, we take a step further by understanding the

transferability of the searched channel counts across different input network and dataset transformations.

7.5 Discussion

In this chapter, we take a first step in understanding the transferability of the optimized widths across

different width optimization algorithms and invariance dimensions. Our empirical analysis sheds light

on the structure of the width optimization problem, which can be used to design better optimization

methods. More specifically, by exploiting the channel magnitude and within-stage channel counts invari-

ances, we not only can reduce the computational cost needed to width optimization, but also reduce the

dimension of the optimization variables2. Per our analysis, we can achieve up to 320× reduction in width

optimization overhead without compromising the top-1 accuracy on ImageNet.

7.6 Carbon Footprint Analysis

When compared to methods that incorporate width optimization in the training time, our methodology

saves carbon footprint during the training time. Applying Width Transfer to DMCP is practically about

3× faster than DMCP, which means Width Transfer saves 3× carbon footprint than alternatives when it

comes to training.

2In the channel search space, we have one optimization variable for each layer.



Chapter 8

Synergies and Discussion of Presented

Approaches

8.1 LeGR, Joslim, and Width Transfer

While all three aforementioned algorithms contribute to advancing the efficiency of filter counts optimiza-

tion, they have different competitive edges depending on different application scenarios. In this section,

we quantitatively compare and contrast the three proposed algorithms in various application scenarios to

shed some light on their relationship.

We consider the following two application scenarios:

• Trying to optimize the filter counts of a CNN to obtain a family of efficient networks. More specif-

ically, the use case focuses on outputting many optimized networks with the objective of achieving

Pareto-optimality.

• Trying to obtain a weight-sharing network of which the filter counts of the sub-networks are opti-

mized to achieve Pareto-optimality. The weight-sharing network can be used in an online adaptive

setting.

Note that Width Transfer is complementary to LeGR and Joslim as Width Transfer can operate on any

width optimization algorithm. As a result, we perform Width Transfer for both LeGR and Joslim in this

section. To compare the three algorithms in two application scenarios, we use the CIFAR-100 dataset [93]

and compare the overhead of the algorithms and the resulting accuracy of the trained networks. For

CNNs, we adopt ResNet-56 [68] for this analysis.

77
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Searching Cost Training Cost

Uniform None Training the uniform architectures

LeGR • Training the unpruned model Fine-tuning the pruned models• Learning global ranking

WT-LeGR • Training the unpruned model with proxies Training the optimized architectures• Learning global ranking with proxies
Joslim • Joint widths and weights optimization None

WT-Joslim • Joint widths and weights optimization with proxies Training the optimized architectures

Table 8.1: Comparing the overhead of different channel searching methods. WT stands for Width Transfer.

8.1.1 Optimizing for Many Target Networks

In this task, we focus on searching for many optimized networks pruned from ResNet-56. Specifically,

we consider models of FLOP counts ratios of the original model that range from 20% to 80% in a step of

10%. For this task, the overhead of the algorithms includes finding the set of pruned networks, which we

call searching, and fine-tuning or training the found networks, which we call training. One straightforward

baseline for this task is to use the uniform width multiplier to arrive at networks of different FLOPs and

train them using standard training procedures, which we call Uniform.

For Uniform, searching cost is effectively zero and the training cost is the overhead to train the seven

models from scratch until convergence. For LeGR, the searching cost includes training the unpruned

model and learning the global ranking. While LeGR has higher searching cost than Uniform, LeGR has

much lower training cost as LeGR fine-tunes the pruned model instead of training each of the pruned

model from scratch. For Joslim, the searching cost includes the joint optimization of both widths and

weights while the training cost is effectively zero. For Width Transfer, the searching cost is greatly reduced

compared to LeGR and Joslim due to the usage of proxy networks and datasets. However, the training cost

is increased as Width Transfer only transfer the widths (or the architectures) but not the weights, which

makes its training cost similar to that of Uniform. The overhead comparisons are detailed in Table 8.1.

Figure 8.1a and 8.1b show the results for different methods and their overhead analysis. We can

observe that Joslim achieves the best prediction error vs. FLOPs trade-off compared to other methods

while being the most expensive method when the number of target compression ratios is below ten. The

second competitive approach is LeGR, which has a much lower overhead compared to that of Joslim when

the number of target compression ratios. Lastly, Width Transfer scales similarly compared to Uniform in

terms of overhead while being able to provide better architectures than Uniform. Width Transfer is more

attractive when the number of target compression ratios is low and when the model under optimized

is large. The better performance of Joslim and LeGR compared to their Width Transfer counterparts

indicates that not only the architectures matter for pruning, but also their weights, which aligns with the
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(a) (b)

(c) (d)

Figure 8.1: (a,c) The trade-off curve of pruning ResNet-56 on CIFAR-100 using various methods. (b,d)
Training cost and its scaling with respect to the number of target compression ratios for different methods
targeting ResNet-56 on CIFAR-100. The cost is calculated using the number of forward passes for a
ResNet-56 while approximating one backward pass as two forward passes. Fig. a and b are for optimizing
many target networks while Fig. c and d are for optimizing weight-sharing networks.

recent findings by Ye et al. [191].

8.1.2 Optimizing for a Weight-sharing Network

This task is similar to previous task with the difference being we would like to obtain a weight-sharing

model. That is, we only use a single set of weights for all the target compression ratios. For methods other

than Joslim, we simply follow the procedures in previous tasks while training the obtained architectures

with weight-sharing training [194]. Figure 8.1c and 8.1d show our results. From the results, we can observe

that Joslim generally performs the best, which is expected as Joslim is designed for this particular task

by jointly optimizing both the weights and the width configurations. Interestingly, Joslim performs worse

than LeGR and Width Transfer for the smallest target compression ratio, which is because the smallest

target compression ratio in Joslim has an uniform architecture while it has a non-uniform architecture for

LeGR and Width Transfer. This implies that one can further improve Joslim by having the widths of the
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(a) Severity: 1 (b) Severity: 3

Figure 8.2: The mean corruption errors for different number of target compression ratios of different
methods targeting ResNet-56 on CIFAR-100. Note that the networks are optimized with CIFAR-100 and
test using CIFAR-100-C.

smallest model being searched as well. Lastly, we find that the gap between LeGR and Uniform close

as we move from no weight-sharing to weight-sharing, which suggest that LeGR benefits a lot from its

pre-trained weights and the architectures found by LeGR are not drastically better than Uniform. In terms

of overhead, Joslim has the largest overhead while all methods require constant overhead across various

target compression ratios thanks to the weight-sharing training.

8.1.3 Extending to Transfer Learning

Extending the proposed pruning methods to transfer learning is straightforward if the source dataset is

available. Specifically, we conduct both LeGR, Joslim, and Width Transfer on the source dataset and fine-

tune the pruned models on the target dataset. However, it is less clear if the source dataset is not available.

If we do not have access to the source dataset and only have access to a pre-trained model that is trained

on the source dataset, we need to adapt the methodology a little. The key problem that might arise in

this scenario is that pruning might lead to forgetting important features that are only learnable through

the large-scale source dataset. To combat this issue, we can add feature distillation loss to the pre-trained

model [29, 100] for the training and fine-tuning procedures during the pruning methodology.

Overall, we find that Joslim performs the best in terms of the performance if the overhead can be

accepted. On the other hand, Width Transfer gives the lowest overhead with minor improvements over

Uniform if only targeting a few compression ratios. As an alternative, LeGR provides a nice balance

between Joslim and Width Transfer when considering a moderate number of target compression ratios.

All methods can be extended to target transfer learning easily.



CHAPTER 8. SYNERGIES AND DISCUSSION OF PRESENTED APPROACHES 81

8.2 Robustness to Distributional Shifts

In addition to the standard accuracy metric, we further analyze the performance of the pruned models

on CIFAR-100-C [75] to understand how filter counts affect networks’ robustness in distribution shifts.

Specifically, CIFAR-100-C perturbs the images in CIFAR-100 with various natural perturbations such as

Gaussian Blur, Motion Blur, Frost, and Zoom Blur just to name a few. For each of the perturbation, the

dataset provides severity from level 1 to 5. In this subsection, we report the mean corruption error for

level 1 and level 3 for all kinds of perturbations provided in the dataset. As shown in Figure 8.2, we find

that the ranking among methods stay roughly the same. Interestingly, when it comes to Joslim, we find

that the best model in mean corruption error is not necessarily the best model in clean error, which means

that it might be desirable to do pruning for improved robustness. While standard pruning has shown in

prior work to be harmful for the out-of-distribution setting [104], a weight-sharing training approach (e.g.,

Joslim [27], Slimmable Nets [196], and BigNAS [195]) might behave differently.

8.3 Relation to Neural Architecture Search

Filter counts search is closely related to neural architecture search (NAS). In filter pruning, one typically

starts with a pre-trained model and tries to identify redundant filters to prune away, which is followed

by a fine-tuning procedure to improve the accuracy of the pruned model. The resulting model has both

the neural architecture and the weights that are different from the pre-trained ones. Hence, filter pruning

algorithms can be recognized as a variant of NAS where the search space is the number of filters for

each layer. In light of this, Liu et al. [116] conduct empirical analysis on various filter pruning algorithms

to understand the performance of the pruned architectures by re-initializing the weights of the pruned

models and train them from scratch. They conclude that the main sources of effectiveness of the studied

pruning algorithms comes from the resulting architecture. Later, Ye et al. [191] prove both empirically and

theoretically that not only the architectures, but also the pre-trained weights are useful. Hence, effective

filter pruning algorithms play a role in identifying not only a good neural architecture, but also good

weights.

Due to the importance of the neural architecture in filter pruning, various NAS techniques have been

adopted in filter pruning to develop new filter pruning methods. For example, both the one-shot supernet

method [12, 193, 27, 60, 160] and the Gumbel relaxation method [171] are explored in filter pruning. It is

worth noting that the choices for the number of filters is large for each searchable variable compared to the

commonly studied neural architecture search space [111, 162, 183, 16] (i.e., hundreds vs. less then ten). As

a result, the differentiable categorical formulation adopted in DARTS [111] or SNAS [186] is less suitable
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for the filter pruning space. To use those formulation, FBNetV2 [171] discretizes the filter counts into at

most 14 choices per layer. Due to the large number of choices per layer, the one-shot neural architecture

search method is more popular in filter pruning.

In this thesis, we discuss three approaches to make filter pruning more efficient across multiple target

constraint levels. Our proposed methods are also closely related to efficient neural architecture search

methods that aim at the same goal. Specifically, Once-for-all (OFA) networks [15] and BigNAS [195] both

try to search for resource-constrained architectures efficiently across different constraint levels. Besides

the difference in the search space in our methods compared to theirs, our methods are also fundamentally

different. In LeGR, we essentially propose to learn to rank different architectures such that the ranking

generates a continuum trade-off between accuracy and compute resources. Such an idea has not been

explored in the neural architecture search space. In Joslim, our algorithm shares some similarity with OFA

and BigNAS. As discussed in Chapter 6, our proposed Joslim generalizes OFA and BigNAS by having a

multi-objective formulation, which we approach with alternating minimization. Both OFA and BigNAS

can be seen as greedy methods that sequentially train the supernet and search for resource-constrained

architectures while Joslim alternate between the two. In Width Transfer, we propose a novel proxy for the

filter pruning search space to drastically reduce the search overhead. While ECO-NAS [209], which is the

closest related idea in the NAS literature, has also explored various proxy settings for NAS, our proposed

Width Transfer adds dimensionality reduction of the optimization variable into the picture.

8.4 Applicability to Networks besides CNNs

In this thesis, we mainly discuss approaches to improve the efficiency of CNNs, which is the dominant

neural architectures for visual tasks. Since Transformers have recently achieved great success in various

computer vision tasks [51, 19, 10, 177, 206, 92, 169, 148], we discuss the applicability of the methods

proposed in this thesis to neural architectures other than CNNs.

In AdaScale, we propose to apply different image resolutions for different images to improve both

speed and accuracy. This exploits one characteristic of modern CNNs that they are faster with smaller

image resolutions. Fortunately, this characteristic also holds for Visual Transformers [51]. More specifi-

cally, instead of partitioning images into 16× 16 patches, we can partition them into larger patches, which

reduces the total input tokens for transformers, which in turn lead to reduction in end-to-end latency. This

idea is recently explored by Wang et al. [179], which demonstrates the potential usefulness of AdaScale in

Transformers.

By equating the number of filters per layer in a CNN to the number of hidden units per layer in a
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Transformer, all three methods proposed in this thesis regarding efficient filter pruning (LeGR, Joslim,

and Width Transfer) can be directly applied to Transformers. Similarly, the theoretical analysis provided

in Winning-Bitwidth (Chapter 4) still holds for Transformer networks. One key characteristic of CNNs

these methods build upon is that having non-trivial filter counts per layer improves the performance of a

CNN without increasing the computational overhead. Fortunately, various papers have shown structural

pruning to be effective for Transformers [8, 125, 174], which demonstrates the potential usefulness of

Winning-Bitwidth, LeGR, Joslim, and Width Transfer for Transformers.



Chapter 9

Related Work

9.1 Model Compression/Acceleration

Various methods have been developed to compress and/or accelerate CNNs including weight quantiza-

tion [144, 214, 87, 89, 198, 76, 44, 31], efficient convolution operators [77, 73, 184, 78, 205], neural archi-

tecture search [212, 37, 16, 47, 162, 159, 158, 62, 183], adjusting image resolution [163, 24, 164], and filter

pruning [99, 130, 129, 71, 69, 181, 105, 193, 114, 59, 189].

9.1.1 Filter Pruning

In filter pruning, we are interested in finding out redundant channels to remove such that the CNN

can be accelerated without hurting its predictive performance. Some methods attack this problem by

trying to remove filters to minimize the loss difference between the pruned model and the pre-trained

model. These methods typically use some metric for approximating filters’ impact on the loss function.

Examples include using the norm of filter weights [99, 124, 71], Taylor expansion [130, 129, 167, 172],

learned criteria [25, 69], random sampling to gauge the importance [95, 105], and greedily probing each

channel to measure the loss [191]. On the other hand, methods that directly seek for a network with fewer

channel counts are also proposed. Specifically, these methods include adding a regularization term to

introduce filter-level sparsity during standard training [181, 114, 59, 119, 83, 213], and making the channel

counts differentiable with approximation methods [168, 135]. Liu et al. [116] found that the architectures

of the pruned models (the non-trivial channel counts per layer) may be the main source of effectiveness

for filter pruning, which leads to a family of methods that aim to perform channel counts search using

one-shot neural architecture search [60, 12, 193, 27].

84
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9.1.2 Quantization

Quantization for neural networks allows one to store the weights of the neural networks in a lower

precision format, which leads to model compression. Additionally, with activation being quantized, low-

precision computation can achieve energy and latency reduction. There are in general two directions

for quantization in prior literature, post-training quantization [132, 127, 203, 156] and quantization-aware

training [144, 214, 87, 89, 198, 76, 31]. The former assumes training data is not available when quantization

is applied. While being fast and training-data-free, its performance is worse compared to quantization-

aware training.

In post-training quantization, Sung et al. propose to optimize for the clipping location for quantization

that minimizes the L2-norm of the quantization error [161]. Banner et al. provide the analytical solutions

to optimal clipping point assuming the parameters to be quantized follow a Gaussian or Laplace distri-

bution [7]. Zhao et al. propose to expand the network in the channel dimension by splitting existing

channels to reduce the outliers in quantization [204]. Nagel et al. show that rounding to the nearest neigh-

bor for quantization can be sub-optimal and propose to optimize the rounding decision to achieve better

results [131].

In quantization-aware training, Rastegari et al. [144] introduce binary neural networks, which lead to

significant efficiency gain by replacing multiplications with XNOR operations at the expense of significant

accuracy degradation. Later, Zhu et al. [214] propose ternary quantization while others [211, 87, 98] bridge

the gap between floating-point and binarized neural networks by introducing fixed-point quantization.

Building upon prior art, the vast majority of existing work focuses on reducing the accuracy degradation

by improving the training strategy [208, 187, 117, 43] and developing better quantization schemes [89, 176,

198].

There are also efforts that try to bridge the gap between the two family by leveraging knowledge

distillation [32, 17].

Additionally, deciding which layer to use which bit-widths is also an important research direction. In

particular, HAQ [176] uses reinforcement learning to conduct the search, HAWQv2 [50] uses the trace of

the Hessian to perform layer-level sensitivity analysis, and differentiable NAS methods are also adopted

in various papers [192, 185, 58].

Related to our findings in Chapter 4, Mishra et al. [128] have also considered the impact of channel

count in quantization. In contrast, our work has the following novel features. First, we find that in

ConvNets with standard convolutions, a lower bitwidth outperforms higher ones under a given model size

constraint. Second, we find that the Pareto optimal bitwidth negatively correlates to the convolutional
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kernel fan-in and we provide theoretical insights for it. Last, we show that a single weight bitwidth can

outperform mixed-precision quantization on ImageNet for ResNet50 and MobileNetV2.

9.1.3 Hardware-aware neural architecture search

To achieve better efficiency, one can consider searching for neural architectures while subject to some hard-

ware constraints. In particular, DPPNet [48], ProxylessNAS [16] and MnasNet [162] are the early methods

for hardware-aware neural architecture search. Later methods focus on different search spaces [37, 171,

106, 6, 178], a more efficient search procedure [183, 159, 62, 15, 195], different ways to conduct weight-

sharing [173, 96], or uses a constrained formulation [133]. It is worth noting that the search space in these

methods usually do not include the channel counts per layer [16, 183, 159, 61, 15, 133], or include very

small variation in the channel counts [195, 173]. The only exceptions are ChamNet [37], FBNetv2 [171],

MnasNet [162], and MCUNet [106]. However, the channel counts space in these methods is relatively

coarse-grained (per-stage variables or a per-network variable) compared to the filter pruning literature.

Hence, combining filter pruning methods together with neural architecture search may be worth exploring

to unleash the full potential of hardware-aware NAS. APQ [178] is the only recent attempt of combining

filter pruning, quantization, and NAS.

9.2 Efficient Model Compression

9.2.1 Search once and reuse for multiple constraint levels

Model compression techniques usually comes with a hyperparameter to determine the trade-offs be-

tween the accuracy and the compression level. Examples include having different reward formulation

when searching for the optimal compressed models [176, 71, 162], having different weights for combining

conflicting objectives [59, 114, 181], having different constraint level in optimization [189, 12], or having

different condition for the greedy compression procedure to stop [129, 1, 167, 172]. Besides the greedy

methods, other methods require the constraint level to be an input to a costly optimization process, which

means searching for compressed models over a large set of constraint levels is going to be a prohibitively

expensive procedure. To address the scalability of optimization given many constraint levels of interest,

various methods were proposed. For example, we proposed LeGR [25] that builds learning on top of a

greedy procedure and Joslim [27] that directly uses a multi-objective formulation to solve for a trade-off

front with weight-sharing. In addition to our efforts, slimmable neural networks [196] enable multiple

sub-networks with different compression ratios to be generated from a single network with one set of

weights. While slimmable networks only vary the channel counts in the networks to arrive at different
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networks, once-for-all network [15] and BigNAS [195] extend the search space to kernel size, expansion

ratios, and depths of a neural network. Similarly, AdaBit [88] and BatchQuant [4] present weight-sharing

networks for quantization such that quantization to different bit-width can be done online efficiently

without re-training.

9.2.2 Transferrability of neural architectures

In light of the findings of Liu et al [116], which demonstrate that the effectiveness of filter pruning mainly

lies in the neural architecture, efficient neural architecture search (NAS) methods hence provide the means

for efficient filter pruning. Our findings in Chapter 7 are tightly connected to understanding the transfer-

ability of the searched results from NAS algorithms where the search space is determined by the layer-wise

channel counts of a seed network. The transferability of NAS has been recently explored in several papers

considering different search spaces and perspectives. Zoph et al.[220] have proposed to search the best cell

on a small dataset and use the searched cell on a large dataset. Panda et al.[136] have analyzed the trans-

ferability of the solutions of various NAS algorithms in the DARTS search space [111] and have concluded

that the design of the proxy datasets for the search has a great impact on the transferability of the searched

result. Critically however, prior work has neglected to include the channel width multipliers in the search

space, instead only focusing on proxy datasets [136, 220]. Consequentially, the relationship between opti-

mized widths across different architectures has not been examined previously. Others [182, 20, 120] have

analyzed the transferability of the search processes as opposed to the searched solutions. The key differ-

ence among the two is that the transfer of the search processes is algorithm-dependent while the transfer

of the searched solutions is not. EcoNAS [209] is closely related to our Chapter 7 as it also systematically

investigated several proxy training configurations for neural architecture search. However, the crucial

difference between EcoNAS and ours is that, in our study, the number of channels is not only a projection

dimension, but also the optimization variable. As a result, the extrapolation step is necessary for our

study but not for EcoNAS. Consequentially, the proposed width transfer has a dimensionality reduction

effect for hyperparameter optimization while EcoNAS does not. Lastly, the search space for EcoNAS is

the cell-based search space while our channel search space is orthogonal to theirs and can be applied to

any network for architectural fine-tuning.

9.3 Object Detection

Chapter 3 focuses on applying adaptive scaling to video object detection in order to improve both speed

and accuracy of object detectors. In the sequel we discuss prior work in scale-related object detection and
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video object detection.

9.3.1 Image Scale for Object Detection

We discuss two categories of scale-related object detection work: (i) single-shot detection by exploiting

feature maps from various layers of the CNN with inherently different scales, and (ii) multi-shot detection

with input images at multiple scales.

Single-Shot: In this category, object detectors are designed to take an input image once and detect

objects at various scales. That is, this category of prior work treats deep CNNs as scale-invariant. Prior

work [9] uses features from different layers in the CNN and merge them with normalization and scaling.

A similar idea is also adopted by other work [112, 18, 109, 210]. From a different viewpoint, prior art [113]

proposes to use a recurrent network to approximate feature maps produced by images at different scales.

Though single-shot approaches have shown great promise in better detecting various scales, the scale-

invariant design philosophy generally requires a large model capacity [90, 113]. We note that, without

perfect scale-invariance, different image scales will result in different accuracy, and prior art often uses

a fixed single scale, e.g., 600 pixels on the smallest side of the image. Hence, this line of work could be

further improved in terms of speed and accuracy when augmented to adaptive scaling.

Multi-shot: This refers to scaling a single input image to various scales, forwarding each scaled image

through the object detector, and merging the obtained results. Some work [67, 57, 151, 68, 35] forwards

multiple scales of images to obtain feature maps with various scales. More recently, prior work [36] lever-

ages multiple scales of images to infer multiple detection results and merge them using Non-Maximum

Suppression. While multi-shot object detection alleviates the problem of imperfect scale-invariance, it

incurs significant extra computation overhead, i.e., up to 4× [57].

In contrast to the above work, Chapter 3 is aiming to alleviate the imperfect scale-invariance by se-

lecting the best scale for each image, and hence, improves the accuracy compared to single-shot methods.

Moreover, to improve the speed in the meantime, we consider down-sampling rather than up sampling.

We note that our method could possibly be extended to multi-shot version, i.e., adaptively select multiple

scales for a given image, and we leave it for the future work.

9.3.2 Video Object Detection

We discuss prior work that aims at improving speed and/or accuracy of video object detection.

Speed: Optical flow was proposed to reduce detection overhead previously [217]. Similar to our idea,

some prior art [28] proposes to adaptively scale the image to improve the detection speed. However,
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both works improve speed at the expense of accuracy loss. Accuracy: Prior work [91] proposes to leverage

contextual and temporal information across the video while some work [216] uses the idea from Deep Fea-

ture Flow (DFF) [217] to incorporate temporal information across consecutive frames. Another study [55]

proposes to integrate detection with tracking into an end-to-end trainable deep CNN. Both: Some prior

work [215] extends [216] and [217] to use both feature aggregation and propagation. Additionally, they

propose to regress a quality metric of the optical flow to decide when and how to propagate the features.

Compared to the aforementioned related work, the main contribution that sets our Chapter 3 apart is

that we focus on fixing the problem where existing object detectors use fixed single scale for each of the

image while the object detectors are not scale-invariant, which is different from most of the prior work

that focuses on exploiting the relationship of the detection results among the neighboring frames [91, 217,

216, 55, 215]. Moreover, we show that our work is complementary to state-of-the-art video object detection

acceleration technique [217].



Chapter 10

Conclusions

While deep convolutional neural networks (CNNs) have shown their impact in various computer vision

tasks, their growing complexity makes it hard to run them directly on embedded or mobile devices

that have resource constraints. Moreover, there are a wide variety of devices with different hardware

constraints and it is critical to design methods that can scale to many different resource constraint levels.

In this thesis, we aim to design methods for improving the deployment of CNNs onto resource-constrained

devices from two perspective.

In the first perspective, we propose new ways to conduct model acceleration and compression for

CNNs. Specifically, we propose AdaScale and WinningBitwidth. While image resolution is often consid-

ered as a design knob to trade-off speed and accuracy of CNNs, in AdaScale, we identify that, for some

images, smaller resolutions do not necessarily lead to lower mean average precision for object detection.

This provides us the motivation to harness this phenomenon to improve both the speed and accuracy of

video object detection by properly learning what image to down-sample and to what extent. By learning

to adaptively down-sample the input images, our results demonstrate 1.6× speedup in wall-clock time

can be achieved with 1.2 points mAP improvement on the ImageNet VID dataset. AdaScale provides a

new means to accelerate CNNs and is a step towards real-time video object detection. On the other hand,

quantization is a general technique to compress CNNs. As opposed to the commonly adopted formula-

tion where the architecture of the CNN to be quantized is treated as fixed input, we propose to optimize

the network architecture together with weight quantization to achieve better compression rates. Specif-

ically, we show that by allowing the channel counts of a CNN to vary at the time of quantization, one

can find better models. Moreover, by taking channel counts into consideration, a single weight-bitwidth

throughout the networks can outperform conventional mixed-precision quantization that treats neural

architecture as fixed inputs. More interestingly, we identify that a wider CNN with a lower bit-width can

90



CHAPTER 10. CONCLUSIONS 91

lead to better performance compared to a narrower CNN with a higher bit-width. We further characterize

this phenomenon and show that the quantization error is negatively correlated with the fan-in channel

counts of the convolutional layer to be quantized. Overall, our findings suggest that one can achieve better

model compression when taking the neural architectures into consideration.

In the second perspective, we aim to accelerate the process of model compression to achieve better

scalability across different constraint levels impose by various embedded devices. Specifically, we propose

LeGR, Joslim, and Width Transfer. In LeGR, we propose to learn a global ranking among filters in a CNN

so that one can adopt greedy pruning to quickly prune models to various resource constraint levels. This

is in stark contrast to existing methods that search for a compressed network that satisfies some resource

constraint after a costly optimization procedure. The learned global ranking in LeGR can be reused for

multiple constraint levels while other methods have to carry out the heavy optimization for every target

constraint. In this fashion, LeGR can be up to 3× faster than prior work while having comparable or

better performance when targeting seven pruned ResNet-56 with different accuracy/FLOPs profiles on

the CIFAR-100 dataset. Moreover, the performance of the pruned ResNet-50 and MobileNetV2 achieve

accuracy that are comparable to the state-of-the-art on the ImageNet dataset.

However, LeGR does not address all efficiency problems. Specifically, even though one can find pruned

CNNs fast, each of them needs to be fine-tuned to re-gain its accuracy, which can still be costly. Hence, we

further remove the fine-tuning cost by introducing Joslim. In Joslim, our goal is to obtain a CNN that can

be pruned to various resource constraint levels without needing any re-training. This can greatly broaden

the application scenarios of pruning. One such example is adapting a CNN online based on the latency

profiles of the CNN at run-time to meet some latency deadline. Since the latency of a CNN is a variable

that depends on many things including the chip temperature and the background processes, adapting the

CNN at run-time provides a means for meeting the deadline. To achieve the goal of pruning without fine-

tuning, we introduce a multi-objective formulation to jointly optimize the channel counts as well as the

shared-weights using alternating minimization. While the accuracy of the networks produced by Joslim

are slightly lower than LeGR for MobileNetV2 on ImageNet, no re-training is needed for Joslim, which

makes it more scalable when targeting many constraint levels. Moreover, Joslim achieves up to 1.7% top-1

accuracy improvement on the ImageNet dataset for MobileNetV2 compared to existing alternatives that

aim to achieve the same goal.

Lastly, inspired by prior work [116] that shows the effectiveness of model compression mainly lies in

the compressed neural architecture, we aim to find the compressed architecture efficiently and propose

Width Transfer. In Width Transfer, we can obtain the compressed network architecture without training

the largest model. To do so, we assume the optimized (compressed) channel counts are regular across
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depths and widths of the network architectures and are invariant to the resolution and the size of the

dataset. We empirically demonstrate that the assumed regularity and invariances largely hold and can

lead to 320× overhead reduction in the cost of searching for the optimized channel counts without losing

top-1 accuracy on the ImageNet dataset for large MobileNetV2 and large ResNet-18 when comparing

Width Transfer to existing optimization methods.

While all of above three contributions are related to speeding up the procedure of model compression

that uses channel optimization, they are characterized by a different competitive edge as we discussed

in Chapter 8. Overall, we find that Joslim performs the best but with higher optimization overhead

compared to LeGR. While Width Transfer is generally applicable to any width optimization algorithms, it

only transfers the architectures but not the weights, which makes it less desirable if targeting many target

compression ratios. That said, Width Transfer is efficient and effective when considering only a few target

compression ratios.

Future work in efficient model compression can explore ways to combine the two perspective studied

in this thesis. More specifically, to better accelerate or compress models, one can harness the temporal

redundancy as in AdaScale. While AdaScale uses the input resolution as a knob to control efficiency by

exploiting the temporal redundancy, one can imagine to morph the network architecture to harness the

temporal redundancy. To achieve this, one needs some weight-sharing network such as the one introduced

in Joslim to be able to adapt the architecture online according to temporal cues without needing any re-

training. It is unclear how one can train such a weight-sharing network to best leverage the temporal

redundancy. On the other hand, due to the rising awareness of data privacy, it is desirable to conduct

training on resource-constrained devices. One natural future direction is to tackle the challenges posed

by on-device training. More interestingly, as the data distribution changes online in embedded devices,

it is unclear how to better adapt the model architectures on-device to reduce the cost of running CNNs

to better fit the online distribution without labels. Lastly, with the rising importance of Transformers for

visual tasks [51], efficient compression for Transformers is also a natural extension for future work.
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Appendix for Chapter 4

A.1 Network Architectures

For the experiments in Section 4.2.2, the ResNets used are detailed in Table A.1. Specifically, for the points

in Fig. 4.1a, we consider ResNet20 to ResNet56 with width-multipliers of 0.5×, 1×, 1.5×, and 2× for the

4-bit case. Based on these values, we consider additional width-multipliers 2.4× and 2.8× for the 2-bit

case and 2.5×, 3×, 3.5×, and 3.9× for the 1-bit case. We note that the right-most points in Fig. 4.1a is a

10× ResNet26 for the 4 bits case. On the other hand, VGG11 is detailed in Table A.3 for which we consider

width-multipliers from 0.25× to 2× with a step of 0.25 for the 4 bits case (blue dots in Fig. 4.1b). The

architecture of MobileNetV2 used in the CIFAR-100 experiments follows the original MobileNetV2 (Table

2 in [154]) but we change the stride of all the bottleneck blocks to 1 except for the fifth bottleneck block,

which has a stride of 2. As a result, we down-sample the image twice in total, which resembles the ResNet

design for the CIFAR experiments [68]. Similar to VGG11, we consider width-multipliers from 0.25× to

2× with a step of 0.25 for MobileNetV2 for the 4 bits case (blue dots in Fig. 4.1c).

Table A.1: ResNet20 to ResNet56

Layers 20 26 32 38 44 50 56

Stem Conv2d (16,3,3) Stride 1

Stage 1 3×
{

Conv2d(16, 3, 3) Stride 1
Conv2d(16, 3, 3) Stride 1

4× 5× 6× 7× 8× 9×

Stage 2 3×
{

Conv2d(32, 3, 3) Stride 2
Conv2d(32, 3, 3) Stride 1

4× 5× 6× 7× 8× 9×

Stage 3 3×
{

Conv2d(64, 3, 3) Stride 2
Conv2d(64, 3, 3) Stride 1

4× 5× 6× 7× 8× 9×
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Table A.2: Inv-ResNet26

Stem Conv2d (16,3,3) Stride 1

Stage 1 4×


Conv2d(16× 6, 1, 1) Stride 1
DWConv2d(16× 6, 3, 3) Stride 1
Conv2d(16, 1, 1) Stride 1

Stage 2 4×


Conv2d(32× 6, 1, 1) Stride 1
DWConv2d(32× 6, 3, 3) Stride 2
Conv2d(32, 1, 1) Stride 1

Stage 3 4×


Conv2d(64× 6, 1, 1) Stride 1
DWConv2d(64× 6, 3, 3) Stride 2
Conv2d(64, 1, 1) Stride 1

A.2 Proof For Proposition 4.2.1

Based on the definition of variance, we have:
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d

∑
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Table A.3: VGGs

VGG11 Variant A Variant B Variant C

Conv2d (64,3,3)

MaxPooling

Conv2d (128,3,3)

{
Conv2d(128, 1, 1)
DWConv2d(128, 3, 3)

{
Conv2d(128, 1, 1)
DWConv2d(128, 3, 3)

{
Conv2d(128, 1, 1)
DWConv2d(128, 3, 3)

MaxPooling

Conv2d (256,3,3) Conv2d (256,3,3)

{
Conv2d(256, 1, 1)
DWConv2d(256, 3, 3)

{
Conv2d(256, 1, 1)
DWConv2d(256, 3, 3)

Conv2d (256,3,3) Conv2d (256,3,3)

{
Conv2d(256, 1, 1)
DWConv2d(256, 3, 3)

{
Conv2d(256, 1, 1)
DWConv2d(256, 3, 3)

MaxPooling

Conv2d (512,3,3) Conv2d (512,3,3)

{
Conv2d(512, 1, 1)
DWConv2d(512, 3, 3)

{
Conv2d(512, 1, 1)
DWConv2d(512, 3, 3)

Conv2d (512,3,3) Conv2d (512,3,3) Conv2d (512,3,3)

{
Conv2d(512, 1, 1)
DWConv2d(512, 3, 3)

MaxPooling

Conv2d (512,3,3) Conv2d (512,3,3) Conv2d (512,3,3)

{
Conv2d(512, 1, 1)
DWConv2d(512, 3, 3)

Conv2d (512,3,3) Conv2d (512,3,3) Conv2d (512,3,3)

{
Conv2d(512, 1, 1)
DWConv2d(512, 3, 3)

MaxPooling
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Appendix for Chapter 5

B.1 Optimization Interpretation Of LeGR

LeGR can be interpreted as minimizing a surrogate of a derived upper bound for the loss difference

between (1) the pruned-and-fine-tuned CNN and (2) the pre-trained CNN. Concretely, we would like to

solve for the filter masking binary variables z ∈ {0, 1}K, with K being the number of filters. If a filter k is

pruned, the corresponding mask will be zero (zk = 0), otherwise it will be one (zk = 1). Thus, we have

the following optimization problem:

min
z

L(θ� z− η
τ

∑
j=1

∆w(j) � z)−L(θ)

s.t. C(z) ≤ ζ,

(B.1)

where θ denotes all the filters of the CNN, L(θ) = 1
|D| ∑(x,y)∈D L( f (x|θ), y) denotes the loss function of

filters where x and y are the input and label, respectively. D denotes the training data, f is the CNN model

and L is the loss function for prediction (e.g., cross entropy loss). η denotes the learning rate, τ denotes

the number of gradient steps, ∆w(j) denotes the gradient with respect to the filter weights computed at

step j, and � denotes element-wise multiplication. On the constraint side, C(·) is the modeling function

for FLOP count and ζ is the desired FLOP count constraint. By fine-tuning, we mean updating the filter

weights with stochastic gradient descent (SGD) for τ steps.

Let us assume the loss function L is Ωl-Lipschitz continuous for the l-th layer of the CNN, then the
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following holds:

L(θ� z− η
τ

∑
j=1

∆w(j) � z)−L(θ)

≤ L(θ� z) +
K

∑
i=1

Ωl(i)η

∥∥∥∥∥ τ

∑
j=1

∆w(j)
i � zi

∥∥∥∥∥−L(θ)

≤
K

∑
i=1

Ωl(i) ‖θi‖ hi +
K

∑
i=1

Ω2
l(i)ητzi

=
K

∑
i=1

(Ωl(i) ‖θi‖ −Ω2
l(i)ητ)hi + Ω2

l(i)ητ,

(B.2)

where l(i) is the layer index for the i-th filter, h = 1− z, and ‖·‖ denotes `2 norms.

On the constraint side of equation (B.1), let Rl(i) be the FLOP count of layer l(i) where filter i resides.

Analytically, the FLOP count of a layer depends linearly on the number of filters in its preceding layer:

Rl(i) = ul(i)
∥∥{z : zj ∀j ∈ P(l(i)}

∥∥
0 , ul(i) ≥ 0, (B.3)

where P(l(i)) returns a set of filter indices for the layer that precedes layer l(i) and ul(i) is a layer-

dependent positive constant. Let R̂l(i) denote the FLOP count for layer l(i) for the pre-trained network

(z = 1), one can see from equation (B.3) that Rl(i) ≤ R̂l(i) ∀i, z. Thus, the following holds:

C(1− h) =
K

∑
i

Rl(i)(1− hi) ≤
K

∑
i

R̂l(i)(1− hi). (B.4)

Based on equations (B.2) and (B.4), instead of minimizing equation (B.1), we minimize its upper bound

in a Lagrangian form. That is,

min
h

K

∑
i=1

(
αl(i) ‖θi‖+ κl(i)

)
hi, (B.5)

where αl(i) = Ωl(i) and κl(i) = ητΩ2
l(i) − λR̂l(i). To guarantee the solution will satisfy the constraint, we

rank all filters by their scores si = αl(i) ‖θi‖ + κl(i) ∀ i and threshold out the bottom ranked (small in

scores) filters such that the constraint C(1− h) ≤ ζ is satisfied and ‖h‖0 is maximized. That is, LeGR

can be viewed as learning to estimate α and κ by assuming that better estimates of α-κ produce a better

solution for the original objective (B.1) by solving the surrogate of the upper bound (B.5).

B.2 LeGR-DDPG

We have also tried learning the layer-wise affine transformations with actor-critic policy gradient (DDPG),

which is adopted in prior art [71]. We use DDPG in a sequential fashion that follows [71]. LeGR requires

two continuous actions (i.e., αl and κl) for layer l while AMC needs only one action (i.e., percentage).
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(a) (b)

Figure B.1: Comparison between searching the layer-wise filter norms and searching the layer-wise filter
percentage. (a) compares the searching progress for 50% FLOP count ResNet-56 and (b) compares the
final performance for ResNet-56 with various constraint levels.

We conduct the comparison of pruning ResNet-56 to 50% of its original FLOP count targeting CIFAR-

100 with τ̂ = 0 and hyper-parameters following [71]. As shown in Fig. B.1a, while both LeGR and

AMC outperform random search (iterations before the vertical black-dotted line), LeGR converges faster

to a better solution. Beyond comparing the progress of searching, we also compare the performance of

the final pruned networks. As shown in Fig. B.1b, searching layer-wise affine transformations is more

efficient and effective compared to searching the layer-wise filter percentages. Comparing LeGR using

the two policy improvement methods, we empirically find that DDPG incurs larger variance on the final

network than evolutionary algorithm.
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Appendix for Chapter 6

C.1 Width Parameterization

For ResNets with CIFAR, a has six dimensions and is denoted by a1:6 ∈ [0.316, 1], i.e., one parameter for

each stage and one for each residual connected layers in three stages. More specifically, the network is

divided into three stages according to the output resolution, and as a result, there are three stages for all

the ResNets designed for CIFAR. For example, in ResNet20, there are 7, 6, and 6 layers for each of the

stages, respectively. Also, the layers that are added together via residual connection have to share the

same width-multiplier, which results in one width-multiplier per stage for the layers that are connected

via residual connections.

For MobileNetV2, a1:25 ∈ [0.42, 1], and therefore there is one dimension for each independent convo-

lutional layer. Note that while there are in total 52 convolutional layers in MobileNetV2, not all of them

can be altered independently. More specifically, for layers that are added together via residual connection,

their widths should be identical. Similarly, the depth-wise convolutional layer should have the same width

as its preceding point-wise convolutional layers. The same logic applies to MobileNetV3, which has 47

convolutional layers (excluding squeeze-and-excitation layers) and a1:22 ∈ [0.42, 1]. In MobileNetV3, there

are squeeze-and-excitation (SE) layers and we do not alter the width for the expansion layer in the SE

layer. The output width of the SE layer is set to be the same as that of the convolutional layer where the

SE layer is applied to. Note that there is no concept of expansion ratio for the inverted residual block in

MobileNets in our width optimization. More specifically, the convolutional layer that acts upon expansion

ratio is in itself just a convolutional layer with tunable width. Also, we do not quantize the width to be

multiples of 8 as adopted in the previous work [154, 194]. Due to these reasons, our 0.42× MobileNetV2

has 59 MFLOPs, which has the same FLOPs as the 0.35× MobileNetV2 in [194, 154].
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C.2 Width Differences

In Fig. C.1, we visualize the widths learned by Joslim and contrast them with Slim for MobileNetV2 and

MobileNetV3. Note that both Joslim and Slim are slimmable networks with shared weights and from the

top row to the bottom row represent three points on the trade-off curve for Fig. 6.3a and Fig. 6.3c.

(a) MobileNetV2 ImageNet (b) MobileNetV3 ImageNet

Figure C.1: Comparing the width-multipliers between Joslim and Slim. The title for each plot denotes the
relative differences (Joslim - Slim) and the numbers in the parenthesis are for Joslim.

C.3 Training Hyperparameters

We use PyTorch as our deep learning framework and we use BoTorch [5] for the implementation of MOBO-

RS, which works seamlessly with PyTorch. More specifically, for the covariance function of Gaussian Pro-

cesses, we use the commonly adopted Matérn Kernel [126] without changing the default hyperparameters

provided in BoTorch. Similarly, we use the default hyperparameter provided in BoTorch for the Upper

Confidence Bound acquisition function. To perform the optimization of line 6 in Algorithm 4, we make

use of the API “optimize_acqf " provided in BoTorch. As a reference, with a single 1080Ti GPU, one can
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train a Joslim-ResNet20 on CIFAR-100 with around 3 hours. On the other hand, with 8 V100 GPUs on a

single machine, one can train a Joslim-ResNet18 on ImageNet with 19 hours.

CIFAR The training hyperparameters for the independent models are 0.1 initial learning rate, 200 train-

ing epochs, 0.0005 weight decay, 128 batch size, SGD with nesterov momentum, and cosine learning rate

decay. The accuracy on the validation set is reported using the model at the final epoch. For slimmable

training, we keep the same exact hyperparameters but train 2× longer compared to independent models,

i.e., 400 epochs.

ImageNet Our training hyperparameters follow that of [194]. Specifically, we use initial learning rate of

0.5 with 5 epochs linear warmup (from 0 to 0.5), linear learning rate decay (from 0.5 to 0), 250 epochs, 4e−5

weight decay, 0.1 label smoothing, and we use SGD with 0.9 nesterov momentum. We use a batch size of

1024. For data augmentation, we use the “RandomResizedCrop” and “RandomHorizontalFlip” APIs in

PyTorch. For MobileNetV2 we follow [194] and use random scale between 0.25 to 1. For MobileNetV3, we

use the default scale parameters, i.e., from 0.08 to 1. The input resolution we use is 224. Besides scaling

and horizontal flip, we follow [194] and use color and lighting jitters data augmentataion with parameter

of 0.4 for brightness, contrast, and saturation; and 0.1 for lighting. These augmentations can be found in

the official repository of [194]1. The hyperparamters for training ResNet18 is identical to MobileNetV2

except that we train it for 100 epochs only. The training for ImageNet is done using 8 NVIDIA V100 GPUs.

C.4 Theoretical Analysis For Temporal Sharing

The intuition behind the proposed approximation in Section 6.2.2 is the similarity for θ across alternating

minimization. In an extreme case, if we hold θ constant throughout the training procedure, the approx-

imation is equivalent to the original multi-objective BO. With that said, θ changes gradually throughout

training. To proceed with further theoretical understanding, we assume the loss LS (θ) is L-Lipschitz.

More formally,

LS (θt)− LS (θt+1) ≤ L‖θt − θt+1‖1, ∀θt, θt+1. (C.1)

Now, consider using stochastic gradient descent to update the weights θ, i.e., θt+1 = θt − ηtgt where

gt is the gradient of loss with respect to the weights and ηt is the learning rate at iteration t. Since LS

is L-Lipschitz, we have ‖g‖1 ≤ L. Assuming using an exponential decaying learning rate with a factor

γ < 1, we can further upper bound the functional differences across K iterations of gradient descents as

1https://github.com/JiahuiYu/slimmable_networks/blob/master/train.py#L43

https://github.com/JiahuiYu/slimmable_networks/blob/master/train.py#L43
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follows:

LS (θt)− LS (θt+n) ≤
t+K

∑
i=t

ηi‖gi‖ ≤ KηtL. (C.2)

Aligning with our intuition, the analysis reveals that larger K implies poorer approximation for

Bayesian optimization to share history. In multi-objective Bayesian optimization [137], the hyperparame-

ter is searched over stationary objectives. In our case, due to temporal approximation, our cross entropy

changes over time and the change is upper-bounded by KηtL. As a result, we can plug such an upper

bound in the regret bound analysis of Bayesian optimization [137] to understand how K, η, and γ affect

the optimality of Bayesian optimization. Specifically, we upper bound LS (θt) with LS (θt+K) + KηtL and

use it in Lemma 2 and Lemma 3 from [137] in Appendix B.1. With such a technique, a regret bound will

have the following overhead in addition to the original regret bound in equation (14) of [137]:

2η0

1− γ
KLE[Lλ]K′, (C.3)

where we have utilized the geometric progression of the exponential learning rate decay and L, E[Lλ],

and K′ are the notations used by [137]. In other words, without a decaying learning rate, the overhead

can be unbounded. This analysis reveals that larger initial learning rate η0 and K results in a worse regret

bound.

C.5 Inference Memory Footprint Calculation

To demonstrate the generality of proposed Joslim, we in addition consider optimizing for the trade-off

curve between prediction error and inference memory footprint. The inference memory footprint is a

critical factor when it comes to deploying deep CNNs onto resource-constrained devices such as mobile

phones or micro-controllers as motivated in the original slimmable neural network paper [196]. We use a

single image per batch to calculate the memory footprint. Specifically the inference memory footprint is

characterized as follows:

FMl
in = W l

in × Hl
in × Cl

in

FMl
out = W l

out × Hl
out × Cl

out

Weightsl = Kl
w × Kl

h × Cl
in × Cl

out/Gl

Skipl = W l
out × Hl

out × Cl
skip

MEM = max
l

(
FMl

in + FMl
out + Weightsl + Skipl

)
,

(C.4)

where FMl
in and FMl

out denote the input and output feature map sizes of layer l, Weightsl denotes the

size of the weights in layer l, and Skipl denotes the memory requirement of storing the feature maps from
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(a) Error vs. FLOPs (b) Error vs. Memory

Figure C.2: Comparing Joslim and AutoSlim on ResNet18. Since ResNet18 has similar FLOPs across
different layers, greedy pruning used by AutoSlim perform comparably to Joslim. However, Joslim out-
performs AutoSlim when it comes to optimizing for memory consumption since the greedy pruning
procedure adopted by AutoSlim is not multi-objective.

skip connections. W and H represent the width and height of the feature map. Kw and Kh denote the

kernel size. Lastly, Cin, Cout and G denote the input channel, output channel, and the number of groups

for convolutional layer l.

C.6 Comparisons With AutoSlim

AutoSlim [193] is a NAS method proposed to do channel search for standalone models. While it also

provides non-uniform widths for different layers, it is not a method derived to solve for equation 6.5.

Specifically, AutoSlim first perform weight-sharing training (equation 6.7) for a short amount of period,

i.e., 10% to 20% of the full training epochs. Then, AutoSlim conducts greedy pruning to greedily remove a

fixed amount of channels from the layer that affects the loss the least. Such a greedy procedure naturally

results in a sequence of models of different computational requirements. Crucially, this greedy pruning

procedure is not solving equation 6.12 since the computational requirement (FLOPs or memory footprint)

does not affect the ranking among filters to be pruned. Nonetheless, we can adopt AutoSlim to obtain a

sequence of models and train them via weight-sharing to form a slimmable network. We compared with

AutoSlim using ResNet18 on ImageNet with both FLOPs and memory footprint. As shown in Fig. C.2,

Joslim performs similarly with AutoSlim when it comes to FLOPs, and this is because ResNet18 has

balanced FLOPs for all the layers. On the other hand, when it comes to memory footprint, AutoSlim

performs much worse compared to Joslim. In hindsight, this result is not surprising as Joslim is designed

to solve equation 6.5 while AutoSlim is not.
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