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Abstract

As more service robots are deployed in the world, human-robot interaction will not be

limited to one-to-one interactions between users and robots. Instead, users will likely

have to interact with multiple robots, simultaneously or sequentially, throughout their

day to receive services and complete different tasks. In this dissertation, I describe work,

in collaboration with my colleagues, broadened the knowledge on a crucial aspect of

multi-robot human interaction: person transfer, or the act of transferring users between

multiple service robots. We first investigated rationales for transfer and important aspects

of transferring users. We then explored how person transfers should be designed and

implemented in laboratory and field settings. We used a combination of design, behavioral,

and technical methods to understand the challenges and nuances in realizing person

transfers. Our research consisted of (1) A collection of Research through Design workshops

to chart out the space of person transfers; (2) A lab study to understand how people perceive

social interaction between robots and the flow of information in a person transfer scenario;

(3) A description of an interactive system that implemented realistic person transfers in both

laboratory and field settings; (4) A lab study that evaluated different robot joining strategies

and people’s spatial behavioral responses during person transfers; and (5) An in-the-field

demonstration of person transfers. Our work seeks to increase our understanding of this

crucial phase and inform developers and designers about appropriate robot behaviors

when a human is being transferred from one robot to another.
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1.1. The Cambrian Explosion of Service Robots

Today, robotic systems have transitioned from working behind the scenes

in factories to providing services directly to users. While some robots

today function as novelty tokens to attract customers [1, 2], more robots

are starting to provide useful services that are truly beneficial to both

service owners and customers [3]. Future interactions with robots are

unlikely to be limited to only one robot at a time. Multiple robots could be

deployed to simultaneously serve multiple users and accomplish different

tasks based on their form factors and physical capabilities, or even provide

redundancies to counter failures. They may also be owned by different

services or users.

The evolution from a unicellular organism to a multi-cellular organism was

a big leap in the evolution of life on Earth
1
. The synergy among multiple 1: It took about 3 billion years for life to

make that leap; hopefully, it will be shorter

for robots.

cells allowed for the emergence of the complex life that exists today. Similar

to evolution, the cooperation and interactions among multiple robots opens

up not only research questions about how they should work together, but

also possibilities for new interactions and designs that were unimaginable

before.

As the field of Human-Robot Interaction (HRI) is still developing
2
, many 2: The main HRI conference started in

2006, which is relatively recent compared

to ICRA (1984), NeurIPS (1987) and CHI

(1982). This is not to say that no HRI re-

search happened before 2006, but we are

using the establishment of a dedicated

high quality venue as a measure of matu-

rity of the sub-field.

in the community are still focusing on the design and development of

algorithms for single-robot-single-human interactions and attempting to

understand their effects in diverse scenarios. However, as more researchers

recognize the potential of group interactions, they have started to explore

scenarios involving multiple entities. We have now started to see pioneering

work in situations involving a single robot that interacts with groups of

people [4, 5], one or more users managing multiple robots [6, 7], multiple

robots interacting with multiple users [8, 9], and using multiple robots for

interesting services and applications [10, 11]. Similar to the evolution of

organisms, the increase in the number of robots has greatly increased the

number of research questions that can be asked about the way the entities

operate. We are now starting to ask how we should envision, design, and

program these robots to not only work with users, but also to work well

together in an ecosystem of multiple robots.

1.1.1. Difference From Single Service Robot Human

Interaction

One might ask how adding more robots changes existing findings about

one-to-one human-robot interactions. Prior work has shown the difference

comes in three forms:
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(1) Introduction of new forms of interaction The addition of another robot

creates new ways for the robots to interact with users. Robots do

not have the same limitations as humans and can do things that

go beyond human capabilities. For instance, they have the ability

to communicate vast amounts of information to each other in mere

milliseconds and out of sight. This capability has been shown in

prior work [12] to be undesirable as users found it creepy
3
. Another3: Our work explored a similar concept in

the context of robot information transfer

and found similar results, further validat-

ing this work.

example of non-human capability is the appearance of a robot agent

transferring from one body to another [13, 14] or a single agent

simultaneously controlling multiple robot bodies.

(2) Human behavioral changes due to an additional agent The inclusion

of a second robot also transforms the dyadic interaction into a group

interaction. Prior work has demonstrated how group interaction

changes ways people interact and perceive the robots. Fraune et al.

[15] showed how the number and appearance of robots changes

whether people perceive the robots as threatening.

(3) Complexity in algorithms and implementation Besides change in hu-

man responses, the addition of another robot not only exponentially

increases the state space of possible robot actions in existing algo-

rithms, but also demands the creation of new systems to support

new types of interactions. Sellner et al. [6] described a planning

algorithm that reasons about the human’s capability to determine

when and which robot the human should teleoperate in a multi-robot

construction setting. Khandelwal et al. [16] presented a formulation

and search algorithm to determine the optimal actions and number

of robots to guide people while minimizing service disruption. These

questions and complexities are not present when users can only

interact with a single agent in a single robot body.

1.1.2. Future of Multiple Robot Interaction

While it is hard to predict the advancement of robots, we can make some

reasonable guesses about how they might evolve in the future. It is unlikely

that we will see any general multipurpose robot in the near future ; instead,

we will continue to see specialized robots that can complete just one or two

tasks efficiently (e.g., Roomba). We are now seeing these robots integrating

with smart voice assistants. It is not unimaginable that the trend will

continue with deeper integration beyond simple commands to start a

cleaning routine. Integration is also unlikely to stop with voice assistants,

and soon will involve other robots that may or may not be owned by the

same service. Even if we do successfully develop general multipurpose

robots, these robots are unlikely to live in isolation as there are still both

practical and social reasons to use more than one robot
4
. The eventual4: In one of precursor work [14], partici-

pants expressed that they will be bored if

they only interact with one agent through-

out the day.

integration and collaboration among humans and multiple robots will

undoubtedly be a part of the future of human-robot interaction.

As people interact with multiple robots and digital systems, the group

interaction and the formation of such groups does not have to be instanta-

neous. People can interact with one robot before the arrival of the second

or subsequent robots. While the research community has examined both
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sides of this interaction – the one-to-one human-robot interaction at the

beginning, and subsequent multi-robot human interaction at the ending –

there has been sparse work examining this phase shift to group interaction.

For example, a human user may interact with a kiosk robot that provides

information about the venue and subsequently summons a mobile robot

to guide the user to their destination. Upon the summoning, how should

the robot join and interact with the other group members? This crucial

phase of the interaction is the primary focus of this dissertation. While this

appears simple, this dissertation will demonstrate the surprising deepness

of this phase shift and how this work opens a vast new area of research.

1.2. Our Research Agenda

This dissertation examined the crucial phase shift between single robot

human-robot interaction and multi-robot human-robot interaction as ser-

vice robots transfer users between themselves. To further narrow the scope

in this vast research area, we focused on the service context. We choose

the service context since this is an area where robotic technologies are

most likely to have an impact in the immediate future and sidesteps the

questions about ownership and user performance
5
. 5: These are important questions, as

demonstrated by work from Luria et al.

[17] .In particular, this work addresses the following research question:

How should service robots behave as they transfer a

human user from one robot to another?

The question encapsulates the following crucial concepts:

Service Robots – This dissertation examines robots that are designed to

provide services to users. Services are defined as interactions where

the robot provides value to the user’s experience at the location.

A Human User – We focus on a single individual to define and explore the

nuances of the research question. While we defer extending to groups

of people to later work, we also observed some group interactions in

our field study.

Transfer – We focus on situations that begin with a one-to-one interaction,

followed by the arrival of a second robot, and may include the

eventual departure of one of the robots. There are four different

phases in the interaction: “1-to-1 interaction”, “Arrival”, “Group”,

and “Departure”.

One Robot To Another – We limited the interaction to two robots and a

transfer of the user from robot A to robot B
6

6: A transfer does not mean the first robot

ceases to be part of the interaction. It sim-

ply means that the presence of the second

robot is needed for the continuation of the

service. Using a human service analogy,

when a worker summons the manager,

the arrival of the manager does not auto-

matically lead to the worker disengaging

and might even require both to complete

the task.

. This setting reflects how

existing human-to-human service transfers occur, and also simplifies

the problem to its core components.

Our goal is not only to understand the problem space, but also to explore

how person transfer should be implemented and realized in the real

world.
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1.3. Our Research Approach

To answer this research question, we took an integrated and iterative

approach that used a combination of design, behavioral, and technical

methods. We used design methods to scope and probe the space where

there is sparse prior research and generate novel ideas and insight in our

work. We built systems and artifacts that create new opportunities to see

how people interact with and react to our system and made technical

contributions to realize such systems along the way. Lastly, we used

behavioral research methods to examine how the behaviors of multiple

robots could influence user behavior and perspectives on transfers. This

all culminated in a simple yet meaningful implementation of a working

person transfer system in the field. While simplistic, this is the first step in

understanding the complex space of person transfers.

Here, we summarize the chapters of this dissertation, explain how they

address our research questions, and note their key insights.

Part 1: Background

Chapter 2 (Precursor Work)

This chapter provides background material on the topic and situates

our work in existing multi-robot human interaction literature. This

chapter also provides case studies from our prior work on how

existing one-to-one interactions could benefit from the use of multiple

robots.

Chapter 3 (Related Work)

This chapter provides a literature review on prior work in multi-robot

human interactions, spatial formation of robots, and how our work

relates to existing work on transfers in Human-Computer Interaction

and Human-Robot Interaction literature.

Part 2: Understanding Person Transfer

Chapter 4 (Design Space for Multiple Robots And Person Transfer)

This chapter describes our work in probing the space of multi-

robot/agent service systems and exploring the context in which

person transfers may happen in the future using Research through

Design methods.

Chapter 5 (Inter-Robot Communication & Information Transmission In

Person Transfer)

This chapter describes a user study that examined how people

perceived verbal information transfer between robots and how to

frame this interaction between robots.
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Part 3: Realizing Person Transfer

Chapter 6 (Interactive System)

This chapter details the underlying systems used in realizing person

transfers in both laboratory and field settings.

Chapter 7 (Spatial Formation in Person Transfers)

This chapter addresses how a second robot should approach and

join an existing human-robot interaction and how different strategies

could change human behavior and perceptions.

Chapter 8 (Person Transfers in the Field)

This chapter reports on a small observational study of how people

reacted and behaved when they experienced person transfers in the

field.

Part 4: Final Words

Chapter 9 (Future Work & Real World Considerations)

This chapter lists the limitations of this dissertation and potential

research questions worth exploring further.

Chapter 10 (Conclusion)

This chapter summarizes our work and contributions.
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2.1. Categorizing Multi-Robot Human Interaction

We categorize multi-robot human interaction as any interaction where users

interact with multiple different robots. The user could interact with either

homogeneous (same type) or heterogeneous (different types) robots [18]
1
. 1: There could be an additional distinc-

tion between (1) robots that are exactly

the same type and (2) robots that appear

visually the same, but different in internal

components and capabilities.

Yanco et al. [18] created a human-robot team taxonomy to describe 8

different variations of human-robot teams. While their work focused on

the control in human-robot teams, it provided a framework that we can

use to reason about the composition of multi-robot human interactions.

Among the 8 different team types, the two most relevant configurations

are one human, robot team and one human, multiple robots. In the one human,

robot team group, the controller sends one command to all robots (robot

team) and the robots figure out which robot is best suited to execute the

action according to certain rules. This is different from one human, multiple

robots teams, in which the user manually commands each robot.

Social interaction with a robot is different from the operation and control

of multiple robots. The robots that interact with a human user could be

simultaneously interacting with the user and communicating with other

robots in the background to execute the task in a way that provides the

best experience for the user. There is also a distinction between (1) the

implementation and technical details about the robot team and (2) the

perceived agency and relationships between the robots. Multiple physical

robots with different personalities, functionalities, and demeanors could be

working together while being controlled by the same program
2
. In contrast, 2: This is called a “centralized” control

scheme in the multi-robot literature.
a well-programmed, coordinated, and decentralized multi-robot system

could give the impression that all of the robots are part of a single program

when they are not. From the perspective of the user, the control scheme

of the robot is masked by the appearance of the interaction. To reason

about the desired behaviors for the robots, we need to focus on the user’s

perceptions of agency and interaction as well as their mental models of the

robots.

To help reason about how users perceive multiple robots, we envision

these systems as existing on a spectrum of perceived connectivity that is

anchored by two mental models. On one side is Isolated Units. This is the

mental model where each robot is unique, and all of the data is isolated in

each robot’s own physical embodiment. On the other end of the spectrum

is One for all [14]. This is the mental model wherein all of the physical

embodiments are part of one bigger unit. In this model, users would assume

that each embodiment that is part of the larger unit is controlled by the

same agent
3

3: This is also known as the “hive mind”

in science fiction. Examples are “The Borg”

in Star Trek where Borg drones are con-

nected to each other and “HAL” in 2001

Space Odyssey, where one intelligence con-

trols all devices on the spaceship.

.
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Along the spectrum, we have the following modes:

Figure 2.1.: Spectrum of perceived con-

nectivity in multi-robot systems

Isolated 
Robots

Collaborative 
Individual 
Robots

Re-Embodiment One-for-all

Co-Embodiment

Perception of Connectivity

MoreLess

This Dissertation

1. Isolated Units – These are decentralized robots where the only way

for the robots to communicate to each other is through the same

medium that humans use (speech, vision, etc.).

2. Collaborative Individual Units – These are robots that, while they

appear decentralized, still maintain connections that allow for unseen

communication and coordination.

3. Re-Embodiment – This is the scenario where the robot’s intelligence

can transfer between multiple different robot bodies.

4. Co-Embodiment – Here, multiple agents live in the same robot body [14].

5. One-for-All – The user perceives a single entity controlling multiple

different robot bodies.

All of these different paradigms come with their own research questions,

such as whether and how people will perceive these systems and how

we can implement them technologically. We have conducted some initial

explorations into this space.

2.1.1. Exploration of the Connectivity Spectrum

To understand how people think about different forms of multi-robot

and cross-device systems, we designed a User Enactments study where

participants experienced different low fidelity multi-robot scenarios and

reflected on their experiences
4
. In the study, we designed four different sce-4: This work, published in [14], was led

by Michal Luria, with contributions by

Samantha Reig, myself, Aaron Steinfeld,

Jodi Forlizzi, and John Zimmerman. I took

part in the ideation, execution, analysis

and write up of the study.

narios where participants experienced multi-robot scenarios that simulated

systems at different points along the spectrum in a wide variety of domains.

The participants experienced both Isolated Units and Re-Embodiment in a

DMV scenario, Re-Embodiment and One-for-All in a dinner party planning

scenario, Re-Embodiment again (this time through physical token that a

user used to control agent transfer) in a healthcare scenario, and, finally,

Co-Embodiment in an autonomous car scenario
5
. The settings were all low5: For more details about the methods

and scenarios, please refer to the pa-

per [14].

fidelity mock-ups created using props. The robots’ verbal behaviors were

controlled by a hidden experimenter through a Wizard-of-Oz methodology.

The robots were physically moved around during each scenario by an

experimenter. In the study, we recruited 18 participants who were more

than 25 years old. They experienced these scenarios in different orders.

At the end of each scenario, participants were interviewed about their

thoughts on their experiences.
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Here, we would like to highlight some important results and their rela-

tionship to this dissertation. Participants were accepting of re-embodiment

and did not find it weird. One participant drew an analogy to how Siri

could be activated in both the watch and the phone, which they gave as an

example of re-embodiment in real life
6
. Participants responded negatively 6: The example given by the participant

was probably more of a One-for-All exam-

ple as one could activate Siri simultane-

ously on both the phone and the watch.

to re-embodiment in cases where there was a perceived need for expertise.

Some participants did not want the robot who guided them in the hospital

to be the same as the robot who completed a medical exam. This suggests

that there are cases where Collaborative Individual Units are required to

present different robots with different capabilities and expertise. For ex-

ample, instead of a robot guiding a patient and also performing a medical

examination, the better design would be for a guide robot to transfer a

patient to another robot for a medical examination. In addition to those

considerations, some participants also wanted to have separate agents for

different contexts to create clear boundaries between different domains

(for example, work and home).

Another interesting finding from the study was that in the co-embodiment

scenarios, participants found the verbal conversation between agents to be

unnecessary
7
. Some participants felt that the agents were ignoring them 7: The agents were conversing between

themselves about what kind of wind-

screen wiper the home agent should pur-

chase after receiving confirmation from

the participant to purchase a replacement

windscreen wiper.

and that such conversations should be done behind the scenes. This finding

differs from our results presented in Chapter 5 (Inter-Robot Communication

& Information Transmission In Person Transfer) and prior work [12] where

people reacted negatively to silent communication between robots. One

possible hypothesis is that this difference is due to the content of the

conversations.

2.1.2. Summary

This dissertation focuses on scenarios where the robots are Collaborative

Individual Units and present themselves to users as separate entities
8
. We 8: An interesting, unanswered question

is, “Where on the spectrum do people

currently perceive two robots that work

together?”

wanted to further understand how two collaborative individual robots

should interact with each other while they provide a service to users.

2.2. Relationship to Prior Work

Our prior work during the last few years has contributed to the different

ideas in this dissertation.

2.2.1. Emergence of the Need to Transfer Between Multiple

Robots

One of our earliest studies explored how a deployed stationary robot in a

public place could assist people who are blind
9
. Robots, both stationary 9: This work, published in [19], was done

in collaboration with Elizabeth Carter,

Samantha Reig, and Aaron Steinfeld.

and mobile, have been identified as useful tools to help people who are

blind navigate complex indoor spaces [20]. We developed methods for the

stationary robot that were inspired by a technique used by Orientation &
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Mobility Experts where they draw paths on a person’s palm while giving

verbal navigation instructions. While our user study participants who were

blind responded positively to our system, they pointed out that because

our robot is stationary, an initial challenge would be to locate it before

being able to receive the directions. Participants discussed ways that they

envisioned finding the robot: they could be guided by sounds or transferred

to it by other people or even another robot. One could imagine a scenario

where a self-driving car drops off a user and directs them to a stationary

robot to continue their journey.

In addition to providing route instructions, we have explored other robotic

technologies to assist blind people in navigation. In [21], we developed a

method for a handheld commercial spherical robot to generate kinesthetic

haptic feedback which we used to provide instructions to users. In [22],

we created a geometrical model to estimate a coupled user (the user was

holding onto the robot) position while the robots is moving. Each of these

platforms has different capabilities and its own set of limitations. For

example, both the spherical robot and mobile robot have no verbal or

audio capabilities. This characteristic highlights the value of collaborative,

heterogeneous robots working together. To fully take advantage of these

robots for different tasks, we need to ensure smooth transfers between

them. To this end, we have also ventured beyond robots and explored how

mobile robot should rendezvous with a blind user after being summoned

using a smartphone [23].

2.2.2. Importance of Spatial Positioning & Proxemics in

Multi-Robot Systems

In [22], we developed Markovian models for how people holding on to a

mobile guide robot would move and shift locations as the robot moves
10

.10: This work [22] was led by Amal Nana-

vanti with contributions from me, Joe Con-

nolly and Aaron Steinfeld. I helped men-

tor Amal and Joe on this project and as-

sisted in the simulation and data analysis.

The deterministic models were created based on the observations that

people always tried to move as little as possible and slowly converged back

to the center as they followed the robot. While our models outperformed a

simplistic model that assumed that the person always stood behind the

robot, our models did not account for obstacles or the presence of other

robots.

The behaviors of the robots should also depend on the spatial distance to

reference objects. Prior work by Sauppé et al. [24] demonstrated that the

clarity of a robot’s gesture is affected by the distance to the referred object.

We have explored this space and built a prototype interactive system that

reasons about the distance of objects and user attention and selects the

most suitable behavior to redirect user attention
11

[25].11: This work was published in [25] and

was done in collaboration with Sean An-

drist, Dan Bohus, and Eric Horvitz while

I was an intern at Microsoft Research.

The ability to reason about spatial formations will be important in HRI

applications [5]. Adding additional robots to an existing spatial formation

is different from adding an inanimate object because people will shift

their position in response to a moving robot. It also adds another point of

control for designers/developers to change spatial dynamics. It is crucial

for effective HRI for us to better understand the spatial dynamics of robots

in multi-robot human interaction scenarios.
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2.2.3. Nuances in Robot Behaviors

Depending on the scenario, the behavior of a robot can change how humans

interpret its intention. In our work
12

, we sought to understand how robots 12: This work, published in [26], was done

in collaboration with Marynel Vázquez,

Elizabeth Carter, Cecilia Morales, and

Aaron Steinfeld.

can protect themselves from “abuse”
13

in the field, which was shown

13: We used the word “abuse” to describe

a wide range of behaviors from curiously

testing the robot’s limits all the way to

malicious destruction.

to be a real concern in earlier studies [27], news reports [28], and our

own field study (Subsection 8.3.8 (Other People in the Scene)). Drawing

from knowledge about humans in groups, we explored how a robot could

use different behaviors to induce human bystander intervention during a

human’s “abuse” of a robot. Our hypothesis was that strong reactions from

the robot, such as angry and sad behaviors, would induce more frequent

responses. Instead, we found that an indirect behavior, such as shutting

down, led to a stronger reaction from the participants. In the post-study

interview, participants mentioned that they interpreted the strong reaction

from the robot to be indicative of it “playing” with the abuser (a confederate

in our study).

In other related work, we investigated what kinds of robot behaviors

influence user perceptions and actions after failure
14

. We were interested 14: This work [29] was led by Cecilia

Morales in collaboration with me, Eliz-

abeth Carter and Aaron Steinfeld. I as-

sisted in the development of the system

and analysis of the data.

in how different types of failures (personal vs. property damage), levels of

severity (low vs. high), order of mistakes, and presence of social features

(face vs. no face) influenced trust in the robot as well as whether people

would help and trust a robot after observing failures. While we did not

find that the presence of social features influenced the likelihood of people

assisting the robot, some of the 32 participants who saw the robot’s face

reported confusion about the robot’s intent, and they were not sure if the

robot was angry at them or felt sad because it made a mistake.

These works highlight the importance of well-designed robot behaviors.

We hope to capture people’s priorities and preferences during person

transfers through a combination of design workshops, lab studies, and

in-the-field observations to inform designers and developers about what

robot behaviors are most appropriate in these scenarios.

2.2.4. Bringing the Lab into the Real World

All of our precursor work was done in a controlled lab environment.

This was problematic for some studies. For example, some participants

in the bystander intervention study [26] reported that they chose not to

act because they knew it was a study and expected the experimenter to

intervene. Furthermore, real-world studies are seen as more valuable in

the field of HRI because they can uncover aspects of interactions that are

missed in controlled studies. As part of this dissertation, we also bought

part of our person transfer system into the field (Chapter 8 (Person Transfers

in the Field)).
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2.3. Conclusion

Our precursor work highlights the benefits of each robotic system individ-

ually, but these do not live in isolation. The HRI community and literature

will benefit from explorations of how people might transfer between these

robots. Situating the robots in real world scenarios can also help uncover

issues we missed.
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In this chapter, we first present a brief review of prior research on cross-

device systems and how that work transfers to robots working with other

intelligent systems. We then examine different facets of multi-robot human

interaction. Lastly, we talk about proxemics, spatial configurations in

multiparty interactions, and their relevant applications in multi-robot

systems.

3.1. Human Interaction with Multiple Intelligent

Systems

Since the advent of personal computers and, more recently, the arrival

of smartphones and tablets, researchers have looked into how to enable

interactions across devices and their surroundings [30]. Brudy et al. [31]

developed a taxonomy to classify cross-device interactions into 6 domains:

temporal, configuration, relationship, scale, dynamics, and space. We can

categorize the transfer between service robots using the same taxonomy. Our

interaction is primarily a sequential, asynchronous interaction (temporal

domain) where the user interacts with one robot followed by the other.

We focus on interactions involving 1 person and 2 robots (relationship

domain) in a collocated environment (space domain)
1
. An similar example 1: As discussed in Chapter 4 (Design

Space for Multiple Robots And Person

Transfer), there are some variation in the

space and temporal domains.

of cross-device interaction is work by Ghiani et al. [32] which describes a

system that transfers part of a web page from a screen to a mobile device

for continuous viewing.

Throughout the evolution of computing, a large number of ethnographic

reports have examined how people use multiple devices. Dearman et al.

[33] explored how professionals balance the use of personal and business

devices and found it was hard for users to clearly separate the intended use

of the devices. Santosa et al. [34] conducted a field study on how people

use multiple devices with the advent of smartphone, tablets, and cloud

applications. At that time, they noted the need for better awareness of each

device and easier ways to transfer information from one device to another.

Researchers have also looked into newer cross-device technologies, such

as Continuity by Apple, where users can start a task on one device before

completing it on another. Raptis et al. [35] collected online responses to

Apple’s Continuity feature and identified pain points in the system. They

highlighted the problem of privacy when data from one device pops up

on others and noted that users would like additional control over what

happens and what is shown on their devices.

However, robots
2

2: How a robot is defined remains a de-

bate. In this dissertation, we define a robot

as a computer with decision-making pro-

cesses that can manipulate physical ob-

jects in the world. This definition is not

perfect because it could include very smart

dishwashers.

are fundamentally different from the computational de-

vices described above: they are physically embodied, have more autonomy,

are able to act on the physical world, and provoke different emotional

responses [36]. While cross-device interaction provides some insights on
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user behavior across multiple physical systems, we people are likely to act

differently when interacting with robots.

People already interact simultaneously with robots and other devices in

many different kinds of settings. Teleoperation of robots often involves

interacting with the robots through another device, such as a screen [37–40],

controllers [41, 42] or even virtual reality [43–45]. These digital devices

have also been used to share knowledge or additional information about

the interaction. Walker et al. [46] demonstrated an augmented reality

system that informs users about what actions a flying robot will take next

in a task scenario. There also has been a long history of research in which

robots work together with other intelligent systems. Scassellati et al. [47]

showed how an embodied robot’s gaze could be used to guide deaf infants’

gaze to a screen with a virtual agent.

3.2. Multiple Robot Interaction in HRI Literature

3.2.1. Human Responses to Multiple Robots

People’s reactions to and perceptions of robots changes when they interact

with multiple robots compared to a single robot. Prior work on human

perception of robots has explored how the robot group composition changes

human perception. Fraune et al. [48] explored how appearance of the

robots (anthropomorphic, zoomorphic, and mechanomorphic) and number

of robots affect the humans’ perceptions of robots in videos. Participants

perceived a group of mechanomorphic robots more negatively but a group

of anthropomorphic robots more positively compared to other types. The

lead author conducted a similar experiment with an in-person study in both

Japan and USA to see whether the culture of the participants influenced

their perception of robot behavior and number of robots [8]. In their

second study, they found opposite results from their prior work. Their

results showed that users responded more positively to a single social

robot and a group of functional robots than to a group of social robots

and a single functional robot. The authors attribute the differences to the

familiarity of robots at the study country and the fact that users may have

been responding to the human-likeness of the behavior instead of the

appearance. When combining different types of robots, Fraune et al. [15]

found that robots were perceived more negatively when presented in a

group of identical robots than when alone or in a diverse group of robots.

Besides changing perceptions of the robots, the use of multiple robots can

also influence human behavior. Salomons et al. [9] showed that people

may follow the opinions of a group of robots in ambiguous tasks due to

their trust in the robots’ opinion. This study was a variation of Asch’s

conformity experiment [49] where 36.8% of participants conformed to a

factually incorrect answer to a question after seeing several other people

(confederates) give that answer. Other prior research was unable to directly

replicate the conformity experiment with robots [50, 51]. Other work has

explored how the number of robots and participants’ genders influence

conformity in ambiguous tasks [52].
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Connolly et al. [53] described a study that explored whether a sad reaction

by a robot in response to a confederate abusing another robot led to more

prosocial action by human observers. They found participants were more

likely to intervene when the second robot expressed a sad reaction to the

abuse.

Admoni et al. [54] found that participants were less accurate in determining

which robot was looking at them among random movements when they

had to keep track of multiple robots. Oliveira et al. [55] observed that

when interacting simultaneously with two robots, participants gazed more

often at a cooperative robot than at a competitive robot.

Fraune et al. [56] explored how a single person and groups of people

reacted to and interacted with different numbers of robots in a competitive

game. They found that participants’ reactions to robots differed from

what is expected according to human social psychology literature, where

individuals were more fearful of and had strong negative emotions when

interacting with a group and that groups of humans will be more greedy

towards individuals. Participants’ emotion, greed and competitiveness only

increased when interacting with the same number of robots.

Reig et al. [57] investigated how different robot behaviors impacted trust

for an operator after a robot experienced a failure. Among the strategies

they tested were call (the failed robot called a second robot for help) and

sense (a second robot arrived after sensing the first robot failed). They found

that people preferred for a robot to announce that it had updated itself

and claim that it would not encounter the same failure over summoning

another robot.

3.2.2. Robot-to-Robot Communication in HRI

An early exploration of human perception of multi-robot interaction inves-

tigated how people interpreted a conversation between two robots [58].

Kanda et al. [58] described a system where the robot communicated with

another robot using verbal and non-verbal behaviors to not only provide

context for the human observer about the information transfer between

robots, but also to demonstrate the robots’ communication capabilities.

They showed that after observing from afar, participants were able to

infer the robots’ verbal and nonverbal communicative capabilities. They

also responded to a robot’s nonverbal behavior by following its pointing

gesture.
3

Later, Hayashi et al. [60] expanded upon the idea of human 3: A similar study [59] showed that a

conversation using emotional expressions

by two robots could lead to an observer

being able to understand the context of

the interaction and help the robots.

users inferring content from a conversation and came up with the idea of

“Robot-Manzai”
4
. In this scenario, the two robots acted as passive social

4: Manzai is a type of Japanese stand-up

comedy where two characters exchange

jokes and commentaries.

media where they communicated with each other in front of bystanders

with the goal of conveying information to bystanders. They showed suc-

cess in using “Robot-Manzai” to acquire bystander attention in science

museums [61] and train station [62] scenarios.

Another application for robot-to-robot communication is to smooth con-

versation and reconcile information when encountering recognition errors.

Iio et al. [63] developed a two-robot question-and-answer dialog structure
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where one robot asked questions and the other robot replied with the an-

swer that the user provided. The dialog was designed such that it sounded

like mimicking when the recognition was successful, and like the robot

expressing a different opinion if the interpretation of the user input was

incorrect. The research found that participants perceived the conversation

to be more coherent and the robots more friendly when they utilized this

strategy.

Prior work has also looked at how two robots should communicate with

each other. Fraune et al. [64] examined how different types of inter-

robot communication (none, loud, and silent) between basic functional

robots affected the attitude of a bystander. The study did not find any

significant differences across the conditions. The authors hypothesized that

the result arose from participants assigning groupness to the robots rather

than treating them as individual social entities. Williams et al. [12] explored

how different robot-to-robot communication affected user perceptions. In

a simulated nuclear disaster scenario, 56 participants issued commands

for two different robots in a search task. The robots communicated the user

commands and their results either verbally aloud or covertly to each other.

Participants described the covert communication between the robots as

creepy.

Since the publication of Chapter 5 (Inter-Robot Communication & Infor-

mation Transmission In Person Transfer), other works have built upon

our work and explored other aspects of the space. An online video study

demonstrated even a one-way expression of warmth in robot-to-robot

communication increased perceived warmth of all involved robots [65].

3.2.3. HRI Findings in Multi-Robot Applications

Previous research has explored applications of multiple-robot systems. For

example, Shiomi et al. [66] described a field study where two networked

robots roamed a shopping mall and performed a variety of tasks. Among

other skills, the robots had a coordinated activity where one robot would

lead the guest to another robot that then welcomed the guest to a store.

In Leite et al. [67] , two Keepon robots interacted with either a single

child or a group of children during storytelling tasks where the robots

played different roles from the story. Guinness et al. [11] created a system

where multiple small tangible robots, together with a touchscreen, created a

changeable tangible tactile interface to display information for people with

visual impairments. Vázquez et al. [68] designed a robot (“Chester”) with

a sidekick robot (“Blink”) attached to it. The authors found the addition

of the sidekick robot increased children’s attention without changing the

proxemics and spatial formation with the robot.

3.3. Spatial Formations & Proxemics

The physical positions and orientations of individuals encode and inform

information about the interactions and relationships between interactors.
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3.3.1. Proxemics

One of the first spatial properties to be studied was the distance between

interactors, i.e., proxemics. In his seminal work, The Hidden Dimension ([69]),

Hall categorized how people stand relative to each other in four categories

based on distance: “Intimate”, “Personal”, “Social” and “Public” (page

108). These distances mirror the boundaries of human sensory inputs (e.g.,

interactors can touch each other in the intimate space and clearly see each

other’s faces and in the personal space). As noted by Hall and other related

work, the boundaries of these zones and actual distances in practice can be

influenced by other factors such as culture [70] and environment.

Prior HRI research has shown that people observe a similar distance

pattern when interacting with a social robot. Vázquez et al. [68] found that

children interacting with a robot also observe the different categorizes of

distances, but with only three categories where “Intimate” and “Personal”

are combined. As with human groups, these distances can be influenced

by multiple factors. For example, Walters et al. [71] found that participants’

“proactiveness” decreased their social distance from the robot. Additionally,

Walters et al. [72] observed that participants maintained greater distances

from a robot that used a machine-like synthesized voice compared to ones

that used more natural voices. Takayama et al. [73] conducted a study to

understand how participants’ familiarity with robots and where the robot

looked at a participant changed their comfort with how close they were

to the robot. They found that female participants had a higher minimum

comfortable distance when the robots looked at them but the opposite for

male participants. Mumm et al. [74] found that people maintained a large

distance from a robot if they disliked the robot and the robot gazed at the

person.

3.3.2. Spatial Formations

Beyond observing the occurrences of these distance selections, HRI re-

searchers have also attempted to describe and influence physical group

formations to improve interaction quality. Humans form an F-formation

when in a group, a term coined by Kendon [75] , where in humans leave

different spaces (O-space) between each other to facilitate the group ac-

tivity (e.g., space to see others in a conversation). Kendon [75] and others

(e.g., [76]) also observed common spatial arrangements and patterns that

people maintained, such as circular, vis-a-vis (face-to-face), and rectangle

(multiple people facing one person). Kuzuoka et al. [77] demonstrated

that robot physical behaviors can change a group’s F-formation, and that

changes in robot body orientation were more effective than changes in

robot head movement. Work has also been done on robot group reasoning.

Vázquez et al. [78] conducted a simulated study to find the optimal policy

for a robot to orient its body in an F-formation. Bohus et al. [79] created a

heuristic system that categorized different spatial layouts of people who

interacted with robots and attempted to modify people’s positions through

dialog.
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Spatial Formation & Proxemics for multiple robots

As we add more robots into human-robot interactions, the spatial formations

of the systems change. Joining robots could also influence where the first

robot should stand and the users’ perceptions of the relationship between

the robots. Some preliminary work has been done in this area. Matsumoto

et al. [80] found that putting a wide distance between two conversational

tabletop robots when interacting with elderly participants increased their

mental load. Also, Vázquez et al. [68] found the addition of an interactive

sidekick robot on a robot did not change the proxemics profile of the

children interacting with the robot.
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4.1. Overview

Research in this chapter was conducted in collaboration with Michal

Luria, Jodi Forlizzi, and Aaron Steinfeld.

Parts of this chapter are adapted from the following publications:

Xiang Zhi Tan, Michal Luria, Aaron Steinfeld, and Jodi Forlizzi. ‘Charting

Sequential Person Transfers Between Devices, Agents, and Robots’. In: Proceed-

ings of the 2021 ACM/IEEE International Conference on Human-Robot

Interaction. 2021

Xiang Zhi Tan, Michal Luria, and Aaron Steinfeld. ‘Defining Transfers

Between Multiple Service Robots’. In: Companion of the 2020 ACM/IEEE

International Conference on Human-Robot Interaction. HRI ’20. Cam-

bridge, United Kingdom: Association for Computing Machinery, 2020. isbn:

9781450370578

As pointed out in the Chapter 3 (Related Work), adding an additional

robot into human-robot interaction fundamentally changes the way people

interact with robots. Issues such as the composition of human-robot teams,

what jobs and abilities robots have, and the modalities robots use all

play a role in how people perceive these interactions. As one step in our

understanding, we wanted to learn what kinds of scenarios person transfer

between service robots might occur, explore potential variations on the

concept of person transfer, how they might be situated in the larger service

context, and identify important factors in person transfer.

As these interactions are mostly set in the future, we lacked an understand-

ing of how to design them and the social norms around them. Design

methods are well suited to tackle this gap: they allow us to extrapolate

knowledge from existing interactions and explore ways in which novel

interactions may play out in the future. The use of design methodology

to generate knowledge is commonly called “Research through Design”.

Research through Design [83] is a research philosophy that uses design

techniques to create the “right” artifact
1

to transform the present to a pre- 1: According to Zimmerman et al. [83] ,

artifacts can be anything from models and

guidelines to products and technologies.

ferred future. In other words, it uses design methods to generate knowledge

about potential future systems. Our goal is exploratory in the sense that we

are trying to envision preferred futures rather than trying to find a specific

use case. We choose to use design methods as ways to probe these spaces

to better understand how different people see the future of multiple robot

interactions.

Design research has been used in the past to better understand different

aspect of HRI. For example, Rule et al. [7] used design methods to identify
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crucial factors when designing teleoperation interfaces for multi-user, multi-

robot systems. Participatory design has been used to explore how robots

can help older adults [84] and people with visual impairments [20].

4.1.1. Chapter Summary

In this chapter, we present two design workshops that probed the design

space of how we might envision the future of multiple robots, and what

we should pay attention to. We first conducted a scoping workshop to

explore the space of human and multiple robot interactions. This workshop

identified ways in which people might interact with multiple robots. We

highlighted person transfer to be one of the three types of sequential

interactions that people can encounter. We then followed with an ideation

workshop that focused on exploring sequential person transfers through the

lens of existing person transfers between robots, devices, and human staff.

This workshop yielded details on the components of person transfers. We

then combined findings from the two workshops and identified emerging

themes to construct a 4-dimensional taxonomy that breaks down sequential

person transfers and highlights research opportunities for the future within

this space. We end this chapter by discussing our findings, how the

taxonomy can be applied, and its value to interaction designers and

researchers.

4.2. Series 1: Scoping Workshop

4.2.1. Overview

Our first step was to understand the possible roles of robots in sequential

interactions. We conducted a scoping workshop that was structured around

brainstorming future human and multiple robot interactions. For this

workshop, we recruited people who were familiar with robots and cutting

edge technologies. Participants were told to generate as many descriptions

of transfer scenarios as possible.

4.2.2. Method

Figure 4.1.: Some of the cards and tools

used in the scoping workshop.

The scoping workshop consisted of three separate events with a total of 8

different participants and was conducted in September and October, 2019.

Each event had 2 or 3 participants (excluding the facilitator) and took about

2 hours. All events were conducted in a meeting room at Carnegie Mellon

University’s Pittsburgh Campus. Participants were recruited through email

lists and word of mouth, and they were compensated 20 USD for their

participation. Participants were graduate students who studied robotics

or human-computer interaction. We chose graduate students as they have

high familiarity with current robot and device capabilities. The workshop

was approved by our university’s Institutional Review Board.
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After warm-up activities with Alternative Use and New Metaphors [85]

exercises, participants were asked to generate ideas about how they envision

multiple robots working together to provide services to people in the future.

We chose not to limit ideation to sequential interactions in order to capture

the natural occurrence of sequential interactions within the broader pool

of ideas. Each event consisted of multiple idea generation rounds. In each

round, participants were given a specific location or context and provided

with ideation cards. These were printed cards with words or images.

Participants were then given a few minutes to write down as many ideas

as possible on a worksheet.

To maximize the number of unique ideas and improve idea generation, we

modified the procedures and tools between each event. In events 1 and 2,

participants were given cards that specified the types of robots involved

in an interaction, such as humanoid robot, flying robot, etc. Theses cards

were removed in event 3. For events 2 and 3, participants were also given

cards with prescribed relationship, e.g., sidekicks, swarms, or friends, to

inspire new forms of interactions. After each round, participants shared

and discussed some of their favorite ideas. We also wrote down new ideas

that arose during the discussion phase.

4.2.3. Analysis

All the data were transcribed into digital form and grammatical errors

were corrected. We then proceeded to analyze the data through Affinity

Diagramming [86]. We extracted the different themes and ideas from the

data and sorted them based on their role in the environment to understand

how our participants imagined multi-robot systems.

4.2.4. Findings

Participants generated a total of 132 ideas. As we chose not to correct or

limit workshop participants in their ideation of multi-robot interactions, 17

ideas were invalid (e.g., only have one robot, unparseable). Furthermore,

the majority of the ideas (59 ideas) involving multiple robots fell into the

category of simultaneous multi-robot interaction (e.g., “A physical service

robot helps you go to [a] doctor’s office while [another] robot carries your stuff.”)

or interactions where the two robots can be perceived as part of the same

entity (e.g., “[A robot] has a robotic arm attached [to it] to guide visitors & point

to exhibits while giving a tour.”). We categorized 28 of the ideas as sequential

interactions. The imbalance in categories reflects the difficulty of envisioning

interactions across time, and the current tendency to conceptualize multiple

robot applications as swarms or simultaneous interactions.

In the following paragraphs, we briefly cover the types of multi-robot

interactions in service interactions. All our scenarios involved the user

being in a multiple robot environment. However, this did not mean that

the person receiving the service would necessarily directly interact with

multiple robots. We then separated and categorized scenarios where people
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Figure 4.2.: Overview of the findings from

the scoping workshop.
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directly interacted with multiple robots (multi-robot interaction). In multi-

robot interaction scenarios, we found three main categories. An overview of

our findings is shown in Figure 4.2.

Multi-Robot Environment

The prerequisite of a person transfer is that it has to be an environment

with multiple robots.

To support multiple individual users

One of the main use cases for multiple robots is to simultaneously provide

the same experience to multiple different people. In these cases, the user

interaction with multiple robots might be minimal and passive. Users of

the service might see other robots but they only interact with one. For

example,

“[Embodied Agent] in all tables in the restaurant and customers enter their

orders.” - P4

In the example above, each table has its own embodied agent that serves

the customers, and the people at each table presumably do not interact

with other agents at other tables. Others imagined how an interaction

with a single robot could contribute to a bigger ecosystem of robots. For

instance,

“Hospital bed as robot: They measure sleep quality of patient, have a leader board

to compete, also self-report patient data to show comfort” - P6

This participant imagined linking individual hospital robots to allow

hospital patients to compare how they are doing with other patients

through the robots. The robots allow users to indirectly interact with other

users through them.

Part of the Environment

Participants also generated multiple scenarios where the role of the robots

was to be part of the environment, whether it was to create ambiance for
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the environment or complete backstage tasks for the service. One example

was to make an airport more entertaining,

“Airports are boring, fill it with realistic zoomorphic robots to make it more

entertaining.” - P3

Others focused on using multiple robots to complete background tasks.

“Humanoid re-organizes the display section, mobile robot follows while carrying

books.” - P1

Sometimes, robots in the background also served to attract customers or

improve user experience.

“2 robot arms acts as chefs of a mom and pop, home cooked meal vibe cafeteria.” -

P2

“Laundry bin (dog) & janitor robot (owner) collect laundry throughout the

building and entertain people (play fetch with sheets).” - P7

In both scenarios, robots display behaviors that are independent of their

tasks (cooking & cleaning) for the benefit of users.

The defining feature that separates these scenarios from the user-focused

scenarios is that these interactions are part of the service environment and

would likely happen with or without the presence of the users. It is visible

for both the users of the service and also for bystanders who pass by.

Enabling choice of robots

Having multiple robots in the environment also creates opportunity for

people to choose the robots they want to interact with. For example,

“Humanoid receptionist and zoomorphic puppy rush to welcome children in the

pediatric lounge” - P4

“The humanoid robot and social service robot to go everywhere to check if

anything weird is happening” - P2

In the examples above, the use can choose the robot they are most com-

fortable interacting with. While this could be seen as a “simultaneous”

interaction, the choice of which robot to use could also be perceived as a

feature of the environment.

Multi-Robot Interaction

Multiple robots could also be part of the user’s service experience. They

can experience the robots simultaneously or sequentially. We also included

a special category where the robots act as a mediator or interface to other

robots.

Robots as Interfaces

Participants also talked about how a robot could be an interface to other

robots. For instance,

“[robots] can act as guides around the mall while smart speaker on the [robot]

can receive commands” - P1
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In the scenario above, the smart speaker acts as an input device and control

for the other robot. There could also be complex scenarios where a user

commands robots through a telepresence robot.

“Telepresence robot as doctor, tells physical service robot to perform certain

checkups / administers needles, etc” - P1

There could also be cases where a single robot acts a leader or manager of

multiple other robots.

“The restaurant manager robot keeps track of every worker robot in the restaurant,

overseeing how they perform, coordinate” - P6

This example describes how people who are in managerial roles, such as

restaurant owners, may want to coordinate all the actions and tasks of all

worker robots through one single robot.

Simultaneous interaction

When a user simultaneously interacts with multiple different robots, we

observe a scale in terms of how crucial the second robot is to the goal of

the task. To gauge the importance of the second robot, we analyzed the

scenarios to determine if the main goal of the task could be completed

with only one of the robots. We only considered the robot with its stated

capabilities (e.g. A telepresence robot has a screen but no manipulators) as

any tasks could be completed with only one omnipresent, super capable

robot. Though the notion of the second robot’s importance is somewhat

subjective
2
, it can provide a framework to understand the role of robots in2: Some examples, such as providing dis-

tractions for patients, might be seen as

complementary to some users but crucial

for others. The examples were analyzed

by two research team members. We chose

not to rigorously categorize them as we

believe these to be inherently ambiguous

and subjective, depending strongly on the

service requirement and tasks.

simultaneous interactions.

Crucial In the tasks envisioned by our participants where both robots are

crucial, the scenarios often have the two robots completing different

sub-tasks where one robot might not be able to complete each one.

For instance,

“The social service robot checks you in at the gate while the humanoid

robot checks if your luggage meets their constraints” - P2

In the scenario, the robot lacks the manipulation capabilities to

complete the tasks. Others might have the interaction with competing

modalities where one robot cannot do everything such as

“Zoomorphic robot acts out specific scenes from history while the smart

speaker narrates.” - P3

The zoomorphic robot cannot self-narrate the scene without breaking

character. Lastly, the mere presence of more robots, even when not

practically necessary, may be useful in some interactions for its own

sake.

“VIP service: Pack of service robot/humanoid robot surrounds guests, one

carries clothes, one carries a padlock, acting as security, one being the tour

guide” - P5

In this scenario, having the large number of robots is part of the

experience for the user.
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Emergent Behavior Participants also envisioned traditional robotic swarm

applications where multiple robots come together to provide a service

to a user.

“Hundreds of robots that are small in size can be summoned to create

arrows for museum visitors to know where to go.” - P8

Participants mentioned large numbers of robots coming together to

generate a single action. This category differs from “Crucial” in that

not every single robot is needed for the interactions and likely able

to tolerate a few failures or missing robot. However, it likely requires

a critical mass of robots to be able to perform its role.

Improving The second robot could also speed up or improve the interac-

tion, e.g., by parallelizing sub-tasks. Instead of one robot doing both

tasks sequentially, a second robot (or more) could do the tasks and

speed up the interaction.

“Humanoid robot reads to kids and mobile robot can go around to distribute

supplies.” - P1

The addition of the second system could also provide redundancy to

the interaction.

“Tabletop Robot and [smart speaker] act as welcome reception at each

exhibit - these are said in chorus.” - P4

Supporting In some scenarios, the second robot played a supporting role

for the user. For example, one robot could distract users while another

robot completes the main task.

“One robot entertains the guest while they wait outside so a second robot

has time to figure out what tables to assign.” - P8

A second robot could also be a supporter or an advocate for the user.

“The physically assistive robots checks you in for the appointment while

the zoomorphic robot pretends to have the same problem as you.” - P2

Complementary Lastly, there are cases where additional robots or systems

are included to smooth out an interaction or for aesthetic purposes

such as adding sound and music to an existing interaction.

“The robot arm and the smart room collaborate to show you a dress with

lights/musics.” - P2

Sequential interaction

Within the sequential human-multi-robot interactions generated by par-

ticipants, we identified three categories. These are not mutually exclusive

categories; multiple types of transfer are likely to be present in an individual

human-multi-robot interaction. For example, a transfer of product (food) is

likely preceded by a transfers of information (order).

Transfer of Product Between Robots In the first category, multiple robots

transfer physical objects between them before engaging people.

“Robot up very high lowering things down to [robots] below for service.” -

P7

For a more concrete example, consider an interaction involving food

preparation. First, a robot in the kitchen prepares the food. Then, a
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second, mobile robot retrieves the food and delivers it to the customer.

In these direct robot-to-robot transfers, the customer may not even be

aware of the presence of the first robot. Alternatively, the customer

might know about the interaction between the two robots but only

directly interact with one of them. Furthermore, in a ubiquitous

computing future with blurred lines between machines and objects, a

robot might collaborate with a robot that the customer may perceive

as not a robot. For an example, a humanoid robot might pick out an

object from a mobile robot shelf and pass it to the user.

Transfer of User Information Between Robots For this category, informa-

tion is transferred between robots, rather than physical objects.

“Cheap flying robot acts as sidekicks for the social service (more expensive)

robot waiters that gauge how "needy" a table is (i.e. how much they want

to get the waiters attention).” - P3

Here, the flying robot serves a backstage role and might never be

seen by the customer, so they may not even realize that multiple

robots were involved. The user might also be aware of both robots:

for example, a tabletop robot in a restaurant might monitor a table

and summon another robot to deliver dessert when it detects the

diners are ready.

Person Transfer Between Robots In this category, the user interacts first

with one robot and then transferred to continue the interaction with

another.

“[A robot] receives people at the counter for check-in, then directs [a]

mobile robot to guide people to their respective waiting rooms.” - P3

In the scenario above, the customer initially interacts with one robot

and is then transferred to a mobile robot to complete the task as the

first robot is incapable of completing the task due to its service need

to be at the counter. Both robots serve as user-facing robots. In other

scenarios, a transition occurs between two robots, both capable of

completing the task, due to the fact that one robot is simply better

suited for it. For example, a user approaches a humanoid robot to

request help finding an object in a warehouse store, but instead of

the humanoid robot itself performing the task, a closer and faster

mobile robot retrieves the object. More details about the features and

rationale of person transfer are discussed in the following section.

4.2.5. Discussion

In both product and information transfers, a person might indirectly interact

with the “backstage” robot. In the store example, the flying robot’s role is

solely to transfer information to the other robot when a customer needs

assistance. Even if the person does not interact with the flying robot, they

might notice that the interaction involved multiple robots. In these types of

scenarios, it is worth considering whether these “backstage” robots should

be visible or have any direct contact with people.

In contrast to product and information transfers, a person who is transferred

will necessarily interact directly with multiple robots. This kind of transfer
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can happen under a variety of configurations which will influence how

designers create the corresponding interactions. For example, a transfer

where both robots are present in the same space as the person raises

different design considerations than does a transfer in which the person

needs to independently travel from a robot receptionist to a screen-based

interface in another location.

Given this broad range of configurations and our research interest, more

insights were needed to build understanding of the design space and

interaction nuances of person transfers with multiple robots. We collected 13

examples of person transfers. These few examples generated in the scoping

workshop encouraged us to conduct a second workshop in which we could

focus specifically on this topic. As the service landscape of today already

involves a variety of person transfers between human staff and digital

systems, we also sought to capture characteristics of these existing transfer

scenarios in the second workshop, and learn how future human-robot

interactions may map onto them.

4.3. Ideation Workshop

4.3.1. Overview

The Ideation workshop build upon the work from the Scoping workshop to

better understand the features and properties of Person Transfer Between

Robots.

4.4. Method

The workshop was a single, 3-hour workshop with 7 designers as par-

ticipants, and was conducted in early February, 2020. Participants were

recruited through email lists and word of mouth and compensated 30 USD

for their participation. The workshop was conducted in a classroom at

Carnegie Mellon University’s Pittsburgh Campus. We chose designers as

they are accustomed to design processes and are capable of generating

many high-quality ideas in a short amount of time. Furthermore, our goal

did not require familiarity with special technologies. The workshop was

approved by our university’s Institutional Review Board.

The workshop had two parts: ideation and idea clustering.

Ideation

Figure 4.3.: Participants engaging in the

Ideation phase of the workshop.

After a warm-up exercise, participants took part in multiple

rounds of idea generation. Similar to the scoping workshop, partici-

pants were shown a location or context in each round. Participants

were given “Entity” cards labeled “Human”, “Machine”, or “Robot”.

The goal was to use these cards to define transfers between the se-

lected entities. For example, participants were asked to draw 2 cards

from the deck and generate ideas based on that combination. For

example, a participant who drew “Human” followed by “Machine”
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would be asked to generate ideas involving a transfer from a human

to a machine. Using custom cards allowed us to constrain some of the

design space and encourage participants to creatively think of new

transfer forms. Each round lasted about 5 minutes and was followed

by a discussion that allowed participants to share ideas and inspire

new ones.

Idea Clustering Participants were split into three groups. Each group

analyzed its own data and clustered it accordingly. This allowed

participants to further elaborate on the different aspects of their ideas.

Their clustering served as the inspiration and starting point for our

analysis and taxonomy.

4.4.1. Analysis

The generated scenarios were analyzed by the research team using Affinity

Diagramming [86]. We used this established method because we aimed to

identify emerging themes rather than formulate a new theory. Instead of

a coding scheme, this method relies on team members working together

to reveal insights within the collected data [86]. Affinity diagramming

was conducted iteratively through discussion over multiple sessions until

the research team came to an agreement about the placement of all ideas.

The clustering activity done by participants served as the starting point

for our identification of important factors of sequential person transfers.

This process was also supported by analysis of selected scenarios using

FAST diagrams, which decompose services into their most basic actions by

different entities [87].

4.5. Findings

In the ideation workshop, participants generated 287 different “one-line”

scenarios for a range of service contexts and domains (e.g., airports, medical

centers). Given our goal to capture existing person transfers in services

today in addition to imagining future situations, we asked participants to

think about existing interactions and service transfers they were familiar

with and also extrapolated interactions if suitable.

As participants were asked to generate quantity over quality (as is common

in brainstorming activities), some ideas did not involve person transfers,

but instead focused on the transfer of product or information between

systems and people (as in the previous workshop). For our analysis, we

only included scenarios that fit the definition of Person Transfers Between

Robots. Among the 287 generated ideas, 68 (23.6 %) fit this definition. These

were combined with the 13 scenarios that matched the definition from the

scoping workshop for a total of 81 scenarios that we used in our analysis.
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Figure 4.4.: Overview of the taxonomy.

4.5.1. Overview of Findings

Through affinity diagramming, we created a taxonomy for person transfers

between robots. An overview of the taxonomy is shown in Figure 4.4. The

taxonomy includes four dimensions:

Type of Person Transfers The service journey touchpoints where person

transfers occur.

Rationale behind Person Transfer The interaction and service needs that

drive the inclusion of person transfers in the service.

Design of Person Transfers The implementation variables of the person

transfer throughout the service (time, space, and form).

Information Shared The different information shared and used between

entities in person transfers.

While some categories within these four dimensions are not mutually

exclusive, considering each separately can contribute to a fuller under-

standing of person transfers and how to design for them. Rather than a

comprehensive taxonomy, we present a set of prominent dimensions that

should be considered for person transfers. We also included scenarios from

the workshops to help motivate each category.
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4.5.2. Types of Person Transfers

The first dimension looks at the moment in the person’s service experience

in which they experience a person transfer. The transfer can be either

planned or unplanned. A planned person transfer is a transfer that always

occurs and is required as part of the service experience. An unplanned

transfer only occurs in some cases, deviates from the normal interaction,

and is not intended to be experienced by the majority of people.

Planned Person Transfer

A planned person transfer can be further separated into a Person Transfer

between Tasks and a Person Transfer within a Task. The distinction

between tasks and subtasks is often ambiguous. For example, the experience

of “getting on a flight” can be further decomposed into sub-tasks such

as checking in and going through security. Each sub-task can be further

subdivided into smaller actions; e.g., going through security may involve

moving between the luggage scanner and human security staff. For our

taxonomy, we define a task as a collection of compulsory actions that are

mandatory to complete. In the airport security example, the person will fail

the task if they choose to only use the luggage scanner but not the person

scanner.

Person Transfer Within a Task

Person Transfer within a Task

These are scenarios where person transfers are an integral part of the

interaction, and connect two actions within the same task.

“You print your boarding pass and luggage tag, then place [your] luggage

on the conveyor belt.” - P10

In this case, if the person wants to drop off their luggage, they need

to transfer between different systems to complete the task.

Person Transfer Between Tasks

e

Person Transfer between Tasks

This category describes situations in which people might do two

different tasks in sequence—each task is independent, and the

transfer only occurs if the person would like to engage in both parts

of a service. This is likely to happen as part of a bundled service

where different but complementary services are combined to increase

customer convenience and value [88].

“Patient receives physical therapy before acupuncture treatment in the

same center.” - P9

While both treatments are part of the same service, they are not

dependent and can be completed separately and in any order.

“A person checks in electronically and is directed to a waiting room, then

[they are] summoned by a screen.” - P10

Transfers between tasks also include scenarios where people are

transferred to a waiting area or given a notification device. We

consider the waiting as a separate task, as it can potentially be

skipped or even avoided if the service is optimized.
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Unplanned Person Transfers

Unplanned person transfers are person transfers that are not intended to

be part of the standard user experience. We identified two types:

Breakdowns

Breakdowns & Failures

These are person transfers caused by machine malfunction or human

limitations, which may prevent them from being able to continue the

task.

“A ticket machine breaks down, [it] calls over maintenance.” - P13

These breakdowns are not limited to machines, a human staff member

may encounter challenges that prevent them from completing a task

as well. This category also includes scenarios where the intended

interaction fails due to extraneous circumstances.

“A tour guide cannot be heard by all tour members, so they refer tour

members to an audio guide.” - P10

In this example, the tour group is too large for everyone to be able to

hear the guide, resulting in a transfer from the tour guide to audio

guides.

Out of Scope

Out of Scope

The second reason for unplanned transfers can be that a requested

service is not part of the first robot’s job scope or capabilities. While

these transfers are likely to be pre-planned by the service, they are not

requested by all users and often serve as a catch-all for any situation

that robots might not understand or be able to address.

“[You] see the menu on an iPad, [then you] ask for clarification about

ingredients [from] a waiter.” - P10

The device lacks information about the person’s intent, which force

them to transfer the interaction to another entity (a human employee,

in this case) to retrieve the needed information.

“You use an ATM to take out cash and then ask a bartender to break the

large bills.” - P10

Similarly, the customer transfers from the machine to a human staff

due to the machine’s inability to complete the task.

4.5.3. Rationale Behind Person Transfer

The second dimension looks at the reasons why incorporating person

transfers may be valuable to a service.

ExpertiseExpertise

In some instances, the first and second entities have different capabili-

ties, both of which are required to complete the task. For example, the

first entity that interacts with a person may be a good “user-facing”

entity but lack the capability to fulfill their request, requiring it to

rely on another entity.

“Tablets stationed for people to enter where they want to go, [for a robot]

to guide them.” - P1
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The tablet lacks the ability to move and guide users, therefore it

would need to rely on the mobile robot to complete any navigational

guidance tasks.

7 7
Resource Allocation Resource Allocation

Using multiple entities may better allocate a service’s resources and

allow more people to receive service simultaneously. Instead of using

a single entity, a service can be split to smaller parts and assigned

to separate entities, similar to an “assembly line”. Breaking down a

task also allows some entities to engage “when needed”—they do

not need to pay attention to every customer at every given moment.

“At food courts: tablet to order food, mobile robot delivers.” - P1

In this example, multiple people can order food simultaneously

through the tablet and only a few robots deliver all of the food when

it is ready.

Redundancy

EE

Redundancy

Multiple entities take part in the same task to ensure safety by

cross-checking or serving as a backup.

“Metal detectors [do] the first pass at the front of the museum, then

someone goes through your bag.” - P14

Here, the person interacts with two entities, both of which exist for

the same goal of detecting forbidden objects. Repeated interactions

with several entities help mitigate potential errors.

4.5.4. Design of Person Transfers

The third dimension in the taxonomy is how person transfers are imple-

mented and what actions a service provider might expect from people.

This dimension covers both the physical and interactional aspects of person

transfers.

Spatial Context

Spatial Context

A person transfer can happen in a variety of spatial contexts. For example,

both entities could be together (co-located), or they may never be co-

present and thus require the person to move independently to complete

the interaction (remote).

Co-Located

These are person transfers that occur when both entities are present

in the same space as the person.

“[A robot] receives people at the counter for check-in, then directs a mobile

robot to guide people to their respective waiting rooms.” - P3

The person interacts with the first robot, who then summons the

mobile robot. At one point in the interaction (after the mobile robot

appears), both robots are co-located in a single place. This allows

both robots to interact with the person and each other.
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Remote

The alternative is to have two entities in different locations, which

requires the person to move from one location to another to complete

the task.

“Ticket machine directs visitors to a navigation computer.” - P12

From the person’s point of view, there is no visible interaction between

the entities. Furthermore, the interaction may differ based on how

remote the entities are from each other. For example, they can be

in view of each other, or apart in different rooms, requiring more

instructions on how to locate the other entity.

Temporal Context

In addition to location changes, a temporal gap may also exist during

person transfers. This gap can be caused either by the time needed for the

second entity to join the interaction or by the time needed for the person to

reach the second entity. Similar to spatial contexts, timing can also range

from occurring immediately after the initiation of a transfer to occurring

after some time gap between the two interactions.

Temporal ContextImmediate

These are situations where the second encounter happens nearly

instantaneously after the first.

“Bouncer checks [you] before you go in, machine scans ID [and] unlocks

door.” - P11

This kind of interaction is often coupled with co-located entities.

Gaps

Alternatively, transfers might take a while, as the person moves to the

second entity or as they wait for the second part of the interaction.

“Bartender asks you about what kind of drink you feel like getting, then

directs you to a cocktail machine where you do it yourself.” - P10

The need to travel to the next machine creates a gap in time.

“Ordering food via a screen on flight. Flight attendant has to bring it to

you.” - P13

Some gaps can also be caused by the time needed for the second

entity to arrive after the person initiates the request.

Form & Capability

Form & Capability

As this is an exploration of transfers based on existing interactions between

robots, devices, and human staff members, entities can take on different

forms with vastly different capabilities. A person might be transferred

between two entities with a similar form (e.g., human to human) or

different forms (e.g., human to robot). The form is not a simple binary

category, but instead a spectrum of similarity. Two humans wearing similar

uniforms will have more similarity than two humans who are not. This is

important in transfers because visual similarity provides some indication
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about with whom people should interact next. These cues can be designed

for non-human entities, for example by using comparable branding or color

palettes.

Form is also important because it shapes the entity’s perceived capabili-

ties [89, 90] and trustworthiness [91]. A robot with a visible face and mouth

is more likely to be perceived as able to verbally communicate compared to

a flying drone. The degree of difference between forms in person transfers

can alter the amount of introduction and explanation that is required as

part of the interaction.

4.5.5. Information Shared

The final dimension in our taxonomy concerns the information that is being

shared between entities during person transfers. As digital systems have

the ability to transfer and process large amounts of information, they can

easily share information with the next system when person transfers occur.

We identified three types of information sharing:

None

User-Related

Task-Related

None

Information sharing does not always happen during person transfers.

In some cases, the person might be asked to re-convey the information

to the second entity to complete the task.

“Audio guide tells the visitor to ask a docent for additional information.” -

P13

In this situation, it is likely that the docent will not be aware of the

visitor’s intent and will require them to explain their needs.

User-Related

The second type sets out to transfer newly learned information from

the user, for example, what they hope to achieve.

“[There is an] iPad on a restaurant table for ordering food and calling staff

to deliver the check and pay.” - P12

The patron communicates their intent through an iPad—the staff

is likely to be aware of their intent upon arrival and already have

their bill ready to go. This can also include non-task related personal

information that the person disclose.

Task-Related

The most common information shared in our findings is regarding

the state of the task. Task information about what had happened is

generated by the first entity and used to inform the next entity and

help its decision process. This differs from user-related in which they

are generated by the first entity about the task on-hand not by the

user. This information could be as simple as audio notifications or as

complex as information about the state of the task.

“[An] X-ray security machine beeps so [the] human has to do a pat down.”

- P13

“Self checkout machine where you get your blood pressure. It talks to you

to say “I sent your information to the nurse, she will come in a minute.””

- P9
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Furthermore, the sharing can be bidirectional, e.g., the second entity

can send back information on their status and arrival time.

4.6. Utilizing the Taxonomy

In this section, we detail ways in which our taxonomy can be used for

interaction design and research.

4.6.1. Interaction Design

To highlight the potential of our taxonomy for interaction design, we

position it within a hypothetical design scenario—the design process for

Tri-bot, an emergency room triage robot that helps with basic tasks such

as measuring patients’ vitals, interviewing them about their conditions,

and leading them to different examination rooms accordingly. Besides its

primary tasks of escorting and collecting patient’s vitals and information,

Tri-bot has to receive and transfer patients to other humans and machines

for various treatments. We discuss how our taxonomy may be of use to

Tri-bot’s designers and to the hospital in various stages of the design

process.

Need finding: Using the taxonomy, we can identify the primary role the

robot should play. We can also use vocabulary provided by the taxonomy

to help designers and stakeholders on the team discuss the different

interactions between the robot and the users, and the range of transfers it

would need to make.

Tri-bot’s primary role is to help with resource allocation by taking on basic

tasks and allowing nurses to focus on more critical tasks. Most of Tri-bot’s

transfers will happen within a task, as the patients move between healthcare

professionals.

Robot behavior design: The taxonomy can help designers plan and design

the robot’s behavior during transfers, depending on the transfer type and

the different aspects it involves.

As patients are led around the hospital, nearly all transfers will be co-located.

However, these transfers can happen immediately or after a while(temporal
gap), depending on the availability of machines and clinicians. Therefore, Tri-bot

needs to adapt its response based on the duration of the temporal gap and perhaps

provide additional attention if the gap is too long.

Physical design: The design of the robot’s form and capabilities can also

be informed by the types of transfers it will need to perform (identified in

the previous two phases).

The hospital may want Tri-bot to serve as a bridge between the initial triage

nurse and other healthcare team members. In the beginning, Tri-bot’s physical

appearance is different from a typical nurse, and it is likely that a new patient

will not have a mental model of Tri-bot’s role. This will require introductions
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and guides for patients. Throughout the service experience, patients are likely to

interact with similar Tri-bots and become familiar with how they look and work.

Over time, less introduction and explanation will be needed.

Inter-System Connection: The taxonomy can also assist in reflecting on

what kind of information will be shared across robots and other service

entities within a service. Designers should also determine how to disclose

and be transparent about the information that is being shared.

As a task-driven robot, Tri-bot is most likely to share task-related information

with other team members. Patients are likely to expect health information and

vitals to be shared with their doctors; therefore, these transfers will not require

patient consent. However, the service provider needs to determine how much

user-related information is shared between systems. For example, making use of

personal information disclosed during prior interactions might improve rapport

with the patient, but it could also be off-putting.

4.6.2. Researchers

In addition to designers, our taxonomy can also be useful for researchers in

various methodologies. For example, it could be used during field work and

observations to categorize and describe person transfers. An observation

report may note:

The patient was transferred between tasks when they were directed to the

checkout machine. The transfer was remote because the patient was given

directions to go to the checkout desk by Tri-bot. Unfortunately, they got lost

because the robot failed to....

For evaluative user studies, the taxonomy can be used to isolate specific

factors of person transfers to be further studied. For instance, a researcher

interested in the effect of spatial context on the perceptions of robots could

use this taxonomy to ensure other related factors are kept constant in their

study.

This research explored how spatial and temporal contexts in a user transfer

scenario affect user experience. In this 2x2 user study, we ....

We can also analyze prior work according to this taxonomy. For instance,

in [66], researchers demonstrated a co-located, within-task person transfer of

two field robots with the same form. In [16], researchers showed a system

that determines whether a user undergoes a co-located or remote person

transfer based on efficiency.

Finally, this taxonomy has identified under-explored aspects of person

transfers, thereby revealing high-priority research needs in these less known

but important areas. Some examples include:

Types How does transfer type influence the information shared? How can

we improve seamless transfers without sacrificing privacy?

Rationale What are the downsides of person transfers in different contexts,

compared to using a single agent?
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Design What are the trade-offs between different design choices, and how

can interactions mitigate them? How can remote person transfers be

better supported through design?

Information How should entities handle privacy and informational dis-

closure during person transfers? How might users perceive sharing

of user-related information?

4.6.3. In this Dissertation

We can also use the taxonomy to categorize the other research thrust in

this dissertation.

Chapter 5 This study exploring how different interactions between robots

with different forms affect robot perception in a co-located, immediate,

and within-task setting.

Chapter 7 This study explored the mobile robot joining behavior with

robots of different form in a co-located, immediate, and within-task setting.

Chapter 7 This study explored the person transfers in the field with robots

of different form in a co-located, gap, and within-task setting.

As an initial foray into this research topic, we chose to focus on similar

types of person transfers with small differences. This allowed us to explore

parts of the person transfer without worrying they were influenced by

other factors.

4.7. Discussion

4.7.1. Transfer Trade-Offs

Sequential person transfers are beneficial in that they can create a more

efficient service flow. They allow services to widely distribute resources

to engage many people simultaneously, and they can utilize robots that

are designed for a specific job. However, the decision to include person

transfers is often a result of trade-offs among different factors. For instance,

in a human guidance scenario, using the same robot for both kiosk-type

services and guidance services will be faster as there is no time spent

on a transfer. Furthermore, transfers would require additional logic and

interaction complexity that must be explained and understood by people,

which increases the odds of technological mistakes and failures. On the

other hand, splitting the interaction might be more cost-effective because

the service could use simpler, specialized robots for different parts of

the task and serve multiple people. Recent work by Yedidsion et al.

[92] has explored this trade off in the domain of robot guidance by

choosing the transfer strategy (guide or instruct) based on the complexity

of the instructions and traversability of the region. Designers and service

providers should consider whether the efficiency and service flow that

person transfers between multiple robots create are important enough

to outweigh the problems of person transfers: development cost, user

misunderstandings, and potential technological error.
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4.7.2. Complexity in Transfer Interaction Design

If a service decides to undertake person transfers, several aspects that the

taxonomy points out need to be considered: How far one robot is from the

other (spatial context), how much waiting time might arise between the

first robot and the second robot (temporal context), how does each robot

look (form), and how should robots keep the person formed (information

context)

A temporal gap between the two interactions with robots can reduce the

quality of the experience. Designers need to consider how to engage or

support a person during the gap. Similarly, large spatial gaps require

ways to convey directions and additional support for lost users. The larger

the gap, the more difficult it will be to create a seamless flow from one

interaction to the other, and the less likely it will be for the interaction to be

perceived as a single, holistic one.

The form of the robots can also significantly impact the interaction and the

potential success of a transfer. Any transfer between two robots with differ-

ent shapes or exterior designs will require some visual cue to communicate

that they are part of the same interaction. The less similar the two robots

are, the more a transfer entity will need to clearly communicate the role of

each robot and information shared among them. Similar forms can also be

achieved through robot re-embodiment, where the robot’s “personality”

or “identity” transitions from one robot body to another and indicates to

the user that a transition has occurred [14, 93].

Lastly, depending on the user’s mental model, they might be unsure about

what the second robots knows. They might believe all the robots were

connected and all information has been shared. They also could have

envision them to be separate and required some form of information

transmission. If they do need to transfer information, how should it be done

and how to convey the information transfer to the user? We explored these

questions further in Chapter 5 (Inter-Robot Communication & Information

Transmission In Person Transfer).

4.8. Limitations

Our design workshops primarily focused on service contexts where people

are the customers. While we attempted to cover a large variety of contexts,

such as healthcare, transportation, etc., other contexts might present unique

characteristics and alternative needs for person transfers. Furthermore, our

work did not touch on non-service environments, such as the home and

workplace. Those spaces present additional challenges and considerations,

such as robots’ dynamics with different members of the family.

The workshops also only explored scenarios where a second entity was

available. This underlying assumption may not always be valid. There will

be scenarios where a second robot might not always be available. Failed

transfers should also be further explored.
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One of the challenges of this work was that the phrase “person transfers” is

somewhat ambiguous, and could mean a variety of things to participants

based on their personal interpretation. Participants mostly understood

“person transfers” as a sequential action where someone moves from one

entity to another, but they occasionally included ideas outside of this scope.

In some scenarios, participants provided scenarios where the word “person”

was one of the entities involved and the word “transfers” was the verb (e.g.

‘Sushi delivery line transfers sushi to customers.”). This ambiguity caused

us to ignore multiple scenarios in our analysis as they fall under one of

the other two types of sequential interactions. However, some transfers

of information and products can be seen as the precursor or post-cursor

events during a person sequential transfer.

“Apps tell user about what they should see at museum (or Siri/Alexa, etc)” - P7

. While the app does not actively transfer the user, it encompass the

interaction where a system is telling a user where to go next and being

transferred.

Lastly, we chose to be flexible with the interpretation of our scenarios as

the categorization of each scenario was loosely defined. For example, in

the scenario “iPad on restaurant table for ordering food and calling staff to deliver

check and pay”, if we added “elsewhere” at the end, the transfer could

change from a co-located spatial transfer to a remote transfer. Thus, we

extracted insightful categories, even if they were clearly represented in only

one or two scenarios in our collected scenarios. This was done in order to

obtain a broad understanding of the factors that might impact this design

space.

4.9. Conclusion & Contributions

The work discussed in this chapter led to (1) a categorization of multi-robot

systems in a service environment and (2) a taxonomy and vocabulary to

describe sequential person transfers. Our multi-robot categorization provides

a framework to understand the roles of the robots in a service context. We

discuss the three main types of sequential interaction and highlight how

person transfer between robots is different. Our taxonomy provides a blueprint

for HRI researchers and designers to create and evaluate different kinds

of person transfers and explore potential opportunities in the area. We

discuss opportunities and trade-offs of including person transfers across

the four primary dimensions of the taxonomy – Rationale, Type, Design,

and Information Shared. Through a better understanding of the dimensions

of person transfers, it is possible to design better experiences that integrate

diverse technological devices into a seamless service experience.
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5.1. Overview

Research in this chapter was conducted in collaboration with Samantha

Reig, Elizabeth Carter, and Aaron Steinfeld.

Parts of this chapter are adapted from the following publications:

Xiang Zhi Tan, Samantha Reig, Elizabeth J Carter, and Aaron Steinfeld. ‘From

One to Another: How Robot-Robot Interaction Affects Users’ Perceptions Fol-

lowing a Transition Between Robots’. In: 2019 14th ACM/IEEE International

Conference on Human-Robot Interaction (HRI). IEEE. 2019

As explained in Section 3.2.2, robot-to-robot social communication has been

an active area of research. Most of the prior work has focused on group

interactions where multiple robots were present from the beginning of the

experience. In co-located person transfers where the user first interacts

with one robot before the other robot, it is unclear how the robots should

interact with each other and how the first robot should convey information

transfer between the robots. We identified this as one of the dimensions in

our taxonomy (Subsection 4.5.5 (Information Shared)).

The arrival of a second robot raises questions about what the second robot

knows about the previous interaction. As robots are not limited by human

capabilities, they can transmit large amounts of information between each

other without the user’s knowledge. Prior work by Williams et al. [12] has

explored a similar topic and found covert communication to be undesirable.

Our work expanded on this by (1) focusing on person transfer rather than

only fostering ongoing collaboration, (2) occurring in a different setting

where robots work together to provide a service, and (3) within in a context

where the robots have different social capabilities.

If covert communication is undesirable, the robots need to perform
1

a 1: In our scenario, the act of the two robots

communicating is entirely performative

and no actual information is transferred

in the act.

communicative act to convey the transfer of information. One method

would be to equip robots with social capabilities, which has been shown to

increase user engagement and enjoyment [95, 96]. However, the second

robot, especially those that are task-driven, may not be designed to have

human-like or animal-like features to leverage during social interactions.

In a world of multiple robots and intelligent systems, it is likely that users

will interact with a variety of robots and observe interactions between

highly social robots and robots with only minimal social capabilities. (For

readability, we will call these robots “nonsocial”
2

2: In the original publication [94], we also

called the mobile robot “functional” in

some parts of the paper, which implied

that social robots are not functional and

confused some readers. We intend to con-

vey that the robot was designed primarily

for a specific task and not social interaction

with a human and has very little social

capability

.) In observing social

behavior between a social robot and a nonsocial robot, users may attribute

social intelligence, trust, and other properties normally associated with

social robots to the nonsocial robot, even in the absence of its own social

expressions. By being deliberate in the design of the way one robot treats
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another, we may be able to increase these attributions toward a robot that

does not exhibit social qualities.

5.1.1. Chapter Summary

In this chapter, we examine how information transfer and social interactions

between two different robots affect user perceptions during person transfer.

We first describe a user study that tested three types of information transfer

and three degrees of sociality in an interaction among two robots and a

human participant. We then present our result that showed that the way a

stationary social robot treats a nonsocial mobile robot with minimal social

capabilities changes how humans perceive the mobile robot. Lastly, we

discuss the implications of our study on how designers should design

verbal interaction in not only person transfer scenario, but also multi-robot

human interaction.

5.2. Method

We designed a laboratory study about how Information Transfer and

Stationary Robot Behavior influenced participants’ preferences and percep-

tions. As discussed in Chapter 4 (Design Space for Multiple Robots And

Person Transfer), a person transfer between robots can happen due to the

first robot unable to complete the task due to incompatible capabilities or

physical constraints. The study followed this rationale and had users inter-

acting with two robots with different capabilities. We created a navigation

scenario in which a person requested assistance from a social, stationary

robot that then summoned a nonsocial, mobile robot to lead the person

to a destination. The study was approved by our university’s Institutional

Review Board.

5.2.1. Study Design

The study was a 3 x 3 mixed-design experiment with Information Transfer

as the between-subjects manipulation and Stationary Robot Behavior as

the within-subjects manipulation
3
. Information Transfer explored different3: We choose to have participants experi-

ence all three Stationary Robot Behavior

conditions so that participants could com-

pare and rank them.

ways for robot-robot information transfer to be signalled to the user. This

manipulation was not to determine the best way for information to be

transferred (electrical signaling is often the best option due to low noise,

high reliability, and high bandwidth); instead, it was to learn how robots

should indicate to their users that certain information has been shared

between two robots. Our Information Transfer conditions were as follows:

▶ Silent – The stationary robot did not repeat the user’s request and did

not explicitly acknowledge that the request had been transferred to

the mobile robot;

▶ Explicit – The stationary robot did not repeat the user’s request but

did explicitly acknowledge that the information had been sent to the

mobile robot;
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▶ Reciting – The stationary robot recited the user’s request out loud to

the mobile robot.

The Stationary Robot Behavior conditions described how a stationary robot

might interact with a mobile robot that lacks speech capabilities. The

conditions were as follows:

▶ Representative – The stationary robot did not speak directly to the

mobile robot, but instead spoke to the participant on behalf of the

mobile robot;

▶ Direct – The stationary robot turned to and spoke directly to the

mobile robot, delivering the participant’s request in a complete

sentence;

▶ Social – The stationary robot turned to and spoke directly to the

mobile robot, supplementing the participant’s request with social

conversational behavior.

In our mixed-design study, each participant was assigned to one of the

Information Transfer conditions and experienced each of the three Station-

ary Robot Behavior conditions. The order of the Stationary Robot Behavior

conditions was counterbalanced and the Information Transfer conditions

were distributed equally across the 6 unique permutations of Stationary

Robot Behavior. An illustration and exact dialog of each condition is shown

in Figure 5.1.

5.2.2. Hypotheses

Our hypotheses predicted that both Information Transfer and Stationary

Robot Behavior would affect participants’ preference and perception of

both robots.

H1. Participants will perceive the stationary robot to be more social,

competent, and likable in the social condition than in the direct and

representative conditions.

H2. Participants will perceive the mobile robot to be more social, competent,

and likable in the social condition than in the direct and representative

conditions.

H3. Information Transfer will have an effect on participants’ perception of

both robots.

(a) Participants will perceive the robots to be more competent in the

reciting condition.

(b) Participants will perceive lower competence in the mobile robot and

be more wary of and disturbed by the stationary robot’s behavior in

the silent condition.

H4. Participants will be more likely to see the robots as each other’s equals

in the social condition.

H5. Participants will have a higher preference to work with the mobile

robot they encounter in the social condition.
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Yellow Robot, 
lead <name> to 
<goal>. 

<name> would like 
to walk 
<quickly/slowly>, 
so walk 
<quickly/slowly>.

Yellow Robot 
will lead you 
to <goal>. 
Please follow 
Yellow Robot.

Yellow Robot, lead 
<name> to the 
destination. 

I have transmitted 
to you the 
destination and 
preferred walking 
speed.

Yellow Robot knows 
where you are going 
and will lead you 
there. Please follow 
Yellow Robot.

Yellow Robot will 
lead you there. 
Please follow Yellow 
Robot.

Yellow Robot 
get ready.

I have told Green Robot 
your name, destination, 
and preferred walking 
speed. <pause>

Green Robot knows 
where you are going 
and will lead you 
there. Please follow 
Green Robot.

I am now telling Green 
Robot that you would like 
to walk <quickly/slowly> 
and you want to go to 
<goal>.

Green Robot will lead 
you to <goal>. Please 
follow Green Robot.

Green Robot will 
lead you to your 
destination. Please 
follow Green Robot.

Green Robot is 
ready.

Hi Blue Robot. 
Can you please 
lead <name> to 
the destination?

I’ve sent you 
<name>’s 
destination, 
and preferred 
walking speed. 
Please move at 
that speed.

Blue Robot knows 
where you are 
going and will 
lead you there. 
Please follow Blue 
Robot.

Thank you 
Blue Robot.

Hi Blue Robot. 
Can you please 
bring <name> 
to <goal>?

<name> would like 
to walk 
<quickly/slowly>, 
so please walk 
<quickly/slowly>.

Blue Robot will 
lead you to  
<goal>. Please 
follow Blue 
Robot.

Thank you 
Blue Robot.

Hi Blue Robot. Are 
you ready to go? Blue Robot will 

lead you there. 
Please follow 
Blue Robot.

Thank you 
Blue Robot.

Figure 5.1.: Stationary and mobile robots’ dialogue for each condition.
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5.2.3. System and Study Setup

Participant

Mobile Robot 
Initial Position

Stationary 
Robot

Experimenter

Mobile Robot 
Join Fixed Position

Cloth Divider

Cloth Divider

Figure 5.2.: Illustration of top down view

of the study location.

The study was conducted in an enclosed lab space at Carnegie Mellon

University’s Pittsburgh campus. The layout of the study space is shown in

Figure 5.2. The stationary robot was a humanoid Baxter robot by Rethink

Robotics with speakers added for projecting a clear robot voice and a

camera mounted on the chest to record participant reactions. The Baxter

robot wore a different name tag in each of the Behavior conditions to add

to the perception that the context had been switched between each of the 3

interactions that constituted the within-subjects manipulation. The robot

was controlled through its ROS-based SDK. Realistic speech was generated

using the Amazon AWS Polly SDK, and natural human responses were

recognized through a pipeline consisting of Google Cloud Speech and

SNIPS Natural Language Understanding Engine [97].

The mobile robot was a custom-modified Mobile Robots P3DX. The robot

was controlled with ROS and could autonomously navigate to multiple

fixed waypoints throughout the study area using the ROS Navigation

Stack [98]. Additional motion corrections could be made using a joystick

controller if the robot moved erroneously. The robot was decorated with

colorful accessories to allow participants to easily distinguish between trials

and enhance the illusion that each trial had a different mobile robot. All

participants saw a “blue robot”, a “green robot”, and a “yellow robot”. There

were two mappings of colors to Stationary Robot Behavior conditions.

Because both robots were independent units that operated separately by

default, we wrote a ROS package, inspired by [58], to facilitate communica-

tion between the two robots through the ROS Bridge protocol [99]. This

package allowed us to send signals between the robots so that one robot

could tell the other robot to execute certain actions or that an action had

been completed. In our study, the stationary robot wirelessly coordinated

the experience and told the mobile robot when certain behaviors were

needed. To move the mobile robot, the stationary robot sent a signal with a

waypoint (next to the participant, at the door to the lab, etc.) to the mobile

robot. The mobile robot then autonomously planned and executed a path

to the given waypoint. When the path had been completed, the mobile

robot sent back a “done” signal to the stationary robot, which waited for

that signal before continuing the interaction with the participant.

Both robots operated autonomously during the study. Occasionally, the

experimenter adjusted the mobile robot’s motion if it moved too slowly

or too close to an obstacle. We have released the code behind the study

online
4

4: The code can be found at

https://github.com/CMU-TBD/

HRI19-MultiRobot-Transition-Study.

.

5.2.4. Procedure

After obtaining informed consent, the experimenter explained to the

participant that they would take part in a scenario in which they required

guidance to navigate to a room in an unfamiliar building. The experimenter

https://github.com/CMU-TBD/HRI19-MultiRobot-Transition-Study
https://github.com/CMU-TBD/HRI19-MultiRobot-Transition-Study
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told the participant that they would engage in the interaction four times—

with the first being a practice run—and that they would verbally interact

with a differently programmed robot during each trial.

To mitigate the impact of language processing failures, we told participants

to be aware that the system was not perfect and might fail to recognize some

commands, and we provided tips on what to do when failures occurred.

In the practice run, the participant interacted with the stationary robot,

which summoned the mobile robot to lead the participant from our lab

to a door in the hallway. Once the mobile robot arrived at its destination,

it beeped once to signal task completion. The experimenter then led the

participant back to the room. The experimenter explained that the robot

would drive itself back to the “charging station” outside of the lab. We

chose to have the mobile robot park itself outside the lab (and out of sight

of the participant) between trials for two reasons: (1) to prevent participants

from thinking that the mobile robot gathered information by overhearing

their conversation with the stationary robot rather than obtaining it directly

from the stationary robot, and (2) to contribute to the illusion that there

were three different mobile robot behavior “programs” by having the

robot leave and return with a different appearance. When the participant

re-entered the lab, they completed a demographic survey and the first of

three questionnaires (Q1)
5
.5: The first questionnaire was about the

participant’s perception of the robots in

the practice run. The questionnaire served

to familiarize participant’s with the ques-

tionnaire format.

Following Q1, the experimenter explained that the participant would need

to follow the robot only to the door of the lab to complete each trial rather

than all the way to a destination. We chose not to have the mobile robot

navigate to a destination to ensure that the participant’s experience and

opinion of the mobile robot were based on the person transfer rather than

its success in guiding the participant. The participant was also told that

they would be prompted to select a walking speed (“quickly” or “slowly”),

but that the speed selection would not determine the mobile robot’s actual

speed; this was to ensure that perceptions were not affected by the mobile

robot’s success or failure to match expectations of speed. This clarification

stems from pilot studies where participants rated the robot’s competence

not on the interaction but failure to see a difference when they asked for

different speeds.

When the participant was ready, the experimenter pressed a button to start

the next interaction. The stationary robot’s face appeared on its screen.

The stationary robot waited for the participant to initiate the interaction

and began when it heard a prompt. The robot then greeted the participant

and asked for the participant’s name (which was entered in advance to

ensure correctness). The robot then asked what kind of assistance the

user required. Our system used the natural language pipeline to parse the

request. Once the system correctly extracted the destination, it asked the

participant to confirm, and then asked them for their preferred walking

speed. Then, it summoned the mobile robot to the fixed waypoint to the

right of the participant. When the mobile robot arrived, it turned to the

stationary robot and beeped to signal its arrival. In the explicit and reciting

conditions, the stationary robot turned its arms and head towards the

mobile robot. Dialogue for the condition was then executed (Figure 5.1),
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ending with the stationary robot instructing the participant to follow the

mobile robot. The mobile robot moved outside of the lab, at which point

the experimenter stopped the trial and administered the next questionnaire

(Q2). The experimenter then exited the room, stating that they needed to

switch the programs of both of the robots while the participant completed

Q2. In reality, the experimenter only switched the program of the stationary

robot, the name tag of the stationary robot, and the color accessories on the

mobile robot. This interaction was then repeated two more times, once for

each of the other within-subjects conditions. Each condition was associated

with a fictional setting (Goliath National Bank, Echo Credit Union, Hugo

National Bank) and a color (blue, yellow, green). To ensure that robot color

was not a confound, we rotated the color order after 18 sessions (6 per

between-subjects condition).

After completing Q2 for the last trial, the participant completed another

questionnaire (Q3) comparing all three trials. We then conducted a semi-

structured interview to gain further insight into participants’ impressions.

The study took about 30 minutes and participants were compensated 8

USD.

5.2.5. Measures

Because we were interested in the participants’ perceptions of the interac-

tions, we relied primarily on subjective measures. Our measures included

several Likert scales drawn from prior work, experiment-specific forced-

choice questions, yes-or-no questions about the robots’ knowledge, and

open-ended questions. When drawing from validated scales, we selec-

tively omitted less relevant items to prevent survey fatigue. The complete

set of questionnaires used in the study can be found in Appendix A

(Questionnaires for Chapter 5).

Perception of Social Properties

To assess both robots, we combined sections of the Robotic Social Attributes

Scale (RoSAS) [100] and the Godspeed questionnaire [101]. Participants

were asked to rate the robot(s) with respect to 12 words from the warmth

and competence RoSAS factors. We also asked them to rate 3 words from

Godspeed (Likable, Mean, and Friendly) to measure perceived likability.

Trust in Guide Robot

Participants’ trust in the system was measured by 6 questions, 4 of which

were modified from Jian’s trust scale [102] and two that were specific to the

task.



52 5. Inter-Robot Communication & Information Transmission In Person Transfer

Other Likert Questions

We included another 9 task specific Likert questions that are designed to

access the relationship between robots and participants empathy towards

the robots (modified from the Empathy Concern factor of the interpersonal

reactivity index [103]).

Open Ended Questions

At the end of each trial, we asked participants to describe the relationship

between the robots and what they liked or disliked about the interaction.

After the third trial, we asked participants how they believed information

transfer had occurred and which pieces of information had been transferred

between robots.

Preferred Robot

The final questionnaire also included forced-choice questions asking par-

ticipants which of the three mobile robots they would most want to use,

which one they felt most connected to, which one they preferred the least,

which one they found most likable, and which one they believed to be the

most knowledgeable. We also asked in which trial the stationary robot was

most likable and least preferred.

5.2.6. Other Data

We recorded each session and logged how often the robot repeated a

question due to a natural language pipeline failure.

5.2.7. Participants

Female Male Other

Silent 8 4 0

Explicit 9 3 0

Reciting 8 4 0

Age (Std. Dev.)

Silent 29.5 (16.2)

Explicit 27.1 (12.5)

Reciting 26.3 (8.5)

Table 5.1.: Participant demographics (36

valid sessions)

We recruited 44 participants from the Pittsburgh metropolitan area using an

online recruitment tool. Participants were between 18 and 61 years old. Eight

participants were excluded due to logistical or technical issues, resulting in

36 valid sessions (12 per between-subject condition; Table 5.1). Participants

reported using computers on a near-daily basis, 𝑀 = 6.89, 𝑆𝐷 = 0.32, on a

7-point Likert scale that ranged from Never (1) to Daily (7). Participants also

reported some familiarity with robots, 𝑀 = 3.17, 𝑆𝐷 = 1.28 on a 7-point

scale.
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5.3. Results

Unless otherwise noted, we analyzed the results by fitting a multi-level

linear model using REstricted Maximum Likelihood (REML) [104, 105]

for all measures with Information Transfer and Behavior as fixed effects

and participant as a random effect nested within Information Transfer
6

6: We used JMP13 for all calculations..

The number of system mistakes (times the robot repeated a question

due to language pipeline errors) was treated as a covariate and included

as a fixed effect to ensure that differences in ratings were due to our

manipulation and not due to system usability. All post-hoc analyses used

Tukey’s Honest Significant Difference (Tukey HSD). We report significant

differences (𝑝 < 0.05) and important trends (𝑝 < 0.1).

5.3.1. Measure Reliability and Confounds

The RoSAS warmth factor was reliable for both the stationary robot (Cron-

bach’s 𝛼 = 0.92) and the mobile robot (Cronbach’s 𝛼 = 0.94). The com-

petence factor was also reliable for both robots (Cronbach’s 𝛼 = 0.96 and

0.92, respectively). The Likability measure was calculated by averaging

participants’ responses to items pertaining to the robot’s Likability and

Friendliness, which had item reliability of Cronbach’s 𝛼 = 0.90 for the

stationary robot and Cronbach’s 𝛼 = 0.83 for the mobile robot. We did

not include the reverse coding of meanness in this index because it had

a low correlation with the other items. Instead, we analyzed meanness

individually for both robots. Five of the six items that assessed trust in the

mobile robot were highly correlated (𝑟 > 0.85). The exception was the item

“I am wary of the guide robot”, which was weakly correlated with the other

items (𝑟 < 0.34). We combined the five highly correlated items (Cronbach’s

𝛼 = 0.98) as a measure of trust in the mobile robot. To assess the perceived

relationship between robots, we constructed a relationship factor composed

of responses to Likert items pertaining to beliefs that the robots knew each

other well, ignored each other (reverse coded), and liked each other (Cronbach’s

𝛼 = 0.76).

To evaluate the possible effect of the mobile robot’s color, we included color

in a similar multi-level linear model. We did not find significant effects of

color on our dependent measures.

5.3.2. Perception of Mobile Robot
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Figure 5.3.: Effect of Stationary Robot Be-

havior on Participants’ Perception of Mo-

bile Robot Warmth & Competence.

We measured participants’ perceptions of the mobile robot through RoSAS

and other measures. For the warmth measure, we found that Behavior

had a significant effect, 𝐹(2, 58.22) = 5.70, 𝑝 = 0.006. Pairwise analysis

showed that participants felt that the warmth of the mobile robot was

significantly higher in the social condition (𝑀 = 3.45, 𝑆𝐸 = 0.33) than in

the representative condition (𝑀 = 2.67, 𝑆𝐸 = 0.31), 𝑝 = 0.004. No other

pairwise difference was found. We also found a trend wherein Stationary

Robot Behavior impacted perceived competence of the mobile guide robot,

𝑝 = 0.092. On the mobile robot’s likability, we found a significant effect of
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the stationary robot’s Behavior, 𝐹(2, 58.09) = 6.62, 𝑝 = 0.003. A pairwise

comparison showed that when the stationary robot was social toward the

mobile robot (𝑀 = 5.04, 𝑆𝐸 = 0.38), the mobile robot was more likable

than when the stationary robot was representative (𝑀 = 3.99, 𝑆𝐸 = 0.37),

𝑝 = 0.002. No other pairwise difference was found.
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Figure 5.4.: Effect of Stationary Robot Be-

havior on Participants’ Perception of Mo-

bile Robot Likability

We also found a trend where Information Transfer influenced the partici-

pant’s wariness of the mobile robot, 𝑝 = 0.057. In particular, participants

were more wary in the silent condition (𝑀 = 3.12) than in reciting condition

(𝑀 = 1.73).

We found no significant difference among factors for participants’ perceived

meanness or trust of the guide robot.

5.3.3. Perception of Stationary Robot
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Figure 5.5.: Effect of Stationary Robot Be-

havior on Participants’ Perception of Sta-

tionary Robot Warmth & Competence.
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Figure 5.6.: Effect of Stationary Robot Be-

havior on Participants’ Perception of Sta-

tionary Robot Likability

The Stationary Robot Behavior significantly affected perceived warmth,

𝐹(2, 58.19) = 8.53, 𝑝 < 0.001. Pairwise comparisons showed that partic-

ipants rated the stationary robot higher on warmth in the social (𝑀 =

5.01, 𝑆𝐸 = 0.34) condition than in the direct (𝑀 = 4.37, 𝑆𝐸 = 0.33) and

representative (𝑀 = 4.03, 𝑆𝐸 = 0.33) conditions, 𝑝 = 0.028 and 𝑝 < 0.001,

respectively. Though participants were treated equally by the stationary

robot across conditions, their perceptions of its warmth changed when it

treated the mobile robot in a nonsocial manner.

We found a trend wherein Information Transfer influenced participants’

competence ratings of the stationary robot, 𝑝 = 0.064, such that participants

viewed the stationary robot as more competent in the reciting condition

(𝑀 = 7.93) than in the silent condition (𝑀 = 6.36).

Participants’ ratings of the stationary robot’s likability were significantly

affected by Information Transfer, 𝐹(2, 31.84) = 3.90, 𝑝 = 0.031, and the

Stationary Robot Behavior, 𝐹(2, 58.22) = 3.81, 𝑝 = 0.028. Pairwise compar-

isons revealed that participants perceived the stationary robot as more

likable when it used reciting (𝑀 = 6.60, 𝑆𝐸 = 0.53) than when it was silent

(𝑀 = 4.55, 𝑆𝐸 = 0.52), 𝑝 = 0.025. Participants also perceived the robot to

be more likable in the social condition (𝑀 = 6.20, 𝑆𝐸 = 0.37) than in the

representative condition (𝑀 = 5.30, 𝑆𝐸 = 0.35), 𝑝 = 0.025.

Both Information Transfer and Behavior significantly affected meanness rat-

ings for the stationary robot, 𝐹(2, 34.47) = 3.31, 𝑝 = 0.049 and 𝐹(2, 62.82) =
4.91, 𝑝 = 0.011. Again, pairwise comparisons showed that participants per-

ceived that the robot was less mean in the reciting condition (𝑀 = 1.31, 𝑆𝐸 =

0.37) than in the silent condition (𝑀 = 2.61, 𝑆𝐸 = 0.35), 𝑝 = 0.038. Partici-

pants rated the social (𝑀 = 1.33, 𝑆𝐸 = 0.31) stationary robot as significantly

less mean than the direct (𝑀 = 2.45, 𝑆𝐸 = 0.29) stationary robot, 𝑝 = 0.011.

There was also a trend in which the stationary robot was perceived as less

mean in the social condition than in the representative condition, 𝑝 = 0.053.
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5.3.4. Robot-Robot Relationship

We explored the perceived relationship between the robots via (1) a relation-

ship factor and (2) an analysis of participants’ responses to a free response

question asking them to describe the robots’ relationship after each trial. We

found Behavior to have a significant effect on how participants perceived

the relationship, 𝐹(2, 59.77) = 13.43, 𝑝 < 0.001.
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Figure 5.7.: Effect of Stationary Robot Be-

havior and Information Transfer on Partic-

ipants’ Perception of Robot Relationship.

However, we also found there was a significant interaction effect of Behavior

and Information Transfer, 𝐹(4, 59.46) = 2.56, 𝑝 = 0.048. The effect of Be-

havior differed depending on Information Transfer: participants perceived

the mobile robot to have a better relationship with the social stationary

robot than with the representative stationary robot in the explicit, 𝑑 = 1.377,

𝑝 = 0.031, and silent, 𝑑 = 2.01, 𝑝 < 0.001, Information Transfer conditions.

Participants perceived the robots in the social condition to have a better

relationship than the direct condition when the Transfer condition was

silent, 𝑑 = 1.51, 𝑝 = 0.013. This interaction effect showed that the difference

in robot Behavior was mainly in the silent condition.

For the qualitative responses about the robots’ relationship, we annotated

answers to the open-ended questions: “How would you describe the

relationship between the receptionist robot and the guide robot?” and

“What did you like and/or dislike about the interaction with the robots?” for

information about the type and nature of the perceived relationship between

the robots. The author and another research team member inspected

responses and identified 3 categories of relationship type: equal, unequal,

and no relationship. Within the equal relationship type, there were 2 categories

of relationship nature: prescribed, e.g., commanded by the programmer to

act as equals; and independent, e.g., friends or coworkers. Within the unequal

type, there were 3 categories of relationship nature: positive, e.g., teacher

and student; neutral, e.g., boss and employee; and negative, e.g., master and

slave. Some participants did not address relationships in their answers,

and in this case, a code of “N/A” was assigned.

Equal Unequal Other

Social 20 8 8

Direct 8 19 9

Rep. 11 18 7

Table 5.2.: Coded perceived robots’ rela-

tionship by Stationary Robot Behavior.

Two coders coded 25% of the data to calculate inter-rater reliability. For

relationship type, Cohen’s 𝜅 was 0.84, and for relationship nature, Cohen’s

𝜅 was 0.79. One coder coded the rest of the data. The three Behavior

conditions were analyzed individually within each Transfer condition.

In the explicit Transfer condition, a Fisher’s Exact test revealed an association

between Behavior conditions and relationship nature, 𝑝 = 0.033. The

representative and direct conditions were more likely to merit perceptions of

unequal negative and unequal neutral relationships than the social condition,

but pairwise comparisons using a Bonferroni corrected 𝛼 of 0.0166 (
0.05

3
)

did not reveal significant differences.

5.3.5. User Preference
Social

Representative

24
36

7
36
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Figure 5.8.: Participant preferences for

Stationary Robot Behavior.

At the end of the study, participants chose which robot they preferred and

matched certain descriptive words to one of the three mobile robots. When

asked which mobile robot they preferred to lead them to their destination,
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participants generally preferred the robot from the social condition (24/36),

followed by the representative condition (7/36) and finally the direct condition

(5/36). A Fisher’s Exact test found a significant association between choice of

robots and Information Transfer condition, 𝑝 = 0.008. Individual pairwise

comparisons with a Bonferroni-corrected 𝛼 of 0.0166 revealed a significant

difference in robot preference between the silent and reciting conditions,

𝑝 = 0.005: participants in the silent condition were more likely to prefer

the mobile robot in the social condition. When participants reported which

robot they preferred the least, 20 mentioned the robot in the representative

condition, 12 picked the robot in the direct condition, and 4 chose the

robot in the social condition. Fisher’s Exact tests on all other forced-choice

questions including least preferred showed no significant differences across

conditions.

At the end of the study in Q3, we also asked participants to rate the

competence of each mobile robot on a 7-point scale. We combined the

responses and analyzed them using the same multi-level linear model but

without mistakes as a covariate. We found a main effect of Information

Transfer on perceived competence of the mobile robot, 𝐹(2, 87.92) = 5.26,

𝑝 = 0.007. Pairwise comparisons found that participants rated the mobile

robot as more competent in the reciting (𝑀 = 6.28, 𝑆𝐸 = 0.26) and explicit

(𝑀 = 6.25, 𝑆𝐸 = 0.23) conditions than in the silent condition (𝑀 =

5.32, 𝑆𝐸 = 0.23), 𝑝 = 0.020 and 𝑝 = 0.016.

5.3.6. Other Findings

What Information Was Transferred

In the final survey, we also asked whether participants believed the mobile

robot knew certain information. Nearly all of the participants believed the

robot knew their desired walking speed (34/36), their destination (34/36),

and that they had requested help navigating (33/36). However, only 17

out of the 36 reported believing that the robot knew their name. In the

open-ended questionnaire responses and interviews, multiple participants

mentioned that since the mobile robot could not speak, there was no reason

for it to know their name and/or confirm knowing their name.

How Information Was Transferred

Participants also explained how they believed the information was trans-

ferred between robots. We grouped responses by similarity and found that

participants believed that information was transferred between the robots

in several ways. A few participants thought that the robots communicated

out loud, and that the mobile robot interpreted the stationary robot’s

speech and beeped back in response. For example, P301 thought that

information was transferred when “the guide robot beeped loudly... signaling

to the receptionist that it was ready to begin”. Other participants believed

(accurately) that the robots were exchanging information through wireless

signals. Several participants thought that communication was occurring via
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a combination of verbal and electronic signals. The conversation between

the participant and the receptionist robot in fact depended on real-time

events (though it was heavily structured), while the interaction between the

receptionist robot and the guide robot was entirely predetermined. Some

participants picked up on this and said that information was transferred

via a combination of verbal and electronic signals. P217 said that the guide

robot relied on “wireless data transfer, speech recognition”, P305 said “I think

the beep signal from the guide robots were some sort of signal otherwise I think

through internal communication”, and P314 thought that the information

transfer happened when utterances were “listened to and compared to a list of

things the guide robot is programmed to know”. Three participants suspected

that the entire interaction had been pre-programmed (e.g., “It could be

programmed to just seem like the information was transmitted”, P310).

5.4. Discussion

5.4.1. Hypotheses Support

We found evidence partially supporting H1 whereby Stationary Robot H1 – Participants will perceive the stationary

robot to be more social, competent, and likable

in the social condition than in the direct and

representative conditions.

Behavior changed participants’ overall perceptions of the stationary robot.

Participants felt that the stationary robot displayed more warmth in the

social condition than in other conditions. The stationary robot was also more

likable in the social condition than in the representative condition. Participants

also rated the stationary robot as meaner in the direct condition than the

social condition. While we found the stationary robot to be more social

and likable, the stationary robot’s Behavior did not change the perceived

competence of the robot. Furthermore, the likability of the robot was only

significantly different between the social and representative conditions (and

not the direct condition).

H2 was partially supported as Behavior affected perceived socialness and H2 – Participants will perceive the mobile

robot to be more social, competent, and likable

in the social condition than in the direct and

representative conditions.

likability of the mobile robot (social led to higher warmth and likability

compared to representative), but we were unable to find strong evidence

that it influenced perceptions of the robot’s competence and trust of the

robot. We believe our inability to find an effect for both competence and

trust is attributable to a ceiling effect: participants reported high confidence

in the mobile robot. They reported an average trust of 6.0 (𝑆𝐷 = 0.98) on a

7-point Likert scale and rated competence at 6.6 (𝑆𝐷 = 1.69) on a 9-point

scale. Their experience of successful guidance in the practice run might

have also biased towards a belief that the mobile robot was capable of

completing the task. There was a trend in which the mobile robot in the

social condition was considered more competent than in the representative

condition. In this study, we intended to evoke social perceptions about

a nonsocial robot by changing the way it interacted with a social robot.

Collectively, our results suggest that this was achieved.

We found some support for H3. The type of Information Transfer changed H3 – Information Transfer will have an effect

on participants’ perception of both robots.
the effect of Stationary Robot Behavior on the perceived relationship

between the robots. Ratings of stationary robot competence trended higher
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in the reciting condition than in the silent condition, but this is not sufficient

evidence to support H3(a). Participants also felt that the stationary robotH3(a) – Participants will perceive the robots to

be more competent in the reciting condition.
was less mean and more likable in the reciting condition than in the silent

condition. There was also a trend where participants reported being more

wary of the mobile robot in the silent than the reciting conditions. Together,

these results support H3(b) and prior research [12] stating that people doH3(b) – Participants will perceive lower com-

petence in the mobile robot and be more wary

of and disturbed by the stationary robot’s be-

havior in the silent condition.

not like covert and silent communication between robots. While we found

an effect of explicit Information Transfer on the perceived robot relationship,

how it affected the exact nature of the relationship was unclear.

While H4 was supported in that participants felt the robots in the socialH4 – Participants will be more likely to see

the robots as each other’s equals in the social

condition.

condition had the best relationship, the effect of Stationary Robot Behavior

on perceived relationship was affected by the form of the information

transfer. The difference between the social and other Behavior conditions

was more evident in the silent condition. We hypothesize that the absence

of similar effects in the other Information Transfer conditions may be due

to participants inferring a long-term relationship between the robots after

seeing them hold a longer interaction. The open-ended responses also

suggest that more participants perceived an equal relationship in the social

Behavior condition.

When asked to choose a preferred mobile robot, most participants picked the

robot in the social condition and found the mobile robot in the representative

condition to be the least preferable. This provides support for H5

H5 – Participants will have a higher preference

to work with the mobile robot they encounter

in the social condition.

.

5.4.2. Social Interaction Between Robots

We found on average participants perceive the robots as more likable and

social when they observed a social interaction between the two robots.

Multiple participants wished that they had seen the robots treat each other

the way humans do—that is, even more cordially—but appreciated that

the interaction was social. We found a preference for socialness, even for

functional robots that lack social capabilities. However, a few participants

also commented that the social interaction was unnecessarily long and they

might prefer a streamlined interaction.

“The dialogue between the robots went on a bit longer. It didn’t bother me, but I

could see people get irritated with it.” - P210 - explicit/social

We believe the interaction can be optimized for brevity and socialness.

5.5. Limitations

In multiple sessions, the system had difficulty parsing the participant’s

speech and required them to repeat their request. Often, participants simply

raised their voice in response to a delay, and that solved the issue. However,

in a few cases, the experimenter had to step in and ask the participant

to speaker louder or rephrase their answers. While we controlled for the

potential effect of these mistakes through the inclusion of system mistakes

as a covariate, it is likely that it still added noise to our study. Future
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work can explore how failures of one robot influence participants’ trust

and confidence in another robotSince this work was published, Reig et al.

[57] investigated effects of person transfer (call condition in the paper)

using one of the recovery strategies when encountering a failure. They

found participants preferred the robot fixing itself over involving a second

robot.. In designing the experiment, we knew that technical problems

might emerge, and we considered having a human-in-the-loop or using a

Wizard-of-Oz design to avoid such issues. However, we believe it is crucial

for HRI studies to utilize real, operational technologies and systems: they

better reflect how HRI practitioners may use findings in the field, and they

have the potential to expose findings and insights that cannot be captured

by other methods [106]. Lastly, we did not include gender as a variable in

our analysis because we had fewer male participants. We do not believe

that gender influenced the results, but future work should test for gender

effects.

Although we counterbalanced the order of the within-subjects conditions

and attempted to control for novelty effects and comfort level with a practice

run, there was still potential for learning effects during the study. Some

participants may have picked up on the phrasing that worked well with

the natural language pipeline. We used this design in spite of inherent

learning effects because it allowed us to account for individual differences

in people’s perceptions of social robots.

5.6. Conclusion & Contributions

This work demonstrated that the interaction between robots when they

transfer a user is not a trivial design problem, but an important aspect of a

smooth person transfer. Through the expression of information exchange

and designing social interactions between robots, we can instill confidence

in the robots and change how users perceive their abilities. Having robots

treat each other in ways that are consistent with human social expectations

was the most preferred form of robot-robot interaction. However, it is clear

there are subtleties that require careful designs.

Our work has design implications for facilitating transfers between robots.

Besides following human social expectations, users may appreciate ac-

knowledgment that certain information has passed between robots. Our

results suggest that reciting the information aloud or simply acknowl-

edging that a transfer has occurred are better than no confirmation in

terms of establishing perceptions of robot competence. This also validated

prior work by Williams et al. [12] which found that silent communication

between robots was perceived as creepy. This emphasizes that when robots

are transferring a user request from one robot to another, it is important for

them to at least acknowledge that the transfer has occurred.
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6.1. Overview

Research in this chapter was conducted in collaboration with Prithu

Pareek and Aaron Steinfeld.

In the following three chapters, we report on our efforts to realize person

transfer in not only a controlled laboratory setting, but in the field. While

we used a complete system in Chapter 5 (Inter-Robot Communication

& Information Transmission In Person Transfer) to investigate effects of

verbal communication, the system was specifically made for the study with

multiple limitations. In that study, we asked participants to stay in one side

of the room that was sectioned off by tape on the floor
1

1: These sorts of constraints are common

in robotics settings where the robots are

“fenced” off from people (e.g., factories).

. The mobile robot’s

goal position was preprogrammed and the robots turned and faced each

other by replaying saved robot joint keypoints. While suitable for the study,

this system would not have worked in a real world environment with high

variability in people’s positions, actions, and goals.

To address this, we revamped our system and further extended its capa-

bilities. Our new system’s design and implementation drew on our own

experience working with similar systems and other prior work in this

area [25, 107, 108]. Interactive human-robot systems often use custom-

designed control systems unique to the robotic platform and task, as we

did in Chapter 5. While HRI researchers have slowly converged on using

ROS for their underlying message passing framework, the design and

implementation of a full stack HRI application remains in flux.

Our system was built with the following capabilities in mind:

Scene Understanding The system needs an understanding of the situated

scene to make an informed decision about its actions and goals. For

our use case, it needed to track people and robots in the scene to un-

derstand who are interacting with our robots and their relationships.

Multi-Modal The system needs to handle inputs and outputs in multiple

modalities. For our use case, it needed to handle not only user speech

and movement, but also robot speech generation, movement, and

gaze
2
. 2: We used the head orientation as a proxy

for gaze in our study.
Interruptibility & Robustness The system needs to be robust to both

unplanned human behavior and system failures. For our use case, it

had to handle system failures and changes in interaction flow.

Platform Invariant The system needs to work across platforms and loca-

tions with minimal changes to the shared components and interaction

scripts. For our use case, it needed to handle two different environ-

ments and different robots.
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6.1.1. Chapter Summary

In this chapter, we will deep dive into the architectural choices and imple-

mentation details of the system. First, we will provide a brief overview of

some interactive systems used in HRI and background on the underlying

frameworks used in our system. We will then present the overall design of

the system and its three main layers: “sensory”, “execution”, and “behav-

ior”. We review each layer and their internal components. We also describe

additional tools and systems used to analyze our data. Lastly, we discuss

lessons learned and limitations of our system.

6.2. Related Work

6.2.1. Building Interactive Systems in HRI

Early examples of interactive robotic systems include museum robots [109,

110], custom robots built for grand challenges [111], and robot reception-

ists [112]. Often these systems served as limited, proofs-of-concept that can

engage, avoid obstacles and move in complex spaces, and complete certain

tasks. Since then, multiple papers have been published describing different

ways to design and create interactive HRI systems [107, 113, 114].

Another recent trend in this area is creating tools to enable end-user

programming of social robots. These works often integrate efforts from

the Learning from Demonstration (LfD) literature, in which people teach

robots new skills through physically moving the robot or teleoperation. An

example of this is Code3 where the authors integrated keypoint LfD with

Scratch to rapidly develop new applications on a PR2 robot [115]. More

recent work has explored using physical objects such as arrows [116] and

figurines [117] or design methods like bodystorming [118] to support the

development of interactive systems with non-developer human users.

6.2.2. Our underlying frameworks

We used three different frameworks in our system: ROS, \Psi , and IPC &

TDL.

ROS

Robot Operating System (ROS) [119] is software development kit that con-

sists of a robust peer-to-peer message passing framework and a collection

of libraries and tools to support development of robotic applications. The

large ecosystem of applications, wrappers, and libraries in ROS has enabled

it to become the de-facto robotic framework used by research labs and

companies.
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\Psi

Platform for Situated Intelligence (\psi ) [120] consists of a time- and

latency-aware message passing runtime, collections of components that

support various human-AI interactions, and a visualization platform for

debugging and annotation. \Psi has been used primarily in the multi-modal

community to handle the processing of data [121].

IPC & TCM: Roboceptionist Implementation

As part of our study, we utilized the existing infrastructure for Roboception-

ist. Roboceptionist was one of the first long-term deployed social robotic

platforms [112]. Roboceptionist consisted of multiple programs that commu-

nicated with each other through Inter Process Communication (IPC) [122].

The two primary programs were Expression and Robocept. Expression was

used to display the expressions of the robot, and Robocept was the program

controlling the interaction flow of the whole experience. Both were written

with Task Descriptive Language (TDL) [123], an extension of C++ that

adds additional syntax to support asynchronous interactions. TDL adds

syntax to support periodic events (e.g., making fake phone calls every few

minutes) and to control flow callbacks (e.g., calling certain functions when

a prior function is completed). TDL has also been used to write components

in other HRI systems such as task manager in HRI/OS [124].

Here, we provide a brief overview of how Roboceptionist works internally.

Please refer to Gockley et al. [112] for a more complete description. Using a

laser scanner
3
, the system prompts users for inputs if it detects the person 3: In our final system, we used depth

cameras in the scene instead of the laser

scanner.

is in a predefined range and might be interested in interacting with the

robot. Users conversed with the robot through the keyboard and screen in

front of Roboceptionist. The text inputs were then parsed using VAINE, a

modified version of AINE—a pattern matching language parser. VAINE

attempts to match the input with a predefined list of sentences
4
. The results 4: For example: “* NASA *” will match

with any sentence that contains the word

“NASA”. When this match is found, it re-

turns “∼C (self : NASA)”.

are either immediate behavior outputs (asking about “bathroom” will

lead to “segue_bathroom”) or structured output that are further processed

(e.g., “∼D Zhi Tan ∼D” will be returned if VAINE believes the user was

asking for directions to my office). These outputs are then processed by the

Roboceptionist program that decides what kind of behavior it should do

depending on past interaction and results from external service requests

(e.g., current weather, directions to office). The Robocept program then

sends the requests to the Expression program to execute its responses. These

requests can be either predefined expressions (speech + facial movements

that were predefined) or direct commands (e.g. “speak(“Hello”)”). The

expression program then parses the expression and runs them. The current

Roboceptionist character implementation is named Tank [95].

6.3. Overall Design

We took a modularized and layered [108] approach to our overall system

design. This approach allowed us to test each component individually and
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easily change the robot platform based on the study needs.

On a conceptual level, our system can be separated into four parts. The first

three parts are the three layers that sense, control, and operate the robots

in real time. They consisted of:

Sensory Layer Handling of perception of the world and robot states.

Execution Layer Handling of the decision making process of our system.

Behavioral Layer Handling of how behaviors are executed on physical

robot platforms.

The last part focused on the post-study processing, debugging, and analysis

of the data.

We used the aforementioned frameworks for different parts of the pipeline.

\Psi was used primarily at the sensory layer, for data storage and analysis,

and for camera extrinsic calibration
5
. ROS handled the interaction merging,5: More details about the calibration pro-

cedures are available in Appendix B

(Multi Depth Camera Calibration)

message passing between the frameworks, decision making, and the execu-

tion of robot actions. Lastly, as we used the Roboceptionist platform as the

agent in our study, we communicated with the Roboceptionist components

using IPC and reused multiple existing Roboceptionist components in

our study. While having multiple frameworks communicating with ROS

increased the complexity of the system, we relied on the strengths of each

framework as they allowed us to use existing system (IPC), take advantage

of open-sourced robot system components (ROS), and visualization and

analysis tools built primarily for human behavior analysis (\Psi ).

An abstracted view of our real time system and the associated frameworks

is shown in Figure 6.1
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6.4. Sensory Layer

The sensory layer handles the inputs from the world, immediate processing

of the data, and extraction of features in the scene. In both of our study

environments, the environment was augmented with multiple depth

cameras and human user input devices. The depth cameras (3 Azure Kinect

cameras and 1 Kinect V2 camera) not only provided RGB-D images of the

scene, but also tracked body skeletons in the scene. The body skeletons

were generated by body tracker modules provided by Microsoft
6

6: Both cameras detected the skeleton

through their depth images. Kinect V2

used a random forest approach, whereas

Azure Kinect used a deep neural network

approach.

All body skeletons detected by the cameras were fused and tracked by the

system. We used multiple heuristics (e.g., euclidean distance difference,

confidence of joint detection) to combine skeletons with missing joints, filter

out invalid skeleton bodies
7
, and track people when they were occluded7: For example, in the lab, we excluded

body skeletons that were less than 1m

in height and those detected in the area

where the experimenter was standing. The

height restriction was included to avoid

cases where the mobile robot was misiden-

tified as a person. This was an intentional

bias we introduced into the system.

in certain views of the cameras. Our system also kept a persistent track

of the body skeletons in the scene and assigned a permanent ID to them.

The combined tracked body skeletons were then sent to ROS and shared

with ROS Nodes that required knowledge of user position in the scene. The

tracked skeletons were used in:

Decision Making The flow of the interaction depends on where people

are in the scene.

Roboceptionist Instead of the original laser scanner module, we used the

base position of the people in the scene to decide if Tank should

interact with them.

Mobile Robot Navigation Our mobile robot navigation stack used the

position of the people to update the costmap of our planner and

intelligently avoid people and group formations. We included more

detail in Appendix C (Social Navigation System).

In both the laboratory and the field, participants could converse with the

robot through a microphone. The microphone was placed to the side of

the stationary robot with the gain tuned to the environment. The audio

was filtered by Windows proprietary audio filtering software to remove

background noise and enhance voice for speech recognition. The audio

was then sent to a Voice Activity Detector (VAD) that determined whether

speech had occurred. The audio was sent through the natural language

processing (NLP) pipeline only when the VAD believed the participant was

speaking, none of the robots were speaking, and the user was not typing.

While this made the robots unable to recognize cross-talk, we believe it

was a reasonable trade-off to decrease false positive speech recognition. In

the NLP pipeline, the audio data was first sent to Amazon’s cloud-based

speech-to-text recognizer
8

8: https://aws.amazon.com/transcribe/.

To ensure participants’ privacy, we opted

out of Amazon’s AI Improvement Policy.

. The speech result was then sent to our local

Natural Language Understanding component that extracted the speech’s

intent using SNIPS NLU [97].

Figure 6.2.: Screenshot of the textinput

screen.

In the field study context, participants could also interact with the robot

through the existing text-based keyboard system (interface shown in

Figure 6.2). The inputs from the keyboard system were sent directly to both

the Roboceptionist component and the data store for post-study analysis.

To reconcile the two types of input system, the speech system was disabled



6.5. Execution Layer 69

when keyboard inputs were detected and a mute icon was shown on the

screen to cue users that the microphone had been disabled.

6.5. Execution Layer

The second part of the system is the Execution layer. It understands, decides,

and controls the actions of both robots. It first creates a snapshot of the

scene, decides the appropriate action based on the interaction, and sends

the actions to the Behavior layer for execution.

6.5.1. Interaction Scene Generation

As a multi modal and complex interaction, our system needed to react to

inputs from a variety of sources such as speech input, movement changes,

and positions of the robots. Instead of individually subscribing and listening

to each input source, our system contained a scene merger component that

listened to all the different sources, processed the data, and combined it

into a single scene object for decision making process. This scene object

was updated as the merger received new data.

The merger receives low level information such as human skeletons (from

the body tracker), robot positions (localization and joint sensing compo-

nents), and participant inputs. This information was then combined with

known information such as robot dimensions and shape to generate more

useful information such as the robot’s gaze direction and footprint (for

navigation and position testing). Using this information, we also derived

high-level interaction concepts such as engagement and group dynamics

using a simplistic heuristic model. We designated one of the robots as the

“main interaction agent” and used a combination of an individual’s distance

and body angle to determine their engagement and group. Each person

was assigned a label of “observer”, “interactor”, or “bystander” based on

their location and whether they were looking at the main robot. Afterwards,

we iterated through the people in the scene to determine whether they

were in a group with the main robot
9
. If a group was found, its members 9: In our study, we focused on groups

with the main robot and ignored other

human-only groups. Group detection in

complex environments remains a chal-

lenge and is an area of active research

and center were stored to determine the mobile robot joining strategy and

published for navigation. This prevented the robot from moving through

the O-space of the group. More detail on this is in Appendix C (Social

Navigation System).

6.5.2. Behavior Machine

With the scene information, our system decides what kind of actions and

behaviors the robot should do. The system does this through a Behavior

Machine. Behavior Machine is a framework we developed that combines

the properties of behavior trees [125, 126] and hierarchical state machines.

Behavior Machine allows interaction designers to use patterns in behavior

trees while also allowing them to use state machine-like transitions. It has

built-in interruption handling and is inherently multi-threaded (each state
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runs on its own thread). The flexibility of the system allowed us to design

interactions that are sequential (e.g., robots talking to each other according

to script), parallel (multiple robots doing different tasks at the same time),

and interruptible (the interaction flow can be changed by user input or

experimenter control). Each scenario in our studies had its own Behavior

Machine with multiple shared states to keep the interaction consistent. A

complete explanation of Behavior Machine, its components, and design

choices is included in Appendix D (Behavior Machine).

6.5.3. Behavior Machine in Practice

In all our scenarios, the Behavior Machine took in the scene and decided

the actions the robots can take. The scene was updated at a frequency of

10Hz. The update retrieved the newest scene from the merger and saved it

in the Behavior Machine’s board. We wrote each machine to execute the

desired service interactions and reused as many components as possible.

In addition to the scene, the machine also reacted to information on other

ROS topics through a dedicated ROS subscriber state. This state subscribed

to each topic of interest and saved the latest message in the board.

To abstract away the complexity of robot controls and avoid limiting the

actions to a specific robot platform, the Behavior Machine controlled the

robot by sending high-level behavior requests to the behavior layers. The

requests included both low- and high-level properties. For example, when

commanding the robot to look at an object, the machine can specify either a

ROS tf frame id or a fixed point in space. These requests were implemented

with ROS actions which allowed us to cancel requests if the state was

interrupted. The behaviors that we implemented were:

LookAt This is a high-level gaze action. The message consists of the type

of gaze (Idle, Fixed, etc). The target can be provided as either a tf

frame or a coordinates of a point in space.

SpeakTo This is a high-level utterance action. It consists of text that

describes what the robot should say. There is also an optional target

field (TF frames only).

MoveTo This is a high-level action that commands the robot to go to a

specific position. While the code only allowed us to pass in fixed

poses in the environment, a chaining of states would allow us to grab

poses from a preprogrammed list of locations.

Besides these behavior actions, there are also pure ROS publisher states that

enabled us to publish information on ROS Topics
10

10: Examples were publishing debugging

information or study state to ROS and sub-

sequently passing that to the \psi storage

components.

. In the following section,

we describe how these high-level behaviors are executed and created.

6.6. Behavior Layer

The behavior layer handles the coordination and execution of the high-

level behaviors on each robot. As shown in Figure 6.1, each robot has

its own behavior layer stack. First, a coordinator component listens to
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all the behavior requests and redirects them to actuators that create the

movements or actions. By abstracting and using high-level behaviors, it

allowed us to easily change the robot platform and environment.

6.6.1. Coordinators

Coordinators are components that reconcile the different and poten-

tially competing behavior requests. For instance, a robot might nearly-

simultaneously receive a SpeakTo request to look at a person and talk

to them and a LookAt request to gaze at an object. The coordinator uses

predefined rules to decide which behavior to execute and wait time between

request. For example, an explicit command to gaze at an object is always

prioritized over robot speech targets. The coordinator also encodes the

timing, such as how long a gaze should last before speech starts. In our

studies, we used simple heuristics to determine these behaviors, but future

applications can expand upon this and have finer control over the timing

and execution of interaction in different modalities.

6.6.2. Actuators

Actuators are robot and platform specific components that physically

generate the high-level behaviors. While they could be shared between

robots (e.g., speech generation), the majority of our components were

unique to each of the robots because different robots used different motors

and modalities to create high-level behaviors. For example, all three robot

platforms perform gaze actions, but they do so in ways specific to their

platforms. The stationary robot moved its head pan joint
11

11: The behavior of Baxter was further en-

hanced with the movement of its arms to

give an impression of a larger movement.

, whereas the

mobile robot moved its whole body to face the person or change its eyes’

position on the screen face. While the underlying systems for each actuator

were drastically different, they used the same ROS action interface which

allowed us to easily swap out a robot platform for another by simply

changing the actuators. The use of the ROS action interface also allowed

us to reason about whether an action had completed and stop behaviors

midway.

In both the laboratory and field study, we used the same mobile robot

and two different types of stationary robot (Baxter and Roboceptionist).

Both stationary robot shared the same SpeakTo actuator. The details of the

actuators used for each platform are shown in table 6.1.
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Table 6.1.: List of actuators for robotic platforms used in our studies.

Platform Actuator Description

Stationary Robot

(Baxter)

LookAt We commanded Baxter’s head pan angle such that the display faced

the person. This was executed by sending a Pan ROS Msg to Baxter.

SpeakTo We sent the speech request to Roboceptionist’s Expression program

that executed the speech request.

Stationary Robot

(Roboceptionist)

LookAt We commanded the Roboceptionist pan joint such that its display

faced the person. This was executed by sending a JointState Msg to

Roboceptionist’s CT Hybrid Module.

SpeakTo We sent the speech request to Roboceptionist’s Expression program

that executed the speech request.

Mobile Robot

LookAt We first calculated the orientation such that the mobile robot would

face the target. We then sent the move command with the current

position but new orientation to the MoveTo component.

SpeakTo We generated the audio using Amazon Polly and sent the audio to

speakers.

MoveTo We first checked if the orientation was the only difference. If only

the orientation changed, we used a PD controller to rotate the

Mobile Robot by directly sending motor commands. In cases where

there was change in position, we sent the goal position to ROS

Navigation which executed the move command. We modified the

ROS Navigation costmaps to account for human positions and

spatial formation. More detail in Appendix C (Social Navigation

System).

6.7. Storage Layer & Analysis

As our research goals were explored through both qualitative observations

(Chapter 8 (Person Transfers in the Field)) and quantitative comparisons

(Chapter 7 (Spatial Formation in Person Transfers)), it was crucial to have

easy ways to scroll through and analyze the interactions. Our study data

was stored in \Psi and ROS 1 Bags. The features we were interested in,

such as human positions, were stored in PsiStore
12

using their dataset12: More details about PsiStore can be

found in 4.3.5 of [120]. It deserializes any

C♯ object and stores them on disk.

architecture. The dataset feature allowed us to apply the same operations

(extracting 2D position, etc.) across all participants and sessions.

We used PsiStudio
13

to visually inspect the interactions and help debug13: More details about PsiStudio can be

found in 5.1 of [120]. It allowed us to easily

scroll through and replay data which is

difficult to do in ROS.

both latency and interaction issues. We also made a new 3rd party reader

for PsiStudio that enabled it to read ROS 1 Bags.

6.7.1. Post-Processing

To analyze data in the lab study, we first trimmed each data session

according to the flags set by the system that signified the beginning (when

the experimenter informed the participant they could start interacting with

the robot) and end (when the behavior machine finished running and

the experimenter informed the participant it was the end of the study) of

each session. We then calculated the position and orientation data for the

participant relative to the main robot. These data were then paired with
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different states of the study to understand how human behavior changes

at key points during the interaction.

To analyze data in the field study, we first identified the time stamps when

the participant enter the scene and the end of the interaction
14

. We then 14: Either the participants left the scene

or they were being intercepted by the ex-

perimenter

extracted each session and saved them in a new data set for analysis.

6.8. Discussion

Our implementation and components are likely to be another robotic

platform in the long line of robotic interactive systems. As shown in Section

6.2 (Related Work), our approach shared the layered design used in various

past robotic systems. Our system contributes to ways others can design

and implement multi-robot multi-platform human robot social interaction

system.

As with many other implementations, our system relies on the engineer to

craft the interaction, and to account for unexpected behaviors or failures.

This balance allows for fine control over the high-level behaviors rather

than risking uncontrolled emergent behaviors. However, other options

are also available, such as cognitive robotic architectures that model cog-

nitive processes and use them to decide behaviors (e.g. ACT-R/e [127],

DIARC [128]).

The way our system was designed was highly influenced by the need to

eventually transition the laboratory study into the field and switch between

two stationary robot platform. Besides certain improvements and bug

fixing, the major difference between the two study contexts was the usage

of a different Behavior Machine. This was due to the need of a different

scenario in the field study context. The abstraction of low-level control with

high-level behavior allowed us to design scenarios without thinking about

how the robot will create them. In both of our studies, the switch between

robots simply required us to change which ROS program was running since

both program listened for ROS actions on the ‘robocept/actuator/lookAt‘

topic.

6.9. Conclusion & Contributions

This chapter provided an overview of the interactive system used in the

following two chapters. Together with the Appendices, it provides a detailed

explanation of how our system works and justifications for the choices

we made in designing and implementing it. We believe the contributions

of this system design is both the individual system components and

the novel integration of all of the components. We demonstrated and

discussed a system to realize multi-robot human interaction with person

transfers. Furthermore, the way our system was designed to respond to

a need to switch between context and robotic platform may lead to a

better understanding how we can create intelligent robot systems that are

generalizable across domains and machines.
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Another contribution of this chapter is the open source code for the sys-

tem components. Excluding the Roboceptionist components, all code can

be found at the following Github https://github.com/CMU-TBD/tan-

dissertation-2022 .By sharing the system with the wider research commu-

nity, we enable others to use all or parts of the system in their human-robot

interaction system. This also allows our system to serve as an example for

others, especially students, of how complex systems can work. We believe

our codebase may help students better understand how such systems

work. Building complex interactive systems like this is hard. Having both

a blueprint (this document) and code will enable others to learn from

our work and potentially find better methods to deploy this interaction

experience.

https://github.com/CMU-TBD/tan-dissertation-2022
https://github.com/CMU-TBD/tan-dissertation-2022
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7.1. Overview

Research in this chapter was conducted in collaboration with Elizabeth

Carter, Prithu Pareek, and Aaron Steinfeld.

During immediate person transfers
1

1: As discussed in Chapter 4, a transfer

can happen immediately or with a gap.

a new interactant joins an existing

one-on-one dyadic interaction and converts it into a group interaction.

While the act of joining and exiting a social group may seem trivial,

prior work has shown this is a complex act ([75, pg. 234] and Section

3.3 (Spatial Formations & Proxemics)). When a new party joins a group,

the configuration of the group typically changes as members attempt to

position themselves equidistantly from each other [75, pg. 220] and the

group’s center [129].

Like a human, a robot summoned to join an existing dyadic interaction

between a person and another robot needs to (1) determine where it needs

to position itself relative to the group and (2) understand how people

may react to its choices. As the mobile robot joins the interaction, the user

might have to reorient to the new group. Similarly, as the robot departs,

the user could either follow the new robot or rearrange themselves back to

the original configuration.

Figure 7.1.: Example F-formation in Chap-

ter 5. Left to right: (1) Participant faces

the stationary robot, (2) Mobile robot ar-

rives, (3) Stationary robot turns to talk to

the mobile robot, (4) Participant shifts her

orientation to ensure a shared space.

We saw similar changes in position in Chapter 5 (Inter-Robot Communica-

tion & Information Transmission In Person Transfer) (Figure 7.1). As the

mobile robot arrived, some participants changed their orientation to face

the robots.

To answer these questions, we investigated how a mobile robot should join

an existing interaction between a user and a stationary robot through a

laboratory study. We first identified two human group-inspired positioning

strategies and designed an algorithm to realize them. We then compared

them to one another, and also with an Improper strategy that violated

human social expectations. The Improper strategy allowed us to explore

cases where optimal positioning may be impossible or a system fails to

find a reasonable position. As multi-robot interaction and person transfers

can happen under a variety of scenarios, we also varied the services that

the user received (e.g., obtaining information, picking up items) to explore

how tasks might impact spatial behavior. While certain tasks such as pick

up and drop off will require people to move, we are interested in how a

person’s position change overtime during the interaction. For example,

after picking up an item from the second robot, would the person stay with

the robot or move back to the first robot?
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7.1.1. Chapter Summary

In this chapter, we first explain the different joining strategies and an

algorithm to robustly pick the position to deploy the robot. We then

describe the study we conducted to investigate the differences between

mobile robot joining strategy and how the type of services influenced

participants behavior and perceptions. Lastly, we present our findings,

identify unresolved research questions in this area, and discuss how insights

from this chapter can inform future research and robot interaction design.

7.2. Robot Group-Joining Strategies

We created three group-joining strategies. The first two strategies were

based on human group spatial patterns described in prior work [75, pg.

213]. The last strategy simulated a failed joining where the mobile robot

positioned itself far away from the existing interaction, violating human

group norms. Specifically, the three strategies were:

max(1.5x, 0.6m) 1x

1x

1x

1x
1x

120 deg.

Future

Circular

Figure 7.2.: Illustration of the Circular

strategy.

Circular – This strategy was based on the circular arrangement observed

in human-human interaction [75, pg. 215]. After projecting a line

between the person and the stationary robot, the system extrapolated

a perpendicular line starting from the midpoint of the projected line.

The mobile robot then picked the point along the perpendicular line

that was 1.5x (multiplier) the distance between the person and the

midpoint. We chose that multiplier to create a circle upon arrival

with a radius equal to the person’s original distance to the midpoint

and the circle’s center being the centroid of all three interactions

(Figure 7.2 inset). We also forced the mobile robot to maintain at least

0.6m between itself and the midpoint to speed up collision checking

as any distance smaller than 0.6m likely meant it was in the boundary

box of the stationary robot.

1x

1x

1.5x

Future

Line

Figure 7.3.: Illustration of the Line strat-

egy.

Line – This strategy is based on the side-by-side arrangement described

in prior work [130] where two individuals are positioned side-by-

side while observing an event or a speaker. After projecting a line

between the person and the stationary robot, the system extrapolated

a perpendicular line starting from the stationary robot’s endpoint.

Because the stationary robot had a wider profile due to its arms,

the line started at the tips of the downward facing arm, instead of

the central base. The mobile robot then picked the point along the

perpendicular line that was 1.5x (multiplier) the distance between

the person and the midpoint (Figure 7.3). In this arrangement, the

mobile robot and stationary robot form a line that faces the person.

Improper – This strategy is similar to Circular but with the distance

between the second robot and the midpoint of the line segment

formed by the human and the first robot either increased by a

factor of 3 or by 2.5 meters, whichever was larger (Figure 7.4). This

condition created a distance in which the second robot was too far

away to form an O-space, even by the standards of the COVID-19



7.2. Robot Group-Joining Strategies 77

pandemic when people were accustomed to conversing at distances

of 2 meters. The selected distance lied on the far phase of the social

distance in proxemics which was further than the close phase of

Social Distance (up to 2m), where gathering and work collaboration

usually happens [131, pg. 115].

max (2.5m, 3x)
1x

1x
Future

Improper

Figure 7.4.: Illustration of the Improper

strategy.

7.2.1. Operationalizing Algorithm

In practice, a position chosen according to one of these three methods may

not always be valid; it could overlap the position of another interactant or be

outside the boundaries of the study zone. Furthermore, each method also

outputted two valid positions for the second robot (the desired arrangement

could be formed on either side of the human). To account for these two

challenges, the strategies were operationalized through the ‘PoseSelection‘

algorithm
2

2: In the actual implementation of the

code, the algorithm was realized through

multiple states and consisted of additional

checking and verification. The described

algorithm is a abstracted version.

described in Algorithm 1. The algorithm returned the best valid

pose based on the initial scene information (location of users, robots, etc.).

If no poses were valid, the algorithm adjusted the multiplier (e.g., 1.5 could

become 1.6) and minimum required distance (e.g., 2.5m could become 2m)

to search for alternative positions. In a nutshell, the algorithm performs a

line search along the perpendicular line to find a valid position.

In the case of multiple valid candidates, the valid point closest to the second

robot was chosen. Lastly, a backup position (1.4m to the right of and 0.2m

in front of the stationary robot with it facing the robot and the person) was

used if no valid position was found after multiple iterations. In actuality,

the backup position was used once during the whole lab study (P12). The

algorithm also generated the orientation to point the mobile robot towards

the center of the group.

Algorithm 1 Mobile Robot Pose Selection Algorithm

1: procedure PoseSelection(scene, lookAt = “center”)

2: pos, attempt← None, 0

3: param← initial parameters ⊲ e.g. multiplier, min distance

4: while attempt ≥ limit do

5: c, d← center, distance (of dyad) from scene.

6: param← UpdateParamByAttempt(param, attempt)

7: choices←MobileRobotStrategy(c, d, param)

8: pos← arg max

𝑐∈𝑐ℎ𝑜𝑖𝑐𝑒𝑠

{
−1 not valid(c)
𝑒−1·∥𝑚−𝑐∥

otherwise

9: if valid(pos) then

10: ori← CalculateOrientation(c, d, pos, lookAt)

11: return (pos, ori) ⊲ Target pose

12: end if

13: attempt← attempt + 1

14: end while

15: return backup position

16: end procedure

In the algorithm, line 8 describes the scoring function that we extend further

with other criteria in Chapter 8 (Person Transfers in the Field). ∥𝑚 − 𝑐∥
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calculates the distance between the position being tested, 𝑐, and the mobile

robot, 𝑚.

7.2.2. Execution & Trajectory

Once a pose was selected, we generated the trajectory using a lattice-based

global planner [132] in the ROS Navigation Stack [98]. The planner strongly

penalized in-place rotation and generated trajectories that arrived at the

target position with the correct orientation. Our planner was also fully

aware of the position of the person and the interaction group. It penalized

paths that passed through the O-space or were too close to the person.

We describe our navigation stack in more detail in Appendix C (Social

Navigation System).

7.3. Method

To evaluate the strategies in different contexts and understand how people

position themselves during transfers between robots, we conducted an

in-person
3

laboratory study where participants experienced transfers in3: Due to the COVID19 pandemic, we con-

sidered other study methodologies such

as simulations or online video study. We

chose not to as we were concerned about

whether it is possible to capture the mo-

tions that are manifested subconsciously.

Our concern was supported by our results

where we only found differences in the

behavior data but not self-reported data.

various scenarios. The study was approved by our university’s Institutional

Review Board.

7.3.1. Study Design

We created a 3x4 mixed design study where we manipulated the mobile

robot’s joining strategy (between-participants) and the service scenario

(within-participants). Scenario order was counterbalanced using a balanced

Latin square. The mobile robot’s joining strategy was chosen as the between

participant variable because if the participant observed multiple different

positioning strategy, participants may interpret the difference in position

as a system failure and act differently. In the study, the robot goal setting,

navigation, interaction, and speech recognition were autonomous with

the option for minor adjustments by the experimenter as needed (see

Subsection 7.3.5 (Interaction System)).

7.3.2. Service Scenarios

We designed four simulated service scenarios and asked the participant

to do a task that was appropriate for that setting. To avoid confounds,

we kept the interaction dialogues as conceptually similar as possible and

attempted to have the difference be primarily in the user action and service

requirement. For instance, in all scenarios, when the mobile robot joined

the interaction, the stationary robot always announced the mobile robot’s

arrival before they greet each other. Participants were told to use the name

“Sam” for scenarios that asked for the participant’s name.



7.3. Method 79

Room Guidance – Participants were told to imagine that they were at a

bank and needed help finding the conference room. They were instructed

to begin the interaction by approaching the stationary robot. Then, the

stationary robot asked the participant for their name and what help they

required. It then summoned a mobile robot, which approached the dyad

according to the group joining strategy. The stationary robot then restated

the participant’s request to the mobile robot. The mobile robot then asked

the participant to follow it as it moved towards the door of the room. This

scenario demonstrated a service transfer from a stationary robot to a mobile

robot due a difference in capabilities.

Gift Delivery – Participants were told to deliver a small gift box to their

friend who lived in an apartment building with a stationary robot doorman.

After the participant approached and made their request, the stationary

robot informed the participant that their friend was away but that the gift

could be delivered to their doorstep. It then called the mobile robot, which

joined the group and asked the participant to place the gift in the bin on top

of its frame. The stationary robot restated the participant’s request to the

mobile robot, and the mobile robot departed with the gift. The stationary

robot then told the participant that it would notify their friend about the

delivery. This scenario demonstrated a service transfer from a stationary

robot to a mobile robot due to a difference in capabilities and the participant

physically interacting with mobile robot through dropping off the gift.

Instruction Failure – Participants were told to get help finding the office of

a professor at a university campus from the stationary robot receptionist.

The stationary robot then announced it had not updated its map and would

summon a mobile robot who had the instructions. Once the mobile robot

arrived, the stationary robot told the mobile robot that it had experienced

a failure and asked it to provide the directions to the participant. After

providing the instructions, the mobile robot left, and the stationary robot

asked participants if they needed anything else. This scenario demonstrated

a shift from 1-to-1 interaction to group interaction due to a failure.

Package Pickup – Participants were told to imagine that they lived in an

apartment building with a stationary robot doorman. After asking the

participant to provide their name for security purposes, the stationary

robot informed them of a package delivery and summoned the mobile

robot, which carried the package. The mobile robot arrived and asked

the participant to retrieve the package from its bin. It then left while the

stationary robot asked if the participant needed anything else. This scenario

demonstrated a service transfer from a stationary robot to a mobile robot

due a difference in capabilities and participant physically interacting with

mobile robot by taking the package.

Prior to the four main service scenarios, participants also experienced two

“Familiarization” scenarios to reduce novelty effects and help calibrate their

expectations.

Guidance Drop-Off – Participants were told to imagine that they were at

the airport and were following a mobile robot to their gate. Participants

followed the mobile robot for a few minutes to a predefined location to

the right of the stationary robot
4

4: The position was 0.8m to the right and

0.8m to the front of the stationary robot.

The mobile robot then informed the
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participants that they had arrived at the gate and that the stationary robot

would continue the service. The mobile robot left while the stationary robot

inquired about participants’ flight meal preferences.

Airport Survey – Participants were told to imagine they were at the airport

and instructed to approach the stationary robot. The stationary robot

greeted the participants and administered a survey that asked about their

experience.

7.3.3. Hypotheses & Evaluation

Because there is sparse research on this topic, our analysis consisted of

both hypothesis testing based on prior work in human behavior and an

exploratory analysis grounded in research questions that arose during the

study. We predicted:

H1 Participants will move to rearrange themselves in the Improper condition

more than in other joining strategy conditions (across all service scenarios).

H2 The effects of repositioning will be larger in scenarios where humans are

required to move.

H3 Participants will rate the interactions in the Circular and Line as more

comfortable and easy than in Improper.

H4 Within Improper, participants will rate scenarios with physical actions to be

less comfortable and harder than other scenarios.

H5 Participants will rate the mobile robot as less competent in Improper.

H6 Participants will rate the mobile robot’s goal position in Improper as less

socially appropriate.

In addition to our hypotheses, we explored how different aspects in the

interaction could influence human spatial behaviors. Our research questions

were:

RQ1 How do social behavior and cues influence participants’ spatial behavior?

RQ2 How does physical action during certain scenarios influence participants’

spatial behavior?

7.3.4. Study Physical Environment

+X

+Y

Experimenter Participant

Mobile Robot 
Base Position

(0,0)
Azure Kinect

Stationary 
Robot

Microphone

Figure 7.5.: Top down illustration of the

study location.

The study was conducted in an enclosed lab space at Carnegie Mellon

University’s Pittsburgh campus. The study space was separated from the

lab’s office space by black cloths. Furniture in the space was also cleared

out or pushed to the corners in order to increase the sense of space. The

main study area measured about 5.5m wide and 3m long.

In this study, the stationary robot was a Rethink Robotics Baxter robot

(1.78 meters tall). The mobile robot was a Mobile Robot P3DX (1 meter tall)

with a custom structure on top housing a tablet with a screen face
5

5: This was different from Chapter 5

where it did not have a face. The mobile

robot also had speech capabilities.

and an

open transparent bin to carry items. The mobile robot’s base location was

in the same room, off to one side
6

6: We had the robot in the same room

since we wanted to limit the study to a

single enclosed space for COVID safety

. The positions of the participants were

captured by 3 Microsoft Azure Kinect sensors that generated a skeleton
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Figure 7.6.: Illustrations of the stages of the interaction.

view of them in the scene. A microphone hung from the ceiling to capture

speech. The study area is illustrated in Figure 7.5.

7.3.5. Interaction System

The study used the system described in Chapter 6 (Interactive System) to

manage the interaction flow and execute each scenario. Each scenario was

written as its own Behavior Machine, but they shared similar components

(e.g., experiment states and initialization sequences). The machine also

included an experimenter bypass. The bypass allowed the experimenter

to use a controller to provide additional motion controls for the mobile

robot, progress the interaction when the system encountered speech-to-

text failures and unplanned responses from the participants. While the

machine was capable of automatically running the whole study, we chose

to manually progress certain parts of the interaction, such as when the user

placed an item in the mobile robot’s bin or took an item from it, so that the

interaction was maximally reliable, safe, and consistent across participants.

The same experimenter was present in all study sessions and attempted

to maintain the same demeanor and responses with all participants, for

all conditions. Due to the complexity of the system, some participants

experienced sessions with minor hiccups, such as delay in the interaction,

a delay in robot gaze behavior, speech-to-text issues where the system

completely misunderstood a response, or the mobile robot having trouble

planning an exit trajectory due to participants standing too close.

7.3.6. Study Procedure

The experimenter first administered COVID-19 screening questions and

obtained informed consent from the participant. Then, the experimenter

introduced the participant to the study and explicitly told them that there

was no restriction on how they could move and where they could stand.

They then experienced the Guidance and Survey scenarios, followed by the

four main scenarios. Participants also completed a short questionnaire

about the experience at the end of each scenario.

In all four main scenarios, the experimenter gave the participant an ex-

planation of the scenario, where they are, and their goal and objective.
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Participants were asked to stand on a blue X-mark near the entrance to the

room (Figure 7.5) and told to ignore the experimenter, who stood behind a

divider. The experimenter then started the session.

In all scenarios, the system automatically segmented the interaction into

stages (Figure 7.6) based on the interactions and movement of the robot(s).

There were four stages in the transfer:

1-to-1 Interaction – This stage starts when the stationary robot begin

interacting with the participant after recognizing that the participant

was in-range and have stop moving. In this stage, participants were

only interacting with the stationary robot.

Mobile Robot Arrival – This stage starts when the the stationary robot

tells participants the mobile robot was summoned and can physically

see the mobile robot moving.

Group Interaction – This stage starts when the mobile robot arrives at

its goal position and joined the interaction. All interactors (robots +

participant) then interacted together. Any physical actions (picking

up and dropping off item) also happen in this stage.

Mobile Robot Departure – This stage starts when the mobile robot begins

to leave the interaction. Except for Guidance, participants continued

to interact with the stationary robot similar to 1-to-1.

In the study, the stationary robot was called “Red Robot” in all scenarios.

To give an illusion of difference between scenarios, the mobile robot

has a different color and name (“[COLOR] robot”) in each scenario. The

assignment of color was randomized for each participant. At the end of the

study, the participant filled out a final questionnaire that included additional

questions about the overall study and demographic information.

7.3.7. Measures

Participants’ positions were recorded during each scenario and analyzed

with the stationary robot as the point of origin with the positive X-axis

pointing forward and the positive Y-axis pointing to the left (Figure 7.5).

For subjective measures, we used a combination of custom questions and

established scales. At the end of each scenario, we asked the participant

to rate their comfort interacting with the robots, the task difficulty, and

task confidence on custom 7-point scale items. Participants also described

what they liked and suggestions for improvements. At the end of the study,

participants completed a questionnaire about each robot using the validated

RoSAS scale [100], seven custom rating items about spatial behavior of the

mobile robot, and perceived distance to each robot. Participants used their

preferred distance unit (feet or meters) when providing the estimate on a

linear scale with 0.1 resolution. The complete set of questionnaires used in

the study can be found in Appendix E (Questionnaires for Chapter 7).
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7.3.8. State of Study Environment & Participants

The study was conducted during August 2021 with COVID-19 mitigation

protocols still in place. Participants wore face coverings, and all touched

surfaces were sanitized before and after the study. Participants were

recruited from our community using flyers and our university’s research

participant recruitment system. 32 of 36 participants were local university

students.

Female Male Other

Circular 4 8 0

Line 7 4 1

Improper 7 4 1

Age (Std. Dev.)

Circular 26.75 (14.2)

Line 30 (10.71)

Improper 23 (3.33)

Table 7.1.: Participant demographics (36

valid sessions)

We recruited 58 participants, 22 of whom were excluded due to system

failures and irregularities during the interaction (e.g., the robot gaze failed,

the recording was not captured, time syncing errors). Our study had 12

participants per between-subject condition, for a total of 36 participants

with ages ranging from 18 to 68 years. (Table 7.1). 20 out of 36 participants

listed English as their first language. The study took about 45 minutes and

participants were compensated USD $15.

7.4. Results

Unless stated otherwise, results involving repeated data were analyzed by

fitting of a mixed effect linear model using REstricted Maximum Likelihood

(REML)
7
. Results involving singular responses from participants were 7: Our model consisted of scenario and

group joining strategy as fixed effects with

participants nested in scenario as a ran-

dom effect. We used JMP 16 for our analy-

sis.

analyzed through a linear regression model. All post-hoc analysis were

conducted using Tukey’s Honestly Significant Difference (HSD) test.

7.4.1. Validation

To validate that participants experienced differences in the arrangements,

we compared their distances to the mobile robot at the beginning of the

group interaction stage for each strategy. Our comparison found that the

distance to the mobile robot was significantly different between strategies

(𝐹(2, 132) = 348.41, 𝑝 < 0.0001). Pairwise comparisons showed that the

mobile robot was farthest in the Improper (M = 2.54m, SD = 0.35m),

followed by Line (M = 1.35m, SD = 0.32m), and Circular (M = 1.01m, SD =

0.16m), all 𝑝 < 0.0001. The difference in distance met our expectation. We

also found significant differences in the self-reported perceived distance to

the mobile robot between strategies (𝐹(2, 33) = 7.40, 𝑝 = 0.0022). Pairwise

comparisons showed that participants perceived the mobile robot to be

significantly farther away in Improper (M = 1.21m, SD = 0.58m) than in

Circular (M = 0.70m, SD = 0.23m, 𝑝 = 0.0057) and Line (M = 0.70m, SD =

0.18m, 𝑝 = 0.0061).

7.4.2. Subjective Responses

Responses Per Scenario

We found significant difference in participants reported task difficulty

(𝐹(3, 132) = 4.986, 𝑝 = 0.0026) and confidence (𝐹(3, 132) = 3.533, 𝑝 =
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Figure 7.7.: Participants’ responses to 4

subjective questions by scenario.
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0.0167) by scenarios. Pairwise comparisons showed participants reported

the Failure scenario was significantly harder (M = 6.52, SD = 0.73) than the

other scenarios (𝑝 < 0.0279) and they were less confident on what to do

next in the Failure scenario (M = 5.47, SD = 1.78) compared to the Guidance

scenario (M = 6.36, SD = 1.21, 𝑝 = 0.0158). We believe the differences

stem from participants having to remember instructions that spanned two

floors and we did not provide a chance for the participants to ask for

any repeats. We found no significant differences in participants’ reported

comfort interacting with each robot.

Overall, participants were very comfortable interacting with the stationary

robot (median = 6 , IQR = 1, on a 7-point scale with 7 = extremely comfortable)

and the mobile robot (median = 6 , IQR = 2, on a 7-point scale with 7

= extremely comfortable). Even though there was significant difference

across scenarios, participants still rated the tasks as extremely easy (median

= 7, interquartile range (IQR) = 1, on a 7-point scale with 7 = extremely

easy) even for the Failure scenario (median = 6, IQR = 2, on a 7-point scale

with 7 = extremely comfortable).

Perception of Robots

To analyze the RoSAS, we first re-examined the three factors of Warmth,

Competence, and Discomfort as described in the paper [100]. The items

for each factor had high item reliability (Cronbach’s 𝛼 scores: Stationary

Robot: Warmth - 0.884, Competence - 0.945, Discomfort - 0.783; Mobile

Robot: Warmth - 0.800, Competence - 0.833, Discomfort - 0.816). No sig-

nificant differences between conditions were found for any factor. An

exploratory analysis on the individual items using the Wilcoxon test found

no differences.
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User Perception of Spatial Behavior

Social Appropriateness Predictability

The mobile robot’s position made me uncomfortable. (R) -0.908 0.180

The mobile robot stood really close to me. (R) -0.528 -0.137

The mobile robot’s position was socially appropriate. 0.670 -0.183

The mobile robot movement was predictable. 0.065 0.998

I was able to predict the position of the mobile robot. 0.037 0.604

The mobile robot position itself too far away from me. 0.015 0.156

I have trouble seeing the mobile robot. -0.101 -0.079

Table 7.2.: Factor Loading. Items marked

with (R) are reverse-coded.

For the questions about the mobile robot’s spatial behavior, we conducted

an exploratory factor analysis on our 7 items. Three factors explained

72.54% of the variance and had an eigenvalue above 1 [133]. We used

Varimax rotation to determine the factor loading for each item and used a

cutoff of 0.4 for clustering (Table 7.2). One factor was excluded because it

only consisted of one item that did not load onto any factor, and another

item was excluded for not loading onto any factor. We determined that the

first factor (3 items) described the social appropriateness of the position

and the second factor (2 items) described the predictability of the mobile

robot’s position.

Improper Circular Line
Ra

tin
g
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Social 
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“The mobile robot 
  position itself too 
far away from me.”

Figure 7.8.: Participant responses to social

appropriateness and whether the mobile

robot position was “too far” by strategy.

*** means 𝑝 < 0.001.

Participants perceived the mobile robot’s position to be socially appro-

priate (M = 5.35, SD = 1.21) but were unsure about predictability (M =

3.66, SD = 1.36). We found a significant difference across strategies for

the individual question “The mobile robot position itself too far away from

me” (𝐹(2, 33) = 15.496, 𝑝 < 0.0001). Pairwise comparisons showed that

participants reported stronger agreement with the statement in Improper

(M = 5.33, SD = 1.15) than in Circular (M = 2.17, SD = 1.40, 𝑝 < 0.0001)

and Line (M = 2.75, SD = 1.81, 𝑝 = 0.0005). No other significant differences

were found.

7.4.3. Participant Spatial Behaviors

To test hypotheses H1 & H2 – that users would move to compensate for

improper spatial arrangements – we compared participants’ distances to

the center, to both robots, and their ratio at the the beginning of each

stage. Our linear mixed effect model consisted of the scenario, mobile robot

strategy, the stage, and their combinations as fixed effects; and participant

ID nested in both scenario and stage as a random effect. For each measure,

we excluded some stages or scenarios where the values were manipulated

(e.g., the mobile robot’s distance changed as it joined the interaction). In

our analysis, individual effects were not reported if interaction effects were

found.

Distance to Mobile Robot

Our analysis focuses on time points when the mobile robot joined the

group interaction or was just about to leave (𝑡3 → 𝑡4).We found significant

interaction effects between the stage of the interaction and the strategy on

participants’ distance to the mobile robot (𝐹(6, 264) = 27.996, 𝑝 < 0.0001).
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Figure 7.9.: Participants’ aggregated distances to the stationary robot and mobile robot in the group interaction stage. The shaded region

shows the range of values, the region inside the dotted line is the interquantile range, and the solid line is the mean. As the length of the

interaction varied across participants, the shown aggregated value ends when half of the participants completed the stage.
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Figure 7.10.: Participant’s distance to the

stationary robot by stage for each robot

joining strategy. *** means 𝑝 < 0.001.

Post-hoc analyses showed that for Improper, the distance to the mobile

robot at the beginning of the group interaction stage (M = 2.54m, SD

= 0.35m) was significantly higher by an average of 0.7m compared to

the end of that stage (M = 1.84m, SD = 0.57m, 𝑝 < 0.0001). There was

no evidence of a similar decrease in distance between stages in Line or

Circular. The distances in Improper at both stages were significantly higher

than distances in both Circular (begin: M = 1.01m, SD = 0.16m, 𝑝 < 0.0001;

end: M = 0.99m, SD = 0.13m, 𝑝 < 0.0001) and Line (begin: M = 1.35m, SD =

0.32, 𝑝 < 0.0001; end: M = 1.24m, SD = 0.27m, 𝑝 < 0.0001). The differences

we observed here matched our manipulation.

Distance to Stationary Robot

For the distance to the stationary robot, we included all stages from when

the mobile robot was summoned to the end of the interaction (𝑡2 → 𝑡5)

and excluded the Guidance scenario as participants moved to follow the

mobile robot.

We found an interaction effect between stage and strategy for participant

distance to the stationary robot (𝐹(6, 396) = 3.408, 𝑝 = 0.0027). In the

pairwise comparisons, we found that in Improper, participants’ distance

to the stationary robot at the end of the group interaction (M = 1.32m, SD

= 0.23m) was significantly larger than either of the other two conditions

at the same point (𝑝 < 0.0016 for both comparisons). Interestingly, the

distance at that point was also significantly different from the distance at

the start of the group interaction stage (M = 1.05m, SD = 0.17m) and at the

end of the scenario (M = 1.12m, SD = 0.20m).
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However, we did not find a difference between the start of the group

interaction and end of scenario. This provides some evidence that after the

mobile robot left the interaction, participants slowly reverted back to the

original distance.

Difference in Distances to both Robots

Di
st

an
ce

 R
at

io
 to

 R
ob

ot
s

0

1

2

3

Begin of Group Stage End of Group Stage

Improper
Circular
Line

Figure 7.11.: The distance ratio by stage

for each robot joining strategy. *** means

𝑝 < 0.001.

One of the properties of an F-formation is that interactants jointly maintain

a shared space in which they attempt to maintain constant distance between

each parties, creating a balanced configuration [75]. As we hypothesized,

participants moved to compensate for improper spatial formations. To

quantify this, we calculated the distance ratio (participants’ distance to the

mobile robot over the distance to the stationary robot). The ratio encodes

how imbalanced a configuration was. We compared the ratio at the start

and the end of the group interaction stage (𝑡3 → 𝑡4).

Similar to the distance results, we found significant interaction effects of the

mobile robot joining strategy and stage of the interaction (𝐹(2, 264) = 46.357,

𝑝 < 0.0001). Pairwise comparisons showed that only Improper had a

decrease in ratio from the beginning of the group interaction (M = 2.468,

SD = 0.480) to the end of the group interaction (M = 1.506, SD = 0.658). For

comparison, Line had an average ratio of 1.194 (SD = 0.190) and Circular

had an average ratio of 0.894 (SD = 0.111) at the end of the group stage.
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Figure 7.12.: The distance to the centroid

by stage and mobile robot joining strategy.

*** means 𝑝 < 0.001.

Another property is the distance to the group centroid for all interactants.

We calculated the participant’s distance to the centroid and how it changed

from the start to the end of the group interaction stage (𝑡3 → 𝑡4). Similar

to prior results, we found an interaction effect between the stages and

strategy (𝐹(6, 264) = 31.197, 𝑝 < 0.0001). Pairwise comparisons showed

the distance in Improper at the beginning of the group session (M = 0.98m,

SD = 0.13m) to be significantly greater than other distances (𝑝 < 0.0001),

including at the end (M = 0.68m SD = 0.20m). We found no significant

differences in the distance to the centroid between strategies at the end of

the group stage.

7.4.4. Qualitative Responses

At the end of each scenario, participants were asked to answer two qualita-

tive questions about their experience: “What did you like about the robots or

the way they behaved?” and “What do you wish was different about the robots or

the way they behaved?”. We reviewed the responses to identify patterns.



7.4. Results 89

Difficulty of the Failure Scenario

Multiple participants talked about how the instructions in the Failure

scenario were lengthy and hard to remember. Many participants suggested

that the robot could guide them to their destination instead of giving

directions, or wished that here were visual aids to help them understand

the instructions. This was also reflected in participants rating this scenario

to be significantly harder compared to other scenarios.

“I wish the directions were also shown visually on the robot or saved in some way,

or sent to my phone. It would’ve been helpful in remembering the information to

be referenced.” - P107 - Failure/Circular

“I also would prefer the purple robot to have taken me to the office instead of

giving me directions.” - P123 - Failure/Line

As participants experienced the “Tour” scenario at the beginning, partici-

pants could have been primed with the idea that the mobile robot could

have led them there.

Responses to Improper in Delivery and Pickup

As we were interested in participant’s perception of the mobile robot’s

joining position, we labelled the instances where participants suggested

the mobile robot should get closer. Two coders independently coded all 144

responses for whether the participant’s response indicated a desire for the

mobile robot to get closer to the them. The two coders had an agreement of

97.2 percent
8
. We then took the union of “Yes” labels by both coders. 8: We choose to report the agreement in-

stead of Cohen’s Kappa because the full

set of labels was heavily biased towards

“No”.

We found 11 instances where participants expressed the mobile robot

should get closer. Except for one instance in the Circular condition, all

other responses were in the Improper condition. The single instance in the

Circular condition reflected participant uncertainty.

“Was a little confused when package came that could just grab it, I think the

robot could either come closer or there could be a signal on the robot that signals

to take the package” - P107 - Pickup/Circular

In the Improper condition, we found none of these suggestions in the

Failure, one in the Guidance, two in the Delivery, and the majority (8 out

of 12) in the Pickup scenario.

“The moving robot could have come closer to me or gave a quicker indication

that I was supposed to grab the package because it was a bit further away and I

couldn’t tell whether it would move anymore or if I was supposed to move.” -

P115 - Pickup/Improper

“I was confused if the mobile robot would actually come right beside me or not to

deliver the package.” - P118 - Pickup/Improper
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This gives some support to the idea that the action itself leads people to be

more aware of the Improper configuration. The difference between Delivery

and Pickup could have been that the participants were more unsure when

they could pick up the object or if the robot had finished moving. However,

we asked participants what they wished to change, so it is possible that

other issues in Delivery might have overshadowed their responses. We

looked at the responses in Delivery and were not able to find any common

reason. Some participants mentioned the interaction felt long while others

reported interaction failures, such as cross talk.

“Interaction would benefit from slightly faster response times.” - P126 - Deliv-

ery/Improper

“I wish the standing robot could stop talking when I was talking.” - P103 -

Delivery/Improper

7.5. Exploratory Spatial Analysis

7.5.1. Spatial Formation and Social Cues (RQ1)

While our results demonstrated that there is a measurable change in

participants’ position at the beginning and end of the group interaction,

we did not evaluate when exactly the shift happened during the group

interaction. As we can visually observe in Figure 7.9, participants did

not immediately shift their positions when the group interaction started;

instead, they moved later. We suspected that their movements might

correlate with social cues displayed by the stationary robot. When the

mobile robot first joined the group, the stationary robot looked at the

participant and announced the arrival of the mobile robot (“Here’s [COLOR]

Robot.”). It then looked at the mobile robot and said, “Hi [COLOR] Robot”.

The mobile robot then turned to look at the stationary robot (except for

the Failure scenario due to a bug) and verbally returned the greeting (“Hi

Red Robot”). We extracted participants’ distance to the robots and their

ratio at the beginning and end of each social cue and compared their

differences. We found that strategy (𝐹(2, 924) = 1134.195, 𝑝 < 0.0001),

scenario (𝐹(3, 924) = 3.820, 𝑝 = 0.0098), and time points (𝐹(6, 924) = 4.964,

𝑝 < 0.0001) significantly affected the distance ratios. Pairwise comparisons

on the effect of scenario showed the average ratio was lower in Pickup (M =

1.46, SD = 0.71) than in Failure (M = 1.57, SD = 0.68, 𝑝 = 0.0066). No other

significant differences were found.

Pairwise comparisons on the time points showed that the average ratio after

the greeting by the mobile robot (M = 1.43, SD = 0.68) was significantly

lower than the ratio at and before the point when the stationary robot

announced the arrival of the mobile robot (M = 1.57, SD = 0.71). The

p-values for the comparisons ranged from 0.0344 to 0.0054.

For the distance to the mobile robot, we again found significant effects

of strategy (𝐹(2, 924) = 1550.76, 𝑝 < 0.0001), scenario (𝐹(3, 924) = 3.696,

𝑝 = 0.0116), and time points (𝐹(6, 924) = 5.571, 𝑝 < 0.0001). Pairwise
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comparisons on the effect of scenario found the average distance to the

mobile robot was significantly lower in Pickup (M = 1.51m, SD = 0.71m)

than in Failure (M = 1.60m, SD = 0.69m, 𝑝 = 0.0142) and Guidance (M =

1.59m, SD = 0.65m, 𝑝 = 0.0499). Similar to the ratio, pairwise comparisons

showed the distance to the mobile robot was smaller at the time point when

the mobile robot started greeting the stationary robot (M = 1.48m, SD =

0.69m) than the point when the stationary robot announced the arrival of

the mobile robot (M = 1.61m, SD = 0.71m).

These results suggest that human movement might coincide with the robots

starting to greet each other. However, this sequence of action between robots

only lasted on average 9.02 seconds (SD = 0.73s), so it is possible that the

movements were a function of time and not social behavior. The measured

effect by scenario suggested that we may have lacked correct tests for H2

as effects were only detectable before the action.

7.5.2. Effects of Physical Action (RQ2)

Our second research question looked at exactly how physical action changed

the spatial behavior of the participants. We compared the distance ratio at

four time points in the group interaction: the beginning, the point when

the robot started asking the person to take/place the item, the point after

person completed the action and stopped moving, and the end.

We found a significant interaction between strategy and time point on

the distance ratio (𝐹(6, 264) = 14.520, 𝑝 < 0.0001). Pairwise comparisons

showed that in Improper, the ratio at the time after the person completed

the action (M = 1.24, SD = 0.48) was significantly lower than all time points

(M = 2.41; M = 2.08) before it (p-values were < 0.0001). There were no

significant differences between that point and the end of the stage (M =

1.38, SD = 0.51m). The point at the end of the stage was also significantly

different from the times before the user action (𝑝 < 0.0001). These changes

were not seen in the other strategies. This demonstrated that physical action

amplified the change in position and arrangement.

7.6. Discussion

7.6.1. Hypotheses Support

We found that when faced with an improper spatial arrangement, par-

ticipants moved to balance the arrangement. We measured a significant

decrease in distance ratio and distance to the mobile robot as the group

interaction progressed. This provided support for H1

H1 – Participants will move to rearrange them-

selves in the Improper condition more than in

other joining strategy conditions (across all

service scenarios).

.

We found no support for H2

H2 – The effects of repositioning will be larger

in scenarios where humans are required to

move.

. We did not find any measurable differences

in the distance ratios or distances to each robot between scenarios.

We found no support for H3 H3 – Participants will rate the interactions in

the Circular and Line as more comfortable and

easy than in Improper.

. There was no measurable difference between

the mobile robot joining strategies. All strategies were rated on average as

being socially appropriate.
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We found no support for H4. Besides the Failure scenario being deemedH4 – Within Improper, participants will rate

scenarios with physical actions to be less com-

fortable and harder than other scenarios.

harder than other scenarios, participants did not rate scenarios with physical

actions to be less comfortable or more difficult. This might be due to a

ceiling effect; most participants rated the tasks moderately or extremely

easy (123/144) and were moderately or extremely comfortable interacting

with the stationary (109/144) and mobile robots (107/144). While we did

not observe an effect on comfort and difficulty, majority of the participants

in the Improper scenarios wished the mobile robot had moved closer in

the Pickup scenario. This pattern was not observed in other scenarios.

We found no support for H5. We found no measurable difference inH5 – Participants will rate the mobile robot as

less competent in Improper.
the mobile robot’s perceived competence between mobile robot joining

strategies.

We found no support for H6. While participants in the Improper conditionH6 – Participants will rate the mobile robot’s

goal position in Improper as less socially ap-

propriate.

reported that the mobile robot positioned itself “too far away” compared

to the other conditions, the difference did not cause participants to rate the

position as less socially appropriate.

7.6.2. Strategy Effectiveness

We believe that our results demonstrated the effectiveness of our two

human-inspired group joining strategies (Line & Circular) and showed

that both strategies had similar effects. Participants in the Circular and Line

conditions felt little need to correct issues in the spatial configuration by

getting closer to or farther from the robots. Also, both strategies were rated

as socially appropriate (M = 5.55, SD = 1.46 for Line; M = 5.08, SD = 1.36

for Circular). While future work should explore if there are meaningful

differences between them, we believe that both strategies can be used in

practical HRI applications.

7.6.3. Movement & Tolerance

Our results showed that participants in the Improper condition moved

more and attempted to compensate for the bad formation after the mobile

robot joined the interaction (H1). However, we did not find any evidence

that this made the task more difficult for the participants or that it was

socially inappropriate (H3 & H6). This could be due to our measures

not being sensitive enough to capture differences, or it could be that the

corrective action was so trivial or subconscious that participants did not

perceive it as an inconvenience (or at all).

7.6.4. Effects of the Environment, Embodiment, & Context

Prior work on F-formations [75] suggested that they can be affected by

external factors, such as environment and cultural context. Putting addi-

tional large objects in our scene, placing the stationary robot elsewhere

in the room, or conducting the experiment in a busy hallway could have

led to different participant movements and responses. Regardless, we
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believe our algorithm would be robust to such changes through multiplier

adjustments.

Our strategies provide a general framework for thinking about the spatial

relationships among robots without considering differences in morpholo-

gies and sizes. Morphology of a robot changes where the endpoint for

distance measurement should be, and potentially needs to compensate for

large robot parts like the stationary robot’s arm through additional offset.

This made it difficult to determine endpoints for the distance measure-

ment. For each robot, we defined a fictional center of presence that we

believed users would face and focus their attention on when interacting

with the robots. We used this point to calculate distance and added an

additional offset, like in the Line strategy, to compensate for large robot

parts like the stationary robot’s arm. In practice, interaction designers need

to consider robot appearances when specifying how they should approach

human-robot groups.

Societal events impacted our study. Our experiment was conducted during

the COVID-19 pandemic, during which people were advised to socially

distance (2m or 6ft). It is unclear what influence this may have had on

participants’ spatial behaviors during our study and therefore on our

results. In Improper, participants (now accustomed to social distancing)

agreed with the statement that the robot was “too far away”, but still felt

that the position was “socially appropriate”. There is a need for further

research after the pandemic subsides.

7.6.5. Variability in Complex Interaction System

Our study used the complex interaction system described in Chapter 6

(Interactive System) that autonomously detected user position and reasoned

about mobile robot goal positions. This was a research system and utilized

four different computers to manage the two robots and multiple sensors, so

there were unavoidable issues with latency as large amount of information

was communicated through the system in real-time. The robot’s gaze

length and responsiveness also depends on where people are standing

and what other events are happening. Some participants still experienced

sessions with minor hiccups, such as a few seconds of delay in behavior

and speech-to-text issues where the system completely misunderstood

a response. We believe these trade-offs were worthwhile, as the system

overall demonstrated that the group joining strategies and algorithm could

be used in real-world settings.

7.7. Conclusion & Contribution

In this chapter, we developed two human group-inspired joining strategies

and used them to investigate how a second mobile robot should join an

existing human-robot interaction. These were compared to an improperly

designed strategy in which the mobile robot positioned itself further away

than “normal”. We also investigated the effects of service scenarios on
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human spatial behaviors. We found that group configurations appear to

be robust to different positioning strategies, and that people corrected the

spatial arrangement imbalance in an “improper” condition and decreased

the distance to both robots and centroid. We also found evidence that

task involving people initiating physical actions may make improper

spatial behavior more noticeable. Our exploratory analysis found that tasks

involving physical action encouraged participants to get close to the robot

once it joined, but those differences in distance did not persist into later

stages of the interaction. We also found that changes in spatial behavior

happened only after the first robot interacted with the second robot. Our

results suggest that (1) people are willing to tolerate improper spatial

arrangements, and (2) there is a need to better understand effects of social

cues by robots on human spatial behavior in multi-robot group settings.
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8.1. Overview

Research in this chapter was conducted in collaboration with Elizabeth

Carter and Aaron Steinfeld.

As our last step, we conducted a short field study to better understand

how findings from the controlled user studies might translate to the real

world. Other prior work from our team has suggested that laboratory

environments may lower perceptions of risk [29] and heighten awareness

of certain details of robot behaviors [26]. Moreover, participants in one of

our prior studies mentioned that their preferences for the amount of social

interaction between the two robots might change based on their current

sense of urgency [94]. Furthermore, we believe that real-world conditions,

like having numerous people traversing the interaction environment and

not having a scheduled appointment with the robots, can affect the way

people interact with them and provide insights not available in a laboratory

environment.

8.1.1. Chapter Summary

In this chapter, we describe the system and present the findings from our

field study. First, we describe the changes made to the system from the

study in Chapter 7 (Spatial Formation in Person Transfers). We then discuss

the differences in the scenarios and environments. Lastly, we report the

instances of person transfers that we observed and insights from the data

that they generated.

8.2. Method

Figure 8.1.: The scene of the study.

This study took advantage of an existing deployed robot on our university

campus, Roboceptionist. This is a social robot system started in 2003 as

a long-term robotic platform, and it has been involved in multiple prior

studies in HRI [112, 134, 135]. Roboceptionist has undergone various changes

throughout its deployment, most notably in its character and backstory.

The latest version of Roboceptionist is an agent named “Tank”.

To capture the nuances missed in laboratory settings and observe unique

one-off situations from the combination of various factors in the environ-

ment, we used a qualitative observational study approach. We recorded

instances where people interacted with our robots and reviewed them for

interesting factors of interactions and pitfalls in our system. After some

interactions, we approached the participants and interviewed them about

their experience.
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As participants were likely to only interact with Tank once due to novelty,

we chose to have a single scenario that every participant experienced. The

new scenario involved the user(s) receiving stickers from the robots. We

structured this scenario to further explore the differences between the

Circular and Improper conditions in Chapter 7 (Spatial Formation in Person

Transfers). The study was approved by our university’s Institutional Review

Board.

8.2.1. Study Environment & System

trackable zone

Mobile Robot 
Base Position

Stationary Robot
(”Tank”)

Disclosure Sign

Figure 8.2.: An illustration of the study

scene layout

This study took place in the 3rd floor entrance hallway of Newell-Simon

Hall on Carnegie Mellon University’s Pittsburgh campus. A bird’s-eye view

illustration of the layout is shown in Figure 8.2. The Roboceptionist system

sits in a wooden booth in the entrance hallway. A partial wall in front

of the booth creates a physical barrier between humans and the robot. A

screen and keyboard for user input are placed on a wooden ledge directly

in front of the robot. The robot is visible to visitors as soon as they enter the

building from the main entrance. The Roboceptionist system consists of a

stationary robot body (iRobot B21R) and a screen mounted on a pan-tilt

unit that acts as the head.
1
Unlike the Baxter robot in the lab, Roboceptionist

1: Gockley et al. [112] provides an in-

troduction to the Roboceptionist project

and the platform behind it. That paper de-

scribes the previous iteration of the Robo-

ceptionist, Valerie.

can only pan its head, which we used to convey gaze direction. The screen

shows the animated face of “Tank”, a muscular face that wears a headset

that it uses to simulate taking phone calls. As part of our study, we made

some modifications to the system design and behavior of Tank. We audited

the existing codebase and fixed or replaced any failed components.
2

We

2: The majority of the issues were miss-

ing dependencies or depreciated external

services.

also added a microphone and a speech-to-text software stack to the system,

which allowed users to communicate with Tank through spoken speech.

The speech-to-text was disabled when the keyboard was in use. Instead of

using a laser scanner, Roboceptionist used the people-tracking component

in Section 6.4 (Sensory Layer) to perceive the positions of people interacting

with it. This extended Roboceptionist’s capabilities to be aware of people

in a larger area.

Similar to the previous experiment, we augmented the environment with

three Azure Kinect cameras that provided information about people’s

poses and locations. The cameras were connected by wires to the three

computers in the booth that controlled all aspects of the interaction. Our

mobile robot hid around the corner out of view and only appeared when

summoned.

As we could not account for all potential software issues through pilot

testing, we addressed these issues as they arose during the study. These

problems included invalid inputs and an overly aggressive interaction

model (e.g., Tank greeted everyone even if they were not close by).

8.2.2. Robot Joining Strategy

Figure 8.3.: Illustration of the group circu-

lar strategy.

One of the immediate differences from our previous study was that the

existing Circular strategy is unsuitable for interactions involving more

than 2 interactants because the perpendicular point can be occupied by



8.2. Method 97

another interactors. When there were multiple human interactors, we

used a modified Circular strategy. As in the lab study, we first calculated

the midpoint between an interactor and the main agent (here, Tank). We

repeated the process for all interactors and obtained an average midpoint

and distance. Afterwards, we obtained the desired distance from the

the average midpoint by multiplying the distance with a multiplier. We

then generated 24 points with the desired distance around the average

midpoint with an interval of 15 degrees to approximate a circle around

the average midpoint of the space in which the people and agent were

interacting (Figure 8.3). These points were then evaluated by our “pick

best” function that finds the best point for the mobile robot to join the

interaction. If no valid points were found, the process was repeated with a

higher distance multiplier. When evaluating a point, we considered three

factors: (1) whether it was valid, (2) its distance to mobile robot, and (3) the

smallest range in min-max distance to all members. The first two factors

were the same as in Chapter 7 (Spatial Formation in Person Transfers).

Figure 8.4.: A screenshot from simulated

human data. In the figure, three people

(green) stood in front of Tank and were rec-

ognized to be in a group. The system first

calculated the average midpoint (black)

and generated a circle of candidate points

around it (red). The system then picked

the best point (blue) based on the crite-

ria. The area inside the black outline is

the valid region which accounted for the

mobile robot footprint.

The third factor was added to find the point that minimized the differences

in the distances from the position to each group member. For example (as

shown in Figure 8.3), when two people are facing Tank, the mobile robot

will pick the leftmost point among the 24 candidate points as it is both valid

(not colliding with anything) and has the smallest range in its distance to

each member (i.e., the distances to Tank and the two people are similar).

The scoring function, 𝑓 can also be expressed as the following equation:

𝑓 (𝑝) =
{
−1 if ¬ valid(p)

𝑊𝑑 exp(−∥𝑝 − 𝑚∥) +𝑊𝑎 exp(min

𝑒∈𝐸
∥𝑝 − 𝑒∥ −max

𝑒∈𝐸
∥𝑝 − 𝑒∥) otherwise

(8.1)

where 𝐸 is the set of all entities (robot and human) in the current group,

and ∥𝑝 − 𝑚∥ calculates Euclidean distance between the tested point 𝑝 and

the mobile robot 𝑚. The weights were fine-tuned for our scenario. In our

study, we used 𝑊𝑎 = 1 and 𝑊𝑑 = 8.

To use this new strategy in our existing algorithm 1 from Chapter 7 (Spatial

Formation in Person Transfers), we updated the algorithm (1) to choose the

two variations based on the number of interactors and (2) to use the new

scoring function.

8.2.3. Scenario

Instead of using the scenarios from the prior study, we created a new

scenario similar to the “Pickup” scenario. When the study was active,

Tank told the participants interacting with it that it was giving out stickers

as part of its reopening. If the participants indicated they wanted the

stickers, Tank would inform them that it had run out of stickers and would

summon another robot (“green mobile robot”) who had more stickers. The

mobile robot would then drive around the corner and join the interaction.

After exchanging greetings with Tank, the mobile robot prompted the

participants to take a sticker from a top-mounted tray. The experimenter,



98 8. Person Transfers in the Field

who was standing nearby and tried to be out of the way, could command

the robots to skip the prompt if participants had already taken the stickers.

Afterwards, the mobile robot told Tank that someone would be coming

with more stickers. We added this brief conversation to observe how people

would react and observe people’s movements while a group interaction

with the two robots was in progress. After the conversation, the mobile

robot informed the participant that it had to leave, and it departed. Tank

then looked at the participant and told them about the study, mentioning

that they could approach the experimenter if they had any questions.

8.2.4. Participants & Recruitment

Our study included four types of participants:

Passerby – These were people who passed by our robots without interact-

ing with the robots or observing any human-robot interactions.

Observers – These were people who passed by and observed the robots

interacting, e.g., by slowing down or stopping to watch someone

else interact with it. However, they did not directly interact with the

robots.

Participants Group A – These were people who took part in some or all

of the multi-robot interaction
3
.3: Some participants left the interaction

halfway.

Participants Group AA – These were people who were in group A and

also answered a few questions that the experimenter asked. This

interaction took less than 5 minutes. Participants in this condition

were not compensated.

Participants Group AB – These were people who were in group A but also

participated in a 15 minute interview and completed a questionnaire

after the interaction. Participants were compensated $10 USD for

their time.

After the participants completed the interaction, the experimenter ap-

proached the participants and asked if they have any questions and inform

them about the interview. We were not able to intercept all participants as

some left the building while the mobile robot was driving back
4
. Further-4: We had to supervise the mobile robot

going back and only approached the par-

ticipants after the robot stopped.

more, not all participants agreed to be interviewed due to other commit-

ments. We also did not interview participants who knew or recognized the

experimenter.

There were two groups of approached participants (AA and AB) as we

wanted to give them the option to answer a few questions instead of a 15

minute interview. Group AA also acted as a pilot group as we tested the

questions to ask participants.

We recorded 7 hours and 2 minutes of study data
5

5: This was the duration with recorded

interaction data (e.g., video data, robot

state, etc).

over 4 work days. The

recordings all took place between 11:22am and 6:30pm. We only enabled

the microphone input system for some sessions. We observed during

our pilot testing that vast majority of people who walked through the

hallway ignored Tank. Therefore, we added an additional sign in front of

Roboceptionist to advertise that it was giving away free stickers. In our
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post-study analysis, we observed 18 person transfer interactions involving

at least 40 people
6
. We interviewed 11 people (3 in group AA and 8 in 6: We obtained this number by counting

the number of people in front of Tank

when the mobile robot was summoned.

We believe this is a lower bound as there

were multiple instances where people ap-

proached or interacted with the robots

after the mobile robot showed up.

group AB).

8.2.5. Technical Issues & Implications

Unfortunately, we were not aware that our system was not functioning as

planned. When there was a high volume of people, our internal interaction

model ran at a slower cadence than our input stream. This led to a backlog

of data and the model lagging behind real-world data as time passed
7
. The 7: We failed to enforce a maximum queue

size for the ROS topic, which led the queue

to grow very large.

system was run for hours at a time and led to our model being significantly

behind. This caused the mobile robot joining strategy to use outdated

data and led to 11 out of 18 of our sessions to use the backup position.

Furthermore, as we did not save the necessary data, we were unable to

verify the extent of the delay on the remaining 7 sessions.

While this was detrimental to our understanding of the effects of the joining

strategies, the primary goal for this study was to understand how people

responded to our robot in the field, and that was not affected by this error.

In all cases, participants experienced a person transfer. Their behavioral

responses and interview data can provide some insights into how these

systems might work outside of a laboratory setting.

8.3. Findings & Discussion

Figure 8.5.: A participant reacting to the

arrival of the mobile robot.

8.3.1. Overall Impressions

Overall, participants told us that they thought the interactions were “cool”,

“fun”, and “really neat”. For most participants, the highlight of the inter-

action was the arrival of the mobile robot. This was also reflected in our

observations where participants expressed excitement when they saw the

mobile robot approaching them.

8.3.2. Trust in Person Transfers

Figure 8.6.: A comic strip showing participants leaving after Tank informed them it had run out of stickers and coming back after the mobile

robot showed up. (1) A group of participants interacting with Tank. (2) The group walked away after Tank told them it ran out of stickers. (3)

One of the participants (in blue) saw the mobile robot, pointed at it, and called for the group. (4 & 5) The group came back and surrounded

the mobile robot to get the stickers.
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One of the common themes bought up by the interviewed participants

was that they were surprised that the mobile robot showed up with more

stickers. Participants told us that they thought the sticker was a lie and

that Tank was joking in saying that another robot would come to give out

stickers. Their rationales were that the joke fitted Tank’s personality and

that they had never seen another robot in this area before. Participants

stated they did not believe it was true until they saw the mobile robot

turning the corner. This reinforces the current novelty of interacting with

multiple robots and the need for more research on this topic.

Participants’ behaviors confirmed this disbelief in the promise of another

robot: in several interactions, after Tank informed a participant that it had

run out of stickers, the participant left the interaction. As the mobile robot

moved towards Tank, the participants turned around and reengaged with

the robots (Figure 8.6). There were also participants who intercepted the

mobile robot and took the stickers from it as they left.

8.3.3. Mobile Robot Handover

Figure 8.7.: A participant taking the stick-

ers from the mobile robot as the mobile

robot finished its movement.

The action of picking up the sticker from our mobile robot can be viewed as

a “handover” of an item from our mobile robot to participants. One of the

interesting findings in Chapter 7 (Spatial Formation in Person Transfers)

was that the majority of the participants in the Improper condition talked

about how far away the mobile robot was in the Pickup condition. We

believed this might have been caused by participants being unsure about

when they should approach the robot and take the package.

In 13 out of 18 person transfer instances, participants took the stickers while

the mobile robot was still trying to reach its final position (10 “Backup”

position, and 3 “Circular”). In the remaining 5 scenarios, participants only

took the stickers after being prompted by the mobile robot. Besides one

unique case where the participants were recording the interaction, the

mobile robot was further away from the participants in the remaining 4

sessions (1 “Circular” and 3 “Improper”).

These results provided insights into how people perceive receiving items

from a robot. The act of receiving an item requires the person to decide

when to approach and take the item. In most cases, as the robot got close

to the participants, participants took that as permission to take the items.

In cases where it was further away, participants waited for the signal from

the robot that it had completed its movement before taking the item.

8.3.4. Change in Group Membership

Among the 18 sessions, we observed a few instances where someone

joined the interaction halfway. In one case, one participant (P4) joined two

others who were already interacting with Tank. The first two participants

requested the stickers and the mobile robot approached the group, moving

to its backup position. As the mobile robot got closer, P4 stepped back and

moved away from the interaction. From the recording, we observed that
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Figure 8.8.: A comic strip showing a participant (P4, blue backpack) joining halfway. From left to right: (1) P4 joined two other participants

who were interacting with the robot. (2) The mobile robot was summoned and moved towards them. (3) P4 stepped back as the robot

approached them. (4) P4 observed the interaction between the mobile robot and the other two participants. (5) P4 stepped further away as

the interaction progressed.

P4 stood further away and even stepped back as the two robots interacted

with each other.

In the post-interaction interview, P4 mentioned that it was unclear to them

if they were part of the interaction because it was their friends who were

initially interacting with the robot. As the mobile robot moved towards

them, P4 was unsure if the mobile robot knew they were part of the group

and moved out of the way. This sequence of interaction shows that the

joining behavior has the potential to influence people’s perception of group

membership. A better and socially appropriate position could have made

P4 feel confident they were part of the group and have been less likely to

prompt them to move away.

In one of the sessions, we observed a participant who stood to the side

observing the interaction between the robot and another group of partici-

pants. Once the participant observed the group taking the stickers, they

stepped in, took a sticker, and left. It was unclear if the person knew anyone

who was initially interacting with the robots.

8.3.5. Mobile Robot Joining Position

While the mobile robot moved to the backup position in the majority of

the interactions, we still collected valuable feedback on the position choice.

Participants generally found the chosen position to be appropriate. One

of the participants who experienced the backup position stated that they

wished the robot was closer. They talked about while the position of the

robot was where they expect a person to be, they believe the robot needed

to come closer because it lacked the manipulation capabilities to hand over

the object like a human would. Because the participant had to lean forward

and take the object, they talked about how the robot should be only “one

hand” (arm’s length of) distance away compared to the “two hands” of

distance that it was
8

8: “Two hand” as in one arm’s length by

the robot and one arm’s length by the

participants, similar to how a handover is

done by humans.

distance that they experienced.

These findings, together with our observation of handovers and changes in

groups, demonstrated the importance of a task-aware and human-aware

joining strategy. A static position may lead to the system accidentally

excluding others in the group, lead to people misinterpreting the robot’s

action, and could likely be a poor position for certain tasks.
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8.3.6. Effects of Keyboard Inputs & Failures of

Speech-to-Text

When we first designed this study, one concern we had was that the

keyboard input would limit the movement of participants because it would

require them to move back to the starting position (where the keyboard

was) to provide input. We ran this study with both keyboard input only

and the combination of keyboard input and microphone.

Figure 8.9.: An example showing a par-

ticipant first attempting to use speech to

interact with Tank (top) and eventually

using the keyboard (bottom).

Due to the combination of ambient sounds, hallway acoustics, and COVID-

19 masking guidelines, our speech-to-text system was unreliable. We

observed multiple participants who first attempted to use the speech

system before stepping forward and interacting with the robot through the

keyboard. In the interviews, participants also expressed similar sentiment

and talked about how the microphone was unreliable and they ended up

using the keyboard.

We also found some evidence supporting our concern that participants

would move to the starting position. We observed participants moving back

to the keyboard to type responses such as “Thanks for the stickers”, “got the

sticker”, ‘’thanks”. This supports our intuition that the keyboard anchors

the human position during the interaction and changes the spatial dynamics

in the interaction. Future work should explore how these anchors
9

9: In addition to keyboards, task require-

ments such as a fixed tool could also

change how people move during these

group interactions.

influence

user positions and movements during person transfers and multi-robot

interaction.

8.3.7. Robot-Robot Communication

After the participant picked up the sticker, the robots had a quick conver-

sation. Participants had mixed reactions to the exchange. In a few cases,

participants left after taking the stickers and did not wait for the interaction

to finish. This was understandable as the conversation did not add any

value to the service. The majority of the participants did wait for the robots

to finish their conversation. When asked about the conversation, one of the

participants mentioned that it was a good addition as it showed they could

communicate and were on the same team. Some participants also stated

that it was artificial and a performative act. One participant also mentioned

they were surprised that the mobile robot could talk at all.

8.3.8. Other People in the Scene

We were also interested in how bystanders and others in our study area

interact with our robots. In the majority of the sessions, when the mobile

robot was close to Tank, we observed people moving around the robots

and the participants interacting with our robot. When there was a big

gap between the participant and the mobile robot, we observed that most

people in the passersby category simply walked through the gap, violating

the human-robot group space (Figure 8.10). However, we did observe one

instance where a person consciously walked around the mobile robot even

when it was far away from the participant it was interacting with.
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Figure 8.10.: A comic strip of a group of people walking through the group interactions. From left to right: The participant (red shirt)

observed the greeting between robots. A group of people simply walked between the robot and the participants. After the group passed, the

participant approached the mobile robot to get the sticker.

Figure 8.11.: The top down annotated

point cloud view of the scene. We an-

notated the position of the participants

(circle), the walls (white edges), the mo-

bile robot (square), and the bystanders

moving through (triangle).

It was unclear how much the layout of the hallway affected whether

bystanders decided to walk through the gap. In the scene shown in

Figure 8.10, the mobile robot moved to the middle of the hallway and slightly

blocked the default route through the hallway (as shown in Figure 8.11).

While there was sufficient space behind the mobile robot for people to

move through, it required large trajectory changes, and the space behind

the robot was unlikely to fit a group of people. The function of the hallway

as a means of moving between spaces may have also led bystanders to

believe it was socially acceptable to violate group O-spaces. Having said

this, it was also unclear if the bystanders perceived the robot as being in a

group with the two participants.

We also encountered issues where other people in the scene purposely

blocked the movement of the robot
10

.

10: A lot of the people walking through

the hallway were students of our univer-

sity and some tried to test the limits of the

robot.

8.4. Limitations & Future Work

Our main limitation was the failure to validate the effectiveness of the new

group circular joining strategy. While our simulated human data show that

the position seemed reasonable, we were unable to verify that our new

group joining strategy was socially appropriate in the real world. We hope

we can address this in the future.

As pointed out above, group memberships and participants in the inter-

actions were not static and constantly changed as people joined and left

the interaction. We observed cases where up to 7 people concurrently

interacted with our robots and cases where people left and rejoined the

group throughout the interaction. We used a simple model to determine the

group membership and only used it once when the mobile robot calculated

its goal position. As the mobile robot approached a group, the group

membership could change and the chosen position could be outdated. A

more dynamic model may be more useful in the future.
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8.5. Conclusion & Contributions

Our field study expanded our understanding of how person transfer works

and is perceived in the field. Our findings demonstrated why a context-

aware socially appropriate mobile robot joining strategy is needed. A

fixed position strategy, similar to our backup position, will likely be less

preferable for some tasks, alienate certain group members, and not react

to the changes in group membership. Similarly, a bad, improper position

can also lead to interruption by others as they walk through the interaction

O-space. We also found it is important for the first robot to communicate

clearly how and when a transfer is going to happen. We believe that the

dialog by Tank (“I ran out of stickers. Let me call green robot with more

stickers,”) likely did not instill confidence as it did not convey when and

how the second robot would arrive.



Part 4: Final Words





Future Work & Real World

Considerations 9.

The opportunities enabled by multi-robot interaction are rich and generate

research questions that could span multiple PhDs. This dissertation focuses

on person transfers, a very specific phase of multi-robot human interaction.

In this section, we first briefly summarize and revisit the unanswered

questions related to person transfer that this dissertation has exposed. We

also discuss other areas of possible future exploration related to multi-robot

interactions. We end by discussing research and ethical implications of our

findings.

9.1. Unanswered Questions from this

Dissertation

9.1.1. Composition of Robot Teams

One of the main limitations of this work is the focus on person transfer

between two robots, in which humans only interact with at most two robots.

An interesting unanswered question is how the results would scale and

evolve when there are more than two robots. The robots’ capabilities could

also influence how people perceive the necessity of person transfers. We

highlighted multiple reasons a service might utilize person transfers, but

these choices might not be obvious to the users
1

1: For example, one of the study partic-

ipants in Chapter 5 asked why the first

robot did not have wheels so it could lead

them to their destination. Likewise, a user

might not be aware of a service require-

ment for a robot to stay on station or that

the first robot had a drive failure.

. Therefore, future work

should investigate how such interactions could be expanded beyond two

robots.

Additionally, further exploration is needed to examine how the mor-

phologies of the robots could impact people’s perceptions of multi-robot

interactions and other variables that our work has measured. In our studies,

multiple participants commented that the mobile robot’s eyes were cute

and that Tank’s face was robotic and creepy
2

2: It was designed that way by its creators

to fit Tank’s personality and storyline.
. Different morphologies not

only affect the appearances but also enable different functionalities: at least

one participant expressed the opinion that the mobile robot should move

closer to make up for the fact that it lacked the manipulation capability

to hand over a sticker as a person would. It is worth considering how

morphology can change perceptions of person transfer and how it can

directly affect transfer. In Chapter 4 (Design Space for Multiple Robots And

Person Transfer), robot form was one of the factors of our taxonomy. For

scope reasons, none of our follow-up work explored this avenue. While

morphological differences between robots in different scenarios are un-

avoidable
3

3: Even if we are able to standardize robot

platforms across the globe, it is likely that

different generations of robots will have

different capabilities and subtle design

changes that could influence human be-

havior.

, we can also explore ways of quantifying the differences and

explore how they correlate with human acceptance and behavior
4

4: An example of this type of work is

Phillips et al. [136] where the authors

quantified how the features of a robot face

influenced how human-like a robot is.

.
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9.1.2. Domain of Transfer

In this dissertation, we investigated our research topic through the lens

of service interaction where users received services from robots (e.g.,

leading to another location, experiencing a system failure when presenting

information). These tasks were based on current human-human person

transfers. Deployed robotic systems that complete some of these tasks with

a single robot also exist. However, we only sampled a portion of potential

interactions and a different domain could influence human acceptance and

design insights. For instance, the way robots should interact with each other

in Chapter 5 (Inter-Robot Communication & Information Transmission

In Person Transfer) might change in high-stress scenarios where users

prioritize completion over interaction. Users might also care less about

where the mobile robot is and might even prefer joining positions that

minimize task time over social normative positions. We also did not explore

collaborative settings where the same robot repetitively leaves and rejoin

an interaction.

9.1.3. Scheduling Person Transfers

While there are many cases where transfers between service robots are

unavoidable (e.g., when a robot cannot physically complete the task, when

a robot’s path is blocked by physical obstacles, when a robot fails, etc.),

there are also cases where transferring between service robots is preferred,

although not required. In these scenarios, there are sometimes other

constraints, such as an owner’s desire for a robot to remain in a location or

concerns about resource allocation. Prior works such as [16, 92, 137] have

explored the reassignment cost—the cost of having the robots guide the

users instead of completing their background tasks. However, whether

a transfer is suitable or even allowed might also depend on the person’s

preference. For example, a person with low trust in automation might

prefer single-robot interactions. Future work should further explore the

role of user preferences in scheduling person transfers.

9.2. Other Interesting Areas in Multi-Robot

Interaction

As described in Subsection 4.2.4 (Findings), multi-robot interaction exists

in various other contexts. Person transfers could be the first phase or part

of various types of multi-robot human interaction.

1. Multi-Robot Collaborations – While transfer can be a part of multi-

robot collaborations, there are many cases where the collaboration

between robots could be continuous. For instance, how should we

model the continuous information transfer between robots when they

are actively collaborating in a group with both humans and robots?



9.3. Ethical Considerations 109

2. Passive Multi-Robot Interactions – In a world full of robots, it is

highly likely there will be other robots living around us but not

actively engaged in our service. For example, while we receive

guidance from a mobile robot, there could be a Roomba nearby that

is vacuuming the floor. Should there be interactions between the two

robots? Should they have some coordination of their actions? If not,

how should the other robot know the first robot is incorporating that

knowledge into planning?

3. Longitudinal Interactions – Interacting with a robot is likely not a

one time affair. Our examples of person transfer were often immediate

or with some delay. However, we can also see repeated interaction

between a person and a robot as transfers where the person leaves

and reengages with the robot everyday. How might our findings

change over repeated exposure?

9.2.1. Person Transfers in a Multi Intelligent System Future

Another interesting aspect of this problem that is worth investigating further

is transferring users to other intelligent systems or smart environments. An

example of such transfer is prior work by [47] in which a physical social

robot redirects user attention to a virtual agent or my other work on a

social robot managing user attention between itself and a smart screen [25].

How would the agency and embodiment of the other device change the

findings in our work? Could the same transfer strategy work with a screen

interface?

9.3. Ethical Considerations

Beyond the limitations and open questions in our study, we also reflect

on the ethical considerations for our results and contributions in this

dissertation.

All of our studies were conducted with approval by our university’s

Institutional Review Board (IRB). Among our studies, the field study

described in Chapter 8 (Person Transfers in the Field) carried the most

ethical risk. In this study, passersby were only informed about the recording

through disclosure signs and participants were only informed they were in

a study after they interacted with the robots
5

5: All our other studies had recruited par-

ticipants with informed consent at the

start of the study. We also described in

detail the optional permissions when pre-

senting the consent form.
.

Disclosure Signs

Figure 9.1.: Location of the disclosure

signs in the study area.

We placed multiple RGB-D cameras in the environment to capture the

reaction and movement of both people interacting with Tank and other

individuals who were moving through the hallway. While the hallway

was deemed a public space with no expectation of privacy, we still placed

signs around the area and gave people ways to anonymously contact us

with requests to have their data deleted. We also stated in our IRB that

any video data released would have human faces pixelated, unless agreed

by the participants afterwards on a consent form. We believe it is our

responsibility as researchers to weigh the possible benefits of sharing the

data against the cost of the participants’ privacy. While complete natural
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data of people interacting with multiple robots would be an interesting

dataset for future research, we believe large gains still can be made from a

cleaned, anonymized interaction dataset.

The system described in Chapter 6 (Interactive System) relied on complete

knowledge of people’s position in the world. We implemented this approach

by placing multiple RGB-D cameras in the environment to record people’s

movements and positions. We choose this approach to overcome the issue

of occlusion, which is common in group settings. While this made it easier

for the study, systems like this may not be the best way forward for robotic

technology as it encourages a future with complete surveillance of the

environment. We believe it is possible to gather the same information with

some trade-offs from a single camera system.

Our participants were also from a population that does not reflect the

general population. Our participants were younger, educated, and were

conveniently sampled from those close to our university. The participants

were also likely to be more familiar with technology or robots either through

their education or past experiment experiences
6

6: Some participants have disclosed to

us that they had taken part in multiple

human-robot experiments.

. This bias could have an

impact on our findings as it might not be generalizable, especially with

older or novice users. Our small sample size likely further exaggerates this

concern.

We believe the potential for misuse of our system and findings is minimal. It

is possible that the social communication and the appearance of intelligence

by our system could convey to people that the system is more intelligent

and create over-trust [138]. While we believe it is important for researchers

to understand the boundaries of future novel interactions through studies

like this, we need create better ways to convey such limitations to novice

users in the future. Furthermore, as we found support that explicit transfer

of information was preferred by our participants, we need to consider how

to determine the type information that should be transferred and whether

it should be done discretely or explicitly. Improper disclosure or sharing of

information can lead to a breach of privacy. Systems will also need to be

transparent about what is being transferred and have ways to demonstrate

that to unfamiliar users.

One of the primary concerns about robotic technologies is whether they

are a net positive for our society or exaggerate inequality [139]. In our

work, we see the role of the robots as being supplementary to those of

humans, enabling humans to focus on tasks that are difficult for robots or

rewarding for humans, and extending service reach during times when

humans prefer to not work (e.g., in the middle of the night). For example,

a transit station agent might deploy a mobile robot to distant entrances

or supervise a kiosk robot at a remote location. However, this work has

advanced our knowledge of how certain types of tasks could be automated,

leading to fewer future job opportunities. We do not pretend to have an

answer to this complex social-economical question about automation, but

as a society, we need to better prepare for the addition of automation and

robots in our workforce.
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10.1. Research Contribution

Our work contributed to to the field’s understanding of an important

phase in multi-robot interaction: the person transfer. We believe some of

our most important contributions are demonstrating the nuances in this

new research area, proposing new research questions, and inspiring more

conversation in our research community. While simple, person transfers

should be examined across more varied research lenses and contexts.

In our exploration, we investigated certain aspects of person transfers. We

now reiterate the contributions of each chapter, categorized by the type of

contribution to the field in the following sections.

10.1.1. Design Findings

The following are the contributions of this dissertation that may be useful

to HRI designers:

Ch. 4 When designing person transfers, designers can use our taxonomy

as a framework to guide their choices.

Ch. 4 When discussing person transfers with other stakeholders, our

taxonomy provides a vocabulary and template to communicate and

understand the problem space and the required criteria for the

service.

Ch. 5 When designing interactions between multiple robots, it might be

preferable to design verbal interaction to follow human social norms,

even when robots lack human features.

Ch. 5 When designing the presentation of information exchange between

robots in front of humans, it is inadvisable to have the information

transfer be hidden. However, we have no evidence regarding what

type of transfer (acknowledging vs. reciting) is preferable.

Ch. 7 When designing the arrival of the second robot, the designer can

employ one of the two different robot joining strategies that our

studies found to be perceived as socially appropriate.

Ch. 8 When designing the person transfer experience, designers can review

our observations for inspiration and identify potential pitfalls.

10.1.2. Behavioral Findings

This dissertation contributes the scientific knowledge on people’s behaviors

when interacting with multiple robots during person transfers:

Ch. 4 Presents different factors that are potentially important for users in

person transfers.
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Ch. 5 Participants reacted more positively to the speaking robot when

the verbal communication between robots followed social norms,

as compared with when the verbal communication did not follow

social norms or when there was no verbal communication during a

transfer.

Ch. 5 Participants reacted more positively towards a minimally social robot

when there was social interaction between it and a social robot, as

compared to when the social robot spoke on behalf of the minimally

social robot during a transfer.

Ch. 5 Participants found a robot to be less mean and more likable when it

recited information aloud to another robot, as compared to when it

silently transferred the information to the other robot while transfer-

ring a user between robots. This also validates prior work [12].

Ch. 7 When faced with “Improper” configurations, where one robot was

further away than another, participants moved to rebalance the

group’s spatial configuration.

Ch. 7 Validates the existence of F-formations in multi-robot interaction by

showing people corrected formations.

Ch. 7 Participants noticed bad spatial formations more during tasks with

physical actions that required participants to take initiative.

Ch. 8 Insights on how people interact with multiple robots in a real-world

person transfer scenario.

10.1.3. Technical Findings

This dissertation contributes the following technical advances:

Ch. 5 An autonomous proof-of-concept human transfer system demon-

strating coordination and verbal exchange between robots. This

demonstrated the feasibility of implementing such a system for

future deployments.

Ch. 6 An open-source system
1

that allows other teams to advance research1: https://github.com/CMU-TBD/tan-

dissertation-2022
in multi-robot interaction or deploy commercial robot applications.

Ch. 6 Multiple components that connected various frameworks used in our

system (\Psi , IPC, and ROS). We also created various components to

assist in the visualization of ROS data in PsiStudio.

Ch. 6 Open-sourcing of our components will enable other researchers to

use all or parts of our components. It will also provide examples

to interested parties of how we designed and implemented our

interactions.

Ch. 7 & Ch. 8 Methods for a mobile robot to select socially appropriate

goal positions when joining a group.

10.2. Closing Remarks

This thesis only explored a small part of the space of multi-robot human

interactions, the person transfer. Even in this research area, there are still

multiple unanswered questions (Chapter 9). One of the goals of this thesis is

https://github.com/CMU-TBD/tan-dissertation-2022
https://github.com/CMU-TBD/tan-dissertation-2022
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to inspire more research in this area, especially on how dyadic human-robot

interactions are enhanced by other robots and intelligent systems. By using

a wider lens and looking not only at individual robots in isolation but also

at robots joining and leaving existing human-robot interactions, we can

find new research questions that were present but concealed by the veil

of “complexity”. Our research has provided evidence that in multi-robot

person transfer, the whole is greater than the sum of the parts. The addition

of the second robot not only revealed questions pertaining to the inclusion

of the second robot (e.g., joining strategy, rationale for inclusion) but also

surfaced new questions (e.g., robot-to-robot communication, trust in person

transfers) from the synergy of both robots. We hope this thesis provides a

convincing argument to explore this vast new space and a good foundation

for examining the crucial phase where a dyadic interaction transforms into

a group interaction, and for discovering the richness of this space.





Appendices





Questionnaires for Chapter 5 A.

The following pages are the questionnaires used in Chapter 5 (Inter-Robot

Communication & Information Transmission In Person Transfer). The pages

are arranged with the three questionnaires (Q1, Q2, and Q3) followed by

the demographic questionnaire.



V4.1 - 09/18/2018 Questionnaire 1 

Participant ID (Number): Robot Name: Guide Robot 

Part 1(A). ​Please answer the questions below on a scale from 1 to 7:  

 

● I trust the guide robot will be able to guide me to my destination.  

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 

 

● The guide robot is dependable. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● The guide robot is reliable. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● I can count on the guide robot to guide me to my destination. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● I am wary of the guide robot. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● I am confident in the guide robot’s ability to complete the task. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

Part 1(B). ​Please answer the questions below on a scale from 1 to 7: 
 

● The receptionist robot is a reliable partner. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● I feel kind of protective towards the guide robot. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The guide robot’s problems do not disturb me a great deal.  

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● The two robots like each other. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The two robots know each other well. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The two robots compliment each other well. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● The guide robot is a reliable partner. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The two robots ignore each other. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● I was bothered by the receptionist robot’s behavior. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 



V4.1 - 09/18/2018 Questionnaire 1 

GUIDE ROBOT​ EVALUATION: 
 

Part 2. ​How closely are the words below associated with the ​guide robot​? 

 

Happy  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 
Feeling  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Social  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Organic  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Compassionate  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Emotional  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Capable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Responsive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Interactive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Reliable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Competent  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Knowledgeable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Likable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Mean  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Friendly  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 



V4.1 - 09/18/2018 Questionnaire 1 

RECEPTIONIST ROBOT​ EVALUATION: 
 

Part 3. ​How closely are the words below associated with the ​receptionist robot​? 

 

Happy  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 
Feeling  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Social  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Organic  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Compassionate  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Emotional  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Capable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Responsive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Interactive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Reliable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Competent  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Knowledgeable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Likable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Mean  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Friendly  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 



V4.1 - 09/18/2018 Questionnaire 1 

Part 4. ​Please answer the questions below in as much detail as you can provide. 

 

1) How would you describe the relationship between the receptionist robot and the guide robot?  

 
 

 

 

 



v5 - 09/23/2018 Questionnaire 2 

Participant ID (Number): Robot Name: 

Part 1(A). ​Please answer the questions below on a scale from 1 to 7:  

 

● I trust the guide robot will be able to guide me to my destination.  

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 

 

● The guide robot is dependable. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● The guide robot is reliable. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● I can count on the guide robot to guide me to my destination. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● I am wary of the guide robot. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

● I am confident in the guide robot’s ability to complete the task. 

Not at all    1     |     2     |     3     |     4     |     5     |     6     |     7     Extremely 
 

Part 1(B). ​Please answer the questions below on a scale from 1 to 7: 
 

● The receptionist robot is a reliable partner. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● I feel kind of protective towards the guide robot. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The guide robot’s problems do not disturb me a great deal.  

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● The two robots like each other. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The two robots know each other well. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The two robots complement each other well. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● The guide robot is a reliable partner. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● The two robots ignore each other. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 
 

● I was bothered by the receptionist robot’s behavior. 

Strongly Disagree    1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 



v5 - 09/23/2018 Questionnaire 2 

GUIDE ROBOT​ EVALUATION: 
 

Part 2. ​How closely are the words below associated with the ​guide robot​? 

 

Happy  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 
Feeling  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Social  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Organic  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Compassionate  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Emotional  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Capable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Responsive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Interactive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Reliable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Competent  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Knowledgeable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Likable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Mean  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Friendly  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
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RECEPTIONIST ROBOT​ EVALUATION: 
 

Part 3. ​How closely are the words below associated with the ​receptionist robot​? 

 

Happy  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 
Feeling  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Social  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Organic  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Compassionate  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Emotional  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Capable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Responsive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Interactive  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Reliable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
 

Competent  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Knowledgeable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Likable  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Mean  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 

 

Friendly  
Definitely not associated    1    |    2    |    3    |    4    |    5    |    6    |    7   |    8    |    9    definitely associated 
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Part 4. ​Please answer the questions below in as much detail as you can provide. 

 

1) How would you describe the relationship between the receptionist robot and ________________?  

 
 

 

 

2) What did you like and/or dislike about the interaction with the robots? 
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Participant ID (Number):  

 

Part 1. ​Check the box next to your choice. 

 

Did the​ receptionist robot ​get your name right? 

 

☐ Yes ☐ No 

 

Do you think the ​guide robots ​(Blue Robot, Green Robot, Yellow Robot) knew the following information 

after the interactions were completed? 

 

That you wanted help navigating to a location ☐ Yes ☐ No 

 

Your destination ☐ Yes ☐ No 

 

Your name ☐ Yes ☐ No 

 

Your preferred walking speed ☐ Yes ☐ No 

 

Please feel free to explain any of your answers: 

 

 

 

 

Part 2. ​Please answer the questions below on a scale from 1 to 7:  

● Yellow Robot is competent.  

Strongly Disagree   1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● Green Robot is competent.  

Strongly Disagree   1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 

● Blue Robot is competent.  

Strongly Disagree   1     |     2     |     3     |     4     |     5     |     6     |     7     Strongly Agree 

 
 

Part 3. ​Please circle your choice for each of the questions below: 

 

If you needed a robot to lead you somewhere, which one would you choose? 

Yellow Robot | Blue Robot | Green Robot 
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I feel connected the most to ……. 

Yellow Robot | Blue Robot | Green Robot 

Which robot do you prefer the least?  

Yellow Robot | Blue Robot | Green Robot 

Which is the most likable robot? 

Yellow Robot | Blue Robot | Green Robot 

Which is the most knowledgeable robot? 

Yellow Robot | Blue Robot | Green Robot 

In which round was the receptionist robot the most likeable? ​(Check the box next to your choice.) 

❏ Round 1 - ( Robot as guide) 

❏ Round 2 - ( Robot as guide) 

❏ Round 3 - ( Robot as guide) 

Which interaction with the receptionist robot did you find the least preferable? ​(Check the box next to 

your choice.) 

❏ Round 1 - ( Robot as guide) 

❏ Round 2 - ( Robot as guide) 

❏ Round 3 - ( Robot as guide) 

 

Part 4. ​Please answer the question below in as much detail as you can provide. 

 

1) How do you think information is transferred between the two robots? 

 

 

 

 



v3 (09/23/2018) Demographics 

Participant ID (Number):  
 

Part 1. ​Please answer the following questions: 

 

1) What is your age?  _____________________________________________ 

 

2) What is your native language? ____________________________________ 

 

3) What other languages do you speak? ______________________________ 

 

4) What is your gender? ___________________ 

 

5) How often do you use a computer (answer below on a scale from 1 to 7) ? 

 

Never         1     |     2     |     3     |     4     |     5     |     6     |     7           Often (daily) 

 

6) How familiar are you with robots (answer below on a scale from 1 to 7) ? 

 

Not at all         1     |     2     |     3     |     4     |     5     |     6     |     7           Very familiar 

 

7) What is your occupation (field of study if student)? __________________ 

 

8) Do you own a pet?   ▢ No   ▢ Yes 
 

If yes, What kind of pet do you own? _________________ 

 

9) Do you own a smart assistant (Amazon Echo, Google Home, etc)? ▢ No   ▢ Yes 
 

If yes, What kind of smart assistant do you own? _________________ 

 

9) Do you own a robot? ▢ No   ▢ Yes 
 

If yes, What kind of robot do you own? _________________ 



Multi Depth Camera Calibration B.

In Chapter 6 (Interactive System), our system used multiple depth cameras

to track participants in the scene. To enable this tracking, we needed to

know the position and orientation of each camera in the world
1
. This short 1: This process is also known as extrinsic

calibration.
chapter describes how we calculated the relative position of each camera.

Our calibration process was similar to the one described in [140].

B.1. Procedure

Figure B.1.: The Charuco board used for

calibration.

Our calibration pipeline uses \Psi and OpenCV. To find the position of

each camera, we first recorded a 30-second video of a 4x5 Charuco board

(Figure B.1) that was visible to all the cameras. The color images from each

camera were then processed by OpenCV’s aruco contrib library that

detected the Charuco board and returned an estimated pose of the board

in each image if found. Because we were interested in the body tracker

result that used the depth camera, all poses were first transformed from

the color frame of reference to the depth camera frame of reference. This

was done by using the factory-provided transformation matrix.

We then synchronized the poses from all cameras and created pairs of

poses from the same time point. Each pair was at most 10 milliseconds apart

according to the capture times. Given four cameras, we had 6 pairs (

(
4

2

)
)

of the poses. Not all pairs always had values as the board was not always

visible at the same time for certain pairs. For example, in our laboratory

study, the board was not visible to camera 1 and camera 3 at the same

time.

Because both poses are describing the same object, just in different cam-

era’s frames of reference, we can use the following formula to find the

transformation that links the cameras:

𝑃̂𝑐𝑎𝑚𝐴
𝑇𝑐𝑎𝑚𝐴→𝑐𝑎𝑚𝐵

= 𝑃̂𝑐𝑎𝑚𝐵
(B.1)

where 𝑃 is the pose matrix (4 × 4) of the board in each camera frame, 𝑃̂

describes the inverse of the pose matrix, and 𝑇𝑐𝑎𝑚𝐴→𝑐𝑎𝑚𝐵
(4 × 4 matrix) is

the transformation matrix that describes the relationship between the two

cameras and the matrix we are trying to solve for.

Assuming that we have 𝑛 number of pairings for a pair of cameras, we

can use the above equation to find the transformation matrix between

the cameras. Because the last row of a transformation matrix is fixed[
0 0 0 1

]
, we only have to solve for 12 elements in the transformation
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matrix. We can reconstruct B.1 with 𝑇 as a single column vector:

𝑃𝑎11 , 𝑃𝑎12 , 𝑃𝑎13 , 0, 0, 0, 0, 0, 0, 0, 0, 0

0, 0, 0, 𝑃𝑎11 , 𝑃𝑎12 , 𝑃𝑎13 , 0, 0, 0, 0, 0, 0

0, 0, 0, 0, 0, 0, 𝑃𝑎11 , 𝑃𝑎12 , 𝑃𝑎13 , 0, 0, 0

0, 0, 0, 0, 0, 0, 0, 0, 0, 𝑃𝑎11 , 𝑃𝑎12 , 𝑃𝑎13

𝑃𝑎21 , 𝑃𝑎22 , 𝑃𝑎23 , 0, 0, 0, 0, 0, 0, 0, 0, 0

0, 0, 0, 𝑃𝑎21 , 𝑃𝑎22 , 𝑃𝑎23 , 0, 0, 0, 0, 0, 0

0, 0, 0, 0, 0, 0, 𝑃𝑎21 , 𝑃𝑎22 , 𝑃𝑎23 , 0, 0, 0

0, 0, 0, 0, 0, 0, 0, 0, 0, 𝑃𝑎21 , 𝑃𝑎22 , 𝑃𝑎23

𝑃𝑎31 , 𝑃𝑎32 , 𝑃𝑎33 , 0, 0, 0, 0, 0, 0, 0, 0, 0

0, 0, 0, 𝑃𝑎31 , 𝑃𝑎32 , 𝑃𝑎33 , 0, 0, 0, 0, 0, 0

0, 0, 0, 0, 0, 0, 𝑃𝑎31 , 𝑃𝑎32 , 𝑃𝑎33 , 0, 0, 0

0, 0, 0, 0, 0, 0, 0, 0, 0, 𝑃𝑎31 , 𝑃𝑎32 , 𝑃𝑎33





𝑇11

𝑇21

𝑇31

𝑇12

𝑇22

𝑇32

𝑇13

𝑇23

𝑇33

𝑇14

𝑇24

𝑇34



=



𝑃𝑏11

𝑃𝑏12

𝑃𝑏13

𝑃𝑏14
− 𝑃𝑎14

𝑃𝑏21

𝑃𝑏22

𝑃𝑏23

𝑃𝑏24
− 𝑃𝑎24

𝑃𝑏31

𝑃𝑏32

𝑃𝑏33

𝑃𝑏34
− 𝑃𝑎34



(B.2)

As we have multiple pairings of 𝑃𝑐𝑎𝑚𝐴
and 𝑃𝑐𝑎𝑚𝐵

, we created an overdeter-

mined system where the left-side “A” matrix has a size of (𝑁 × 12) and the

right-side “B” matrix has a size of (12𝑁 × 1).

While a single pairing was sufficient to solve the equation, we chose to

use multiple pairings to minimize systematic errors and noise. With 𝑁

number of pairings, we used a least squares solver in NumPy’s linear

algebra package [141] to solve the equations above. In our application, we

found that the variance could vary based on the position of the camera.

For camera pairings that we cared about, we often found our residuals

to be around 1.0 with 360 pairs (4320 rows). In practice, when validating

whether the system was correct, we looked for an average residual
2

of less2: Total residual divided by the number

of pairs.
than 0.05.

The least squares would give an estimate of the transformation matrix but

it was likely improper as the rotation matrix was not orthogonal (special

orthogonal group 3). To normalize the rotation matrix in our estimated

transformation matrix, we used singular value decomposition:

𝑅init = 𝑈Σ𝑉𝑇
(B.3)

𝑅final = 𝑈𝑉𝑇
(B.4)

where 𝑅 is the rotation matrix for the initial and final result of the transfor-

mation matrix. As 𝑈 and 𝑉𝑇
are orthogonal matrices, the resulting matrix

will be orthogonal.

With a completed transformation matrix, we now have pairings between

two cameras. This process was repeated for all of the cameras. We then

choose one camera as the origin of the world frame
3
. In the lab study, it3: Because we wanted the world frame

to be at the base of the camera, we man-

ually measured the height of the camera

and included another transformation that

corrected for its height.

was the side camera. In the field study, it was the camera directly above

Roboceptionist. We then found a chain of transformation from the origin

camera to each camera in the scene. The combination of the chains gave us

the transformation matrix that described the spatial relationship between

each camera and the world frame.

Figure B.2.: The combination of the point-

clouds from all three Azure Kinect cam-

eras in the hallway after calibration.

We also conducted an additional validation step where we visually in-

spected the combined point clouds from all cameras and checked if they

were aligned.



Social Navigation System C.

In Chapter 6 (Interactive System), the mobile robot needed to navigate

around humans and avoid moving through the O-space of the interaction

group. We used ROS Navigation [98] as our underlying navigation system.

ROS Navigation is a modular framework that provides a common inter-

face to connect different components (e.g., global planner, local planner,

costmaps) commonly used in mobile robot navigation. It also provided

out-of-the-box planners and costmaps.

In our studies, we used a lattice-based global planner [132] provided in the

SBPL library as our global planner and a trajectory rollout local planner.

In addition to fine-tuning both the motion primatives in the lattice global

planner and parameters in the planners, we also added two additional

costmaps to account for human position and group dynamics. The two

costmaps were added to the default costmaps created from static map, the

obstacles detected by the laser scanner, and the costmap inflation.

C.1. Human Costmap

a

2a

Person

0.75a

Figure C.1.: An illustration of the human

ellipse model with our default parameter.

In our studies, the value of a was set to 0.4.

The ellipse ratio and ellipse offsets were

configurable by RQT reconfig.

This costmap added additional cost to the area around humans detected

by the environment depth cameras. This layer is similar to ones described

in prior work [142] where humans were treated differently from other

dynamic obstacles. Our work differed from the prior work in that our

costmap listened to our /humans ROS topic that provides a whole body

skeleton and also integrated orientation into our model. Using the position

and orientation of the person, we generated an ellipse with the major axis

parallel to the direction in which the person was facing. We also moved

the region forward such that the region was larger in front of the person.

The ellipse also was elongated forward when the person was moving. We

then used that region to update the costmap. The regions that the human

ellipses occupied were deemed to be invalid for navigation purposes.

C.2. Interaction Space Costmap

In addition to avoiding people in the scene, the mobile robot also avoided

infringing upon any existing interaction groups. This was especially im-

portant in our user studies because the robot should not go through the

interaction space between the person and the other robot. For example

in Chapter 7, if the robot is driving away, it should not go though the

space between the participant and the stationary robot as they were still

interacting.

To address this, we created an Interaction Space costmap that encoded the

active interactions involving the robots in the scene. The costmap received

a list of groups from the interaction framework. Each group consisted of a
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center, a list of points where the robots/agents were, and a list of points for

each human member in the group. In the group scenario ( > 2 members),

we created a polygon with the points of all members. To avoid the robot

getting stuck due to the costmap overlapping with the robot, we added

some slack (0.3𝑚) for all robot members. In dyadic cases (= 2 members),

we chose to generate a rectangle with the ends being the members in the

group
1
. The rectangle has a width of 0.5m. We then assigned a very high1: In testing, we found the polygon

method to be unreliable because it gen-

erated a line that did not impose a large

enough cost difference to change the se-

lected path.

cost (225) to the region. While high, the region was not treated as invalid

because we wanted the robot to go through the region if it was the only

feasible path.

C.3. Limitations & Future Work

One of our design limitations was that our system that was designed well

for the lab did not transfer well when we tested it in the field with a high

volume of people. We were forced to turn off the human costmap layer in

the field study as the number of people in the area often led to the mobile

robot being unable to find a valid path. We believe our model was too

conservative and resulted in too many invalid regions

Furthermore, we only consider interactions involving our robot and not

other potential groups in the scene. Future work can explore taking advan-

tage of other group detection models [129, 143] and encoding those group

into our costmaps.

We also believe that there were multiple opportunities that we did not fully

explore. These include but are not limited to:

Integration of verbal/nonverbal behavior Currently, after receiving a tar-

get, our robot simply drives towards the target. There are opportuni-

ties for robots to use different cues to not only indicate where it is

going but also whether it has completed its path. This was one of

the common points for improvement bought up by participants in

Chapter 8.

Violating Social Norms While we try to avoid moving through the O-

space when possible, our planner might choose that path if it is the

only valid path. When such violation occurs, what should the robot

do and how it can mitigate such violations?

Better Interaction Model Currently, we constructed a simple polygon

model with a fixed cost. While easy to implement, it lacked the

flexibility and complexity of real-life interactions. A simple change is

to have a dynamic cost and change it based on distance. It is likely to

be more acceptable to go through a group if they are farther apart. A

better model can also tell us where the robot should go through if

they have to violate a group’s O-space.



Behavior Machine D.

In this supplementary chapter, we describe how the Behavior Machine

works and how it was used.

D.1. State

The core of the behavior machine is the State class. All states and

components are derived from the base State class which allows any state

to be used in place of another or have unlimited nested hierarchical states.

When the State is started (either by a Machine or manually), the execute

function is run by itself in another thread.

To create a new state, one simply has to overwrite the base execute

function.

Listing D.1: State Example
1 from behavior_machine.core import State, Board

2

3 class PrintState(State):

4

5 def execute(self, board: Board) -> typing.Optional[StateStatus]:

6 print("Hello World")

As developers can also use patterns from Behavior Trees, each state can

also return an optional StateStatus that describes whether or not the

state was successful. The StateStatus enum has values of “success”,

“failed”, “interrupted”, “exception” (when an internal exception happened),

or “NOT_SPECIFIED” (if the function did not return any status) at the end

of execution
1

1: If the status of a state is queried when

it is running, it returns the “RUNNING”

value instead.

.

D.2. Information Passing Between States

There are a few ways to pass information between states. The easiest way

is through the Board object that is passed to the execute function. The

instance of the board object is shared with every single state in an instance

of the behavior machine. The object is similar to other memory objects, such

as those in Behavior Trees. Any variable or objects can be placed or retrieved

through the Board with a string identifier using the thread-safe ‘get‘ or

‘set‘ functions. In addition to the Board function, State also has optional

flow_in and flow_out variables that allow a state to pass values to

the immediate next state
2
. Lastly, because the program is implemented in 2: For the standard BT patterns, the flow

mechanism works differently for each pat-

tern. For example, a flowed-in value for a

Parallel state is duplicated and passed

to all internal states. Details about this can

be found in the code base.

Python, programmers can get around the state design and implement static

information, class members or non-local variables that are set in the code.

While these patterns are possible, they carry the risk of race conditions and

undefined behavior when rerunning the state.
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D.3. State Transitions & Machine

Similar to other state machine designs, state changes are done when certain

conditions are satisfied. The checking of conditions is done through the

transition(evaluation_func, nextState) member function in each

state. The ‘evaluation_func‘ is a function that takes in the current state and

board and returns a boolean value that expresses whether the transition

should be taken or not. Inside the state, each transition is evaluated in the

order that it was added.

The frequency with which the transition functions are evaluated depends

on the frequency of the Machine . Machine is a special type of State

that takes in an initial state, a rate of transition evaluation, and an optional

end-state IDs
3
; when started, it evaluates and transitions the internal3: The machine accepts additional param-

eters that help with debugging and evalua-

tion, but we omit them here for simplicity.

state if the transition function is satisfied. As the Machine is just another

State , it can be placed in any other position and nested if needed.

D.4. Interruption

One of our primary goals was to enable fast changing of states and allow

sudden changes in the control flow (for example, if an interactor leaves in

the middle of the interaction). The challenge with interruptions is not only

that the interruption needs to be propagated to all states, but each running

state also need to handle them gracefully. To enable interruption, the

State class consists of Interrupt() and isInterrupted() methods

as well as an interrupted event flag. When a state might take longer than

100ms or it involves waiting or polling, the state has to implement ways

to check if it’s being interrupted. To offload and speed up the polling, we

used the threading.event flags in the Python library
4
. For example, in4: Since Python3, the wait method is im-

plemented in C instead of Python, which

improved performance.
a lengthy execute operation, the state will periodically check if the state

has been interrupted through the isInterrupted() method and it will

quickly wrap up the operations and end its execute function.

D.5. Behavior Trees Pattern

As previously mentioned, our codebase was also inspired by the pattern

used in Behavior Trees. We borrowed similar ideas and implemented

four common patterns that were used in behavior trees. Patterns allows

us to quickly link up and separate states without manually creating the

connections. As a pattern is a wrapper state, it can be nested or treated as

its own state with transitions. The main patterns in our system are:

SequentialState This is also known as Sequence Node in the Behavior

Trees literature. The state will run all internal states sequentially in

the order that they are added as long as they are successful.
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SelectorState This is also known as Selector Node in the Behavior Trees

literature. The state will run all internal state sequentially until one

of the states returns success.

ParallelState This is also known as Parallel Node in the Behavior Trees

literature. All internal states are run simultaneously and this state

only completes once all internal states have completed. The return

state would be ‘failure‘ if at least one state is ‘failed‘. This state has

the property of continuing to run even when all but one state has

ended.

AtLeastOneState This is similar to the ParallelState but will stop imme-

diately (and interrupt the remaining state(s)) if one of the internal

states completes
5
. 5: We call it AtLeastOneState because

we know at least one state has completed.

D.6. Illustrative Example

The following is a short illustrative example modified from our study code

of how a behavior machine operates:

Listing D.2: Illustrative Example
1

2 r1 = RoboceptSpeakState("Hi, welcome to Goliath National Bank")

3 r2 = RoboceptSpeakState("For security purposes, can you provide me with your

first name?")

4

5 robot_conversation = SequentialState("robot_conversation", children=[

6 RoboceptSpeakConstructState("Hi {0}.", "person_name", target_frame_id="

interactor"),

7 PodiMoveToLocation("location_key"),

8 RoboceptSpeakState("Hi Podi, please bring {0} to the conference room", "

person_name", target_frame_id="podi")

9 PodiSpeakState("Okay.", target_frame_id="robocept")

10 ParallelState("lookAtInteractor", children=[

11 LookAtPersonMachine("lookAt-r", "robocept", "interactor"),

12 LookAtPersonMachine("lookAt-p", "podi", "interactor")

13 ]),

14 RoboceptSpeakConstructState("{0} will guide you to {1}. Please follow

{0}", [

15 "podi_name", "fixed_location"]),

16 PodiSpeakState("Please follow me.")

17 ])

18 end = IdleState("end")

19

20 # add the connections and transitions

21

22 r1.add_transition_on_success(r2)

23

24 r2.add_transition(transition_when_utterances_contains(USER_NAME_LIST),

robot_conversation)

25 r2.add_transition_after_elapsed(r2)

26 r2.add_transition(transition_when_utterances_contains_intent("repeat", r2)

27

28 machine = Machine(r1, end_state_ids=["end"], rate=30)

In the example above, the machine first commanded Roboceptionist to

welcome the person and ask for their name. The state then transitioned

based on whether the name matched a pre-programmed name, if they ask

for the robot to repeat the question, or a certain amount of time has passed.
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Once the system verified the person, Roboceptionist proceeded to have a

structured dialog with the person and summoned the mobile robot, Podi.

It used ParallelState to make the two robots look at the person at the

same time before Podi asked to lead the participant away.



Questionnaires for Chapter 7 E.

The following pages are the questionnaires used in Chapter 7 (Spatial

Formation in Person Transfers). It was administered through Qualtrics

Survey Software and participants completed the survey on a provided

laptop.



Experimenter Setup

What is the condition?

Participant ID:

Welcome to TBD Lab Study -- Version 1.2

First Round

This is scenario A.

How comfortable were you when interacting with the mobile robot?

Extremely
uncomfortable

Moderately
uncomfortable

Slightly
uncomfortable

Neither
comfortable

nor
uncomfortable

Slightly
comfortable

Moderately
comfortable

Extremely
comfortable

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...

1 of 13 12/23/21, 9:31 AM



How comfortable were you when interacting with the standing robot?

How easy/difficult was the task?

How confident were you on what to do next during your interaction with the robot?

What did you like about the robots or the way they behaved?

What do you wish was different about the robots or the way they behaved?

Please wait for the experimenter in your seat. They will be with you shortly.

Extremely
uncomfortable

Moderately
uncomfortable

Slightly
uncomfortable

Neither
comfortable

nor
uncomfortable

Slightly
comfortable

Moderately
comfortable

Extremely
comfortable

Extremely
difficult

Moderately
difficult

Slightly
difficult

Neither easy
nor difficult

Slightly easy Moderately
easy

Extremely
easy

Extremely
unconfident

Moderately
unconfident

Slightly
unconfident

Neither
confident nor
unconfident

Slightly
confident

Moderately
confident

Extremely
confident

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...

2 of 13 12/23/21, 9:31 AM



Second Round

This is scenario B.

How comfortable were you when interacting with the standing robot?

How easy/difficult was the task?

How confident were you on what to do next during your interaction with the robot?

What did you like about the robot or the way it behaved?

What do you wish was different about the robot or the way it behaved?

Extremely
uncomfortable

Moderately
uncomfortable

Slightly
uncomfortable

Neither
comfortable

nor
uncomfortable

Slightly
comfortable

Moderately
comfortable

Extremely
comfortable

Extremely
difficult

Moderately
difficult

Slightly
difficult

Neither easy
nor difficult

Slightly easy Moderately
easy

Extremely
easy

Extremely
unconfident

Moderately
unconfident

Slightly
unconfident

Neither
confident nor
unconfident

Slightly
confident

Moderately
confident

Extremely
confident

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...

3 of 13 12/23/21, 9:31 AM



Please wait for the experimenter in your seat. They will be with you shortly.

In-Between

This is ${lm://Field/1}.

How comfortable were you when interacting with the mobile robot?

How comfortable were you when interacting with the standing robot?

 How easy/difficult was the task?

How confident were you on what to do next during your interaction with the robots

Extremely
uncomfortable

Moderately
uncomfortable

Slightly
uncomfortable

Neither
comfortable

nor
uncomfortable

Slightly
comfortable

Moderately
comfortable

Extremely
comfortable

Extremely
uncomfortable

Moderately
uncomfortable

Slightly
uncomfortable

Neither
comfortable

nor
uncomfortable

Slightly
comfortable

Moderately
comfortable

Extremely
comfortable

Extremely
difficult

Moderately
difficult

Slightly
difficult

Neither easy
nor difficult

Slightly easy Moderately
easy

Extremely
easy

Extremely
unconfident

Moderately
unconfident

Slightly
unconfident

Neither
confident nor
unconfident

Slightly
confident

Moderately
confident

Extremely
confident

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...

4 of 13 12/23/21, 9:31 AM



What did you like about the robots or the way they behaved?

What do you wish was different about the robots or the way they behaved?

Please wait for the experimenter in your seat. They will be with you shortly.

Final Questions

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...

5 of 13 12/23/21, 9:31 AM



Using the scale provided, how closely are the words below associated with the
mobile robot.

Awful            

Dangerous            

Aggressive            

Competent            

Social            

Strange            

Reliable            

Compassionate            

Happy            

Awkward            

Capable            

Emotional            

Knowledgable            

Feeling            

Responsive            

Scary            

Interactive            

Organic            

 1 = Definitely not associated 9 = Definitely associated

 1 2 3 4 5 6 7 8 9

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...
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Using the scale provided, how closely are the words below associated with the
standing robot.

Block 8

Capable            

Competent            

Reliable            

Feeling            

Scary            

Social            

Aggressive            

Responsive            

Strange            

Interactive            

Happy            

Emotional            

Organic            

Awful            

Knowledgable            

Compassionate            

Awkward            

Dangerous            

 1 = Definitely not associated 9 = Definitely associated

 1 2 3 4 5 6 7 8 9

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...
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Please rate your agreement with the following statements:

Other Choices

The mobile robot stood really close to me.

The mobile robot’s position made me uncomfortable.

I have trouble seeing the mobile robot.

The mobile robot movement was predictable.

I was able to predict the position of the mobile robot.

The mobile robot position itself too far away from me.

Strongly
disagree

Disagree Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree Strongly
agree

Strongly
disagree

Disagree Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree Strongly
agree

Strongly
disagree

Disagree Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree Strongly
agree

Strongly
disagree

Disagree Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree Strongly
agree

Strongly
disagree

Disagree Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree Strongly
agree

Strongly
disagree

Disagree Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree Strongly
agree

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...
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The mobile robot's position was socially appropriate.

Distance Question

When gauging distances, are you more familiar with meters or feet?

Please estimate how far away each robot was relative to you in feet during the last 4
scenarios.

Please estimate how far away each robot was relative to you in meters during the last
4 scenarios.

Demographic Survey

What is your age?

Strongly
disagree

Disagree Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree Strongly
agree

Meters

Feet

Mobile Robot                    

Standing Robot                    

 👤You (feet)

 0 1 2 3 4 5 6 7 8 9 10

Mobile Robot                    

Standing Robot                    

 👤You (meters)

 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...
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What is your native language?

What other languages do you speak?

What is your gender?

[Optional] Are there other aspects of your identity that are important to you (racial,
ethnic, or otherwise)?

How often do you use a computer?

How often do you use a smart voice assistant (Siri, Alexa, etc)?

How familiar are you with robots?

What is your occupation (field of study if student)?

Never A little A moderate
amount

A lot Often (daily)

Never A little A moderate
amount

A lot Often (daily)

Not at all Slightly familiar Moderately familiar Very familiar Extremely familiar

Qualtrics Survey Software https://cmu.ca1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrin...
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Do you own a pet?

What kind of pet do you have?

Do you own a smart assistant (Amazon Echo, Google Home, etc)

What kind of smart assistant do you own?

Do you own a robot?

What kind of robot do you own?

No

Yes

No

Yes

No

Yes
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Have you interact with the Roboceptionist on Carnegie Mellon University before?

Yes

No

I don't know what Roboceptionist is.
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