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ABSTRACT 
Internet of Things (IoT) devices create new ways through 
which personal data is collected and processed by service 
providers. Frequently, end users have little awareness of, and 
even less control over, these devices’ data collection. IoT Per-
sonalized Privacy Assistants (PPAs) can help overcome this 
issue by helping users discover and, when available, control 
the data collection practices of nearby IoT resources. We use 
semi-structured interviews with 17 participants to explore user 
perceptions of three increasingly more autonomous potential 
implementations of PPAs, identifying benefits and issues as-
sociated with each implementation. We find that participants 
weigh the desire for control against the fear of cognitive over-
load. We recommend solutions that address users’ differing 
automation preferences and reduce notification overload. We 
discuss open issues related to opting out from public data 
collections, automated consent, the phenomenon of user resig-
nation, and designing PPAs with at-risk communities in mind. 
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CCS Concepts 
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INTRODUCTION 
As everyday objects become internet-connected, with compu-
tational abilities beyond their original conception, they form 
an “Internet of Things” (IoT). As IoT grows 34], new data 
collection risks and security exploits arise. From digital cam-
eras to heart monitoring devices, the lack of security in such 
devices makes them fertile grounds for malware proliferation 
and privacy invasions  Furthermore, poor disclosure to 
consumers about device capabilities and data practices
exacerbates privacy and security concerns 30]. Existing [12,

 [44] 
 [14].

[2,

or user controls, and given the proliferation of IoT devices, 
informing users and asking for their consent to share data for 
every device they encounter can overwhelm them. 

Privacy assistants (PA) have been proposed as a solution 
to help users manage their privacy in the face of increas-
ingly complex and diverse data collection and use prac-
tices [ . PAs can selectively notify users about 
data practices they would want to know about without over-
whelming them  and also help users manage an increasingly 
large number of privacy decisions . In an IoT context 
where users are often not even aware of the presence of IoT 
devices and services collecting their data, PAs can also help 
discover IoT devices and services in the user’s vicinity. 

Researchers have identified factors that impact users’ privacy 

[7, 26]
 [7]

5, 7, 26, 38, 41]

decisions and comfort levels with certain data sharing prac-
tices  and have successfully built user profiles for privacy 
assistants These findings allow personalized 
privacy assistant (PPA) designers to build decision-making 
models based on user preferences as a way to reduce user 
burden. However, this reduction in user burden can also re-
duce users’ perception of control, increasing user anxiety and 
decreasing acceptance  Striking a balance between auton-
omy and control is not a new issue and has been explored 
from a theoretical perspective for context-aware systems
and privacy decision-making systems   [6].

 [18] 
 [36] 

 [40].

 [3,25–27,37,42]. 
 [31],

Interviews with users of a mobile app privacy assistant suggest 
that users are generally comfortable with the recommended 
changes to their mobile app permission settings , but other 
possible configurations of privacy assistants, including config-
urations that attempt to automate user decisions, could lead 
to different reactions. To the best of our knowledge, research 
on users’ perceptions of different configurations of autonomy 
and control of PPAs for IoT scenarios is limited. 

We examine the broader design space for configuring IoT 
PPAs. Specifically, we focus on understanding how users 
would respond to different possible PPA implementations that 
leverage predictions to assist users with privacy decisions. Ex-
amples of different implementations include: having PPAs 
check some of their conclusions with users, varying the ex-
tent PPAs can autonomously act on their own conclusions, 
adjusting the level of granularity at which PPAs allow users to 
reject/refine their recommendations, and how much users can 
refine these implementations. 

[26]
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We use 17 in-depth interviews to explore people’s opinions 
on PPAs. We examine end users’ perspectives on three hypo-
thetical implementations of an IoT PPA, identifying perceived 
advantages and disadvantages of each implementation. The 
implementations vary along two of the four stages of the model 
of human information processing proposed by Parasuraman, 
Sheridan, and Wickens (2000): information analysis and de-
cision/action selection. Specifically, we present three increas-
ingly more autonomous PPA implementations: Notification 
PPA provides end users with awareness and control over data 
requests; Recommendation PPA gives users recommendations 
on how to respond to individual data requests; and Auto PPA 
makes autonomous data sharing decisions for the user. 

We find that participants were excited about an aid that could 
provide recommendations from external sources, helping them 
make more informed decisions and bridging gaps in their 
knowledge. On the other hand, participants were less comfort-
able with a PPA being “too helpful” during the decision and 
action selection stage. These concerns mimicked participants’ 
overall concerns about IoT devices becoming too smart and 
people losing autonomy. Participants who were uncomfortable 
with a PPA that is “too smart” either rejected the Auto PPA or 
only wanted it to repeat decisions they had previously made 
(i.e., be automated, but not autonomous). Nevertheless, some 
participants viewed an autonomous PPA positively, as they 
trusted companies to make the correct decisions for them and 
appreciated that it would reduce the burden of privacy man-
agement. Throughout the interviews, participants weighed 
conflicting views of accepting more automation and reducing 
cognitive overload. 

Based on our findings, we recommend avenues to implement 
a PPA for IoT that addresses the varying desire for control that 
users have while reducing demands on users’ attention. In ad-
dition, we present open issues raised by our participants related 
to managing consent withdrawal from public data collections, 
automated consent, the phenomenon of user resignation, and 
designing PPAs with at-risk communities in mind. 

BACKGROUND AND RELATED WORK 
Parasuraman, Sheridan and Wickens (2000) proposed ten lev-
els of automation and a four-stage model of human informa-
tion processing: information acquisition, information analysis, 
decision and action selection, and action implementation . 
We use this framework to guide our explorations into users’ 
preferences for varying levels of automation in different PPA 
implementations. In this section, we provide an overview of 
previous research on privacy assistants, highlighting the vary-
ing levels of automation in these implementations. We then 
present related work that explores users’ perspectives on PPAs 
with different levels of automation. 

 [36]

Levels of Automation in Privacy Assistants 
Privacy assistants (PAs) have been explored in the context of 
ubiquitous computing and IoT for many years—from the 2002 
pawS, which leveraged machine-readable privacy policies to 
enable or disable sensors and devices based on user prefer-
ences  to the 2018 description of a privacy assistant aware 
of nearby devices and capable of selectively deciding when 

 [23],

to notify its user  These assistants span a wide range of 
user involvement in the decision making process. At one end 
of the spectrum are PAs that serve as notice delivery mecha-
nisms only, requiring users to make all of the decisions  
On the other end of the spectrum are PAs that make deci-
sions for the user in either an automated or autonomous way. 
One example of an automated PA is the Dynamic Location 
Disclosure Agent (DLDA)  that enforces a default pro-
file autonomously whenever faced with a context in which a 
privacy preference had not been specified. 

Intermediate solutions rely on a high level of user involvement 
but pre-process information for the user. Examples of these 
solutions include systems that inform users about sharing ac-
tions in response to data requests and present users with 
a pre-processed ranked list of available services that match 
their defined sensitivity levels  These solutions attempt to 
reduce users’ cognitive burden, but still prompt them to make 
a decision on each occasion. Another type of solution further 
reduces user involvement by using machine learning models 
to decide when to notify users of data collection and even 
“semi-automatically configure privacy settings on the users’ 
behalf”  This more personalized PA would avoid over-
whelming users in an IoT world, but could also reduce user 
awareness and control. While automation in PAs can be used 
both in the process of notification as well as decision-making, 
we focus only on varying the level of automation related to the 
decision-making process. 

 [7].

 [16].

 [20] 

[10]

 [19].

[7].

Opinions on Personalized Privacy Assistants 
Extensive previous work has investigated how to implement 
a PPA—for example, by exploring the best way to build user 
preference models  or how to present suggestions 
to users  However, there is not as much literature that 
focuses on users’ perspective on and desire to use such tools. 

Liu et al. (2016) explored a related question by soliciting 
participants’ opinions on using a PPA for smartphone apps 
through Likert questions in the exit survey of a user study on 
building user privacy profiles for mobile app permissions
They found that recommendations were helpful, especially if 
presented in bulk, that having a permission manager allowed 
them to monitor apps, and that the time and delivery of nudges 
are important. Our work expands on theirs in two significant 
ways: first, by using interviews, we are able to obtain more de-
tailed and nuanced opinions on PPAs, understanding not only 
people’s views but also their motivations; second, we present 
results on three variations of a PPA for IoT with different 
balances between user control and system autonomy. 

Closer to our study, Zibuschka et al. (2019) studied users’ 
perspectives on an assistant for IoT that incorporates varying 
levels of automation (access control decisions, transparency, 
and location of processing). The authors combined an inter-
view study with survey results to identify potential issues and 
concerns with this type of system and quantify the willingness 
to pay for such a system  The more detailed picture of 
users’ opinions and concerns obtained in our study allows us 
to build on prior work and provide recommendations on how 
to build a PPA that may address issues faced by end users. 

 [47].

 [26]. 

[11].
 [3,26,31,42]
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In a different application area, Namara et al. (2018) presented 
results of an interview study where they investigated users’ 
perceptions of varying levels of automation on a personal assis-
tant for Facebook privacy settings [32]. The automation levels 
used in that study—highlight, suggestion, and automation— 
are similar to ours. The corroborative and complementary 
nature of our findings suggests that opinions on the balance be-
tween user control and system autonomy for privacy assistants 
may be consistent across information technology domains. 

METHODOLOGY 
We conducted 17 in-person semi-structured interviews with 
participants from Pittsburgh, PA, USA. In this section we 
describe the recruitment protocol, the interview procedure, and 
our analysis. The recruitment material, screening survey, and 
interview procedure are available as supplemental materials. 
The study was approved by our Institutional Review Board 
and the Department of Defense Human Research Protection 
Office. 

Recruitment 
We recruited participants in two batches (nine before the 2018 
holiday season and eight after) from the Pittsburgh metro 
area. We used Reddit, Craigslist, and posters at local library 
branches, bus stops, and coffee shops to recruit participants 
(18 years or older) for an interview study about their opinions 
and preferences about the Internet of Things. We made no 
reference to privacy or security to avoid biasing participants. 

Twenty-eight potential participants responded to the recruit-
ment ads and were invited to answer a screening survey. The 
survey contained questions about demographics and experi-
ence with technology, as well as questions related to techno-
logical knowledge, opinions about a connected world, and de-
vice ownership that were adapted from Mozilla’s “Connected 
World” survey [30]. Twenty-four of the invited participants 
completed the survey. We used the screening responses to 
select a diverse sample of participants for one-hour interviews 
and contacted them via email to schedule the interview. Each 
participant received a $25 Amazon gift card. We recruited 
and interviewed participants in small batches until variation in 
responses decreased significantly. We ultimately interviewed 
17 participants. 

Interview Procedure 
We conducted semi-structured interviews in a meeting space at 
Carnegie Mellon University. The same researcher conducted 
all of the interviews. A second researcher acted as a notetaker 
and asked questions at the end of each stage. Interviews were 
recorded and transcribed using an online service. 

The interview protocol had three parts: exploratory, anchoring, 
and PPA. The goal of the exploratory part was to learn partici-
pants’ opinions and understanding of IoT, while the anchoring 
part was to normalize participants’ baseline knowledge of how 
IoT works. By the end of the anchoring part, if privacy had not 
been mentioned, we asked participants about their thoughts 
on data privacy as a way to engage participants in thinking 
about potential privacy issues. In the PPA part, we introduced 
the notion of a PPA for IoT, presented as a future project. We 

explained that the PPA could identify both active data requests, 
such as a device requesting biometric data from the user’s 
health tracker, as well as passive data collection, such as a 
smart device with microphone capabilities that could collect 
ones’ utterances while in the vicinity of the device. We dis-
cussed three implementations of an IoT PPA with participants: 
Notification, Recommendation, and Auto. 

Notification PPA 
Notification PPAs can identify which devices requesting data 
are nearby and notify their users of their presence and requests, 
allowing users to allow or deny each request. This version 
provides users with full control over information analysis and 
decision selection. We used the following text to introduce 
participants to this concept: 

An idea we had, and that we want to get people’s opinions 
on before we build, is: what if there was an app on your 
phone that could tell you about the different types of data 
collections that are happening from the Internet of Things 
devices that are in the room or building that you are in. 
What do you think of this idea? 

We did not initially offer participants the option to exert control 
over the different data collection practices happening around 
them. Nevertheless, once participants expressed their initial 
opinions about this implementation, we offered this alternative 
to see if their opinions would change. 

Recommendation PPA 
Recommendation PPAs build on Notification PPAs but provide 
users with suggestions on which data sharing decision to make 
based on their preferences. In this version, users still have full 
control over the decision selection but the system has more 
autonomy related to information analysis: 

Now imagine this app could automatically recommend 
decisions for you based on your preferences on when to 
allow, deny, or limit different data collections. Would 
you use this feature? 

Auto PPA 
Auto PPAs would make data sharing decisions for the user. 
This would reduce users’ cognitive burden but would also 
effectively remove their control from the process: 

What if instead of just recommending decisions this app 
could, on its own, make this decision for you based on 
your preferences. Would you use this feature? 

For each variation, we asked about their opinions and inter-
est in this technology, including the underlying reasons. We 
also asked them to compare and contrast the three variations. 
Finally, we asked how they would like to interact with a PPA 
and which functionalities they would like to have. 

Analyses 
At the end of each interview, both researchers wrote down their 
main observations before discussing the interview with each 
other. This allowed us to be aware of different perspectives 
and biases within the research team, and to identify topics 
that required further probing. After the first eight participants, 
we added questions at the end of the anchoring part to probe 
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participants about specific issues if they were not mentioned. 
All materials generated, including transcript and our struc-
tured notes were digitized. The research team reviewed the 
transcripts for correctness before coding them. 

We coded the exploratory and anchoring sections separately 
from the PPA section. For all sections, two researchers went 
through the transcripts identifying passages that related to each 
of the questions from the structured notetaking form. 

For the first two sections, one researcher conducted a first 
pass of open coding (or initial coding [39]) and produced a 
codebook with codes related to participants’ opinions of IoT 
(positive, negative or neutral), positive and negative aspects of 
IoT, and their understanding of IoT. The researchers discussed 
and refined the codebook. Next, we performed a second round 
of coding where the main coder coded all aspects of the tran-
scripts with another member of the research group as a second 
coder. We engaged in structural coding [39] for participants’ 
valence of opinion of IoT and positive and negative aspects of 
IoT. We used holistic coding, evaluating all of the interview 
materials [39], for participants’ understanding of IoT. Coders 
resolved conflicts and adjusted the codebook as needed. 

For the PPA section, two researchers reviewed the passages 
related to participants’ opinions about the different imple-
mentations of the PPA, whether opinions changed once more 
details were offered (i.e., when control was presented as an 
option for the Notification PPA), and interaction preferences. 
Each researcher summarized these passages into higher-level 
concepts, and they discussed those concepts together. After 
noticing a high level of consistency in the concepts identified, 
we opted to forego formalizing a codebook and iterative cod-
ing process, instead resolving the few conflicts that occurred. 

Limitations 
Interviews are limitated in terms of validity and reliability of 
the results [1]. We attempted to mitigate these issues by having 
one interviewer conduct all interviews to limit sources of in-
consistencies, by having a dedicated notetaker who could serve 
as a separate check on the interviewer’s understanding, by tak-
ing time to correct misunderstandings when the interviewer 
did not make themselves clear enough for the participant, and 
by avoiding leading questions. Furthermore, to avoid biasing 
participants, we did not mention privacy or security in the first 
half of the interview or in any communication prior to the 
interview, and we held the interviews in a building that is not 
associated with privacy or security research. We attempted 
to mitigate positivity bias [8] by stating that the PPA was 
something we were thinking about doing and wanted feedback 
before building it. When asked if we would build it ourselves, 
we stated that we would not. Even if our participants were 
somewhat positively biased, they still offered negative feed-
back. Nevertheless, the exploratory nature of the study and its 
small sample size are inherent limitations. We do not engage 
in comparisons between groups of users, as they would not be 
meaningful, and our results may not be generalizable. 

FINDINGS 
In line with previous work, our participants had a good, but 
incomplete, understanding of IoT. They had concerns about 

privacy, security, and safety, but also expressed concerns about 
losing autonomy and technology becoming “too smart.” They 
expressed a lack of concern at times due to a focus on the soci-
etal benefits of IoT, expectation that companies are trustworthy, 
and nuanced feelings of resignation. 

These viewpoints were later reflected in participants’ opin-
ions of PPA. We found that participants did not want pure 
awareness PPAs because they feared becoming overwhelmed 
and further resigned, wanting instead a system that gave them 
control over decisions. They viewed recommendations more 
favorably when seen as a way to bridge their knowledge gap as 
opposed to a paternalistic nudge, and they wanted to know and 
trust the sources of the recommendations. They had divided 
opinions on an Auto PPA due to conflicting desires to not be 
overwhelmed and to have control. The dislike of an Auto PPA 
was, at times, associated with a distrust that a system would 
be able to correctly predict their every decision, as well as 
a concern that IoT’s societal benefits would be decreased if 
people could easily opt out. 

Participant Overview 
Out of our 17 participants, eight self-identified as male, eight 
as female, and one as non-binary. Our participants had a mean 
age of ~39 years (min = 22, max = 68) and were fairly well 
educated (13 had some form of higher education). Most of 
them were employed (eight full-time, four part-time). Only 
three participants self-identified as students, and four reported 
working with or studying in areas related to technology or 
security. Only P10 and P11 were affiliated with our institu-
tion. Most of our participants self-identified as technologically 
savvy or experts, and were generally optimistic about a con-
nected world. (A table with detailed demographics can be 
found in the supplemental materials.) 

Understanding of IoT 
Almost all participants were able to describe the term “Inter-
net of Things,” although P1, P2, and P12 confused it with the 
Internet and P16 stated that they had no previous knowledge 
of the term. To evaluate participants’ understanding of IoT, we 
asked them knowledge questions about five related concepts: 
types of devices, communication between devices, data col-
lection, data storage, and data access. We scored participants’ 
responses for the individual indicators and then generated the 
understanding categories by adding those values. We found 
that participants had an overall good knowledge of IoT. Please 
refer to the supplemental materials for a more detailed descrip-
tion of the categories and scores. 

We identified knowledge gaps related to data storage, data 
collection, and device communication. Participants P1-2, P12, 
and P17 believed IoT devices store data only locally, while 
P5-9 and P14 described only a generic storage “cloud.” Most 
participants anticipated either that devices would only store 
simple information (e.g., “on” or “off” states; P1, P3, P7, P10, 
and P12) or that devices would store at most usage logs (P8, 
and P13-17). Only P4 and P11-13 anticipated communication 
between devices. This seems consistent with findings that 
users underestimate what is being collected and potentially 
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analyzed by IoT devices [24] and that users struggle to under-
stand privacy risks based on data inferences, especially risks 
posed by devices that do not record audio or video [46]. 

Opinions About IoT 
Nine participants viewed IoT as a positive direction for tech-
nology, as shown in Table 1. This aligns with previous work 
that found generally positive emotions associated with the 
term IoT  Some of our participants stated that IoT was 
both positive and negative, but not neutral, as explained by 
P13: “It’s definitely not neutral. I think it’s good and bad and 
we don’t know yet which one it will be more of. . . . It’s going 
to be probably very good and very bad.” P4 perceived IoT’s 
present state as negative: “Bad under current trends.” 

The most frequently mentioned benefit of IoT was its expected 
ability to make participants’ lives easier (e.g., convenience, 
saving time or money). This finding is similar to that reported 
in previous studies  However, the second most fre-
quently mentioned benefit was the opportunity to contribute to 
the greater good (P2-5 and P11-16), such as improved health-
care and city planning, more innovation, resource conservation, 
improved emergency response, and avoiding accidents. 

As in previous work, participants reported concerns about 
privacy, data security and misuse, and physical safety  
With the exception of P11 and P14, participants mentioned 
privacy as a potential IoT issue unprompted. Furthermore, 
participants mentioned societal issues. Even though P10-12 
and P14 saw potential benefits of artificial intelligence and 
autonomous devices, P1, P3, P5, P13-14, and P16 disliked 
the idea of machines becoming “too smart;” P11-12, P14, and 
P17 mentioned them taking jobs from humans; P2, P8-10, 
P13, and P17 were concerned about IoT data collection and 
inference leading to job or service discrimination; and, P1, 
P6, P13 worried about people becoming lazier. Some raised 
concerns about the impact on institutions and governments in 
the form of corruption (P4 and P13), manipulation (P5 and 

 [4, 48].

 [12, 46, 48].

 [4].

P11), and tailored echo chambers (P16). As P13 puts it: 

It’s hard enough to maintain a sense of community and 
our democratic institutions are already really struggling 
. . . To have all this sort of analysis going on behind the 
scenes to present you with something that, even if it is 
well intended, it’s still incredibly manipulative. 

Participants who expressed non-negative opinions about po-
tentially problematic scenarios mentioned common motiva-
tions, such as limited awareness of data collection and conse-
quences [24, 46], and a focus on the potential benefits derived 
from IoT [45, 46]. Nevertheless, as P16 puts it, our partic-
ipants saw societal benefits and benefits beyond the self as 
more worthy: 

Like I would like to know what my data is being used for. 
. . . If it’s just for, you know, to recommend certain prod-
ucts to you, I find that a little annoying. Or if it’s some-
thing more useful, like, um, maybe it shows researchers 
how people stay connected. Maybe Facebook will be 
building more functions that help you stay connected to 
your friends instead of like pushing certain products. 

Our participants showed more nuanced and complex moti-
vations for nonchalance related to trust and resignation than 
previously found in the literature. P9, P13, and P15 believed 
they could protect themselves from privacy issues (e.g., by gen-
erally being ‘careful,’ by limiting automatic sync of devices, 
or by ensuring devices could be turned off), which has been 
previously found in the privacy and security literature [15, 22]. 
Some participants also trusted manufacturers [24,43,46]. How-
ever, this trust was articulated either in terms of an expectation 
that companies will do the right thing or in a conditional and 
hopeful way. P14 showed this expectation when he stated: 
“It’s not like a big concern because I believe that companies 
that manufacture the connected lock and connected cameras 
should have it very secure.” As P17 noted: 

These companies, they are going to be big compa-
nies. They’re going to be ethical companies, you know. 
. . . They may invade my privacy, but I don’t see them 
doing much with it. 

While some participants felt like they could protect themselves 
and trust companies, they did not always feel empowered by 
the options available to them. This came across as resignation, 
a phenomenon found in previous studies [24, 28]. However, 
our participants expressed feelings of resignation that went 
beyond mere powerlessness. We noted three different types of 
resignation: strong resignation, associated with expecting the 
worst of data collection and technology companies, marked 
as resigned in Table 1; normalization, an acceptance that “it is 
what it is;” and powerlessness to avoid a negative outcome. 

P2’s comments on Google’s data collection practices is an 
example of strong resignation [9]: “Whether they do or don’t, 
or whether I try to stop it or not, that doesn’t really bother 
me, really. . . . They’re gonna do it anyway. It doesn’t matter.” 
The normalization of practices mirrored what has been found 
when people are forced to live with surveillance devices in 
their home [35]. P8 stated that “you can’t have a private 
conversation without the Internet listening. So, it’s just more of 
that.” Lastly, feelings of powerlessness stemmed from issues 
existing independent of IoT devices (such as home security) 
and due to an inability to use privacy and security solutions. 

Perceptions of Personalized Privacy Assistants (PPAs) 
In this section we analyze participants’ perspectives on three 
implementations of PPAs for IoT. While we set out to ex-
plore specific implementations of PPAs, our participants also 
described their desired features and implementations. We 
present in Figure 1 the implementations with the details we 
envisioned in bold, namely notifications with and without con-
trol, recommendations based on previous behaviors, and an 
autonomous Auto PPA that leveraged users’ previous behav-
iors. We also include, in italics, additional implementations 
suggested by participants. 

Participants’ opinions of PPA generally became less positive 
as automation increased, from Notification to Auto, but a few, 
such as P8 and P13, showed a non-linear relationship between 
their opinions and the level of automation. As we saw in the 
previous section, resignation was an important aspect, with P2 
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seemingly so deeply resigned that they did not see the purpose 
of privacy-protecting technologies. 

Table 1. Participant characteristics identified during the interview. 

Internet of Things Data PPA 

PID Opinion Understanding Privacy Concern Notification Recommendation Auto 

P1 Positive Low Concerned Positive +control Negative Negative 
P2 Positive Low Resigned Neutral Negative Negative 
P3 Positive Low Resigned Positive +control Positive Automated 
P4 Negative High Concerned Positive +control Positive (education) Autonomous 
P5 Neutral Average Concerned Negative NA Autonomous 
P6 Both Average Resigned Negative NA Autonomous 
P7 Both Low Unconcerned Neutral Positive (education) Automated 
P8 Positive Average Neutral Negative Positive (education) Negative 
P9 Neutral Average Unconcerned Positive +control Positive (education) Automated 

P10 Positive Average Neutral Positive +control No opinion Autonomous 
P11 Both Average Neutral Positive +control Negative Negative 
P12 Positive Average Concerned Positive +control NA NA 
P13 Both High Concerned Positive Negative Automated 
P14 Positive Average Unconcerned Positive +control [Confused] Automated 
P15 Positive Average Unconcerned Positive Positive (education) Autonomous 
P16 Positive Average Unconcerned Negative Positive Negative 
P17 Both Average Concerned Positive +control Positive Negative 

Figure 1. Diagram of the different implementations of PPA. In bold are 
the implementations we originally envisioned and in italic, the implemen-
tations suggested by participants during the interviews. 

Automation Level 1: Notifications 
After completing the exploratory and anchoring sections of 
the interview, we asked participants about a Notification PPA 
that did not provide users with control over the data collection: 

“What if there was an app on your phone that could tell 
you about the different types of data collections that are 
happening from the Internet of Things devices that are in 
the room or building that you are in. What do you think 
of this idea?” 

Table 1 shows that most participants (n=11) had a positive 
reaction to an implementation of PPA that could provide users 
with awareness of data collection around them. However, this 
reaction was almost always accompanied by a desire, and at 
times expectation, that the system would also provide them 
with control over these data collections. P17 expected the 
following interaction when offered the above description: 

The app would say. . . here are the smart devices within 
your range. . . . It’s probably going to be where they con-
nected to your phone. Here they are, here’s what they 
do. . . you can delete just one if you want. . . . You can 
limit it if you want. 

Only P13 and P15 did not expect or actively want control 
in order to accept this implementation of PPA. Nevertheless, 
when presented with the opportunity to exert control, they were 
happy to add this functionality. Another common expectation 
and desire was that the PPA should be easier to use and more 
efficient than existing privacy notices and policies. As P15 
stated: “It sounds like a good idea to me... it sounds like a lot 
of boiler plate. . . like a terms of service thing almost. Although 
it’d be more concise and more specific, I guess.” 

P5-6, P8, and P16 had negative opinions of this version of 
PPA. They were concerned that learning about all the informa-
tion being collected about them would fuel their anxiety and 
feelings of despair. As P6 put it: 

If I was always aware of [all the devices], I would be even 
more uncomfortable than I already am. It’s like, I don’t 
know where the line between knowing and just slowly 
spiraling into total paranoia, ‘cause I can see everything 
that’s being collected, all the time. 

To prevent users from being overwhelmed by notifications, 
participants suggested only being notified about new and un-
expected devices, or specific device types, being able to define 
“known locations” to not be notified by things in trusted spaces, 
receiving batched notifications, and being able to set the fre-
quency of notifications. When we asked participants’ prefer-
ences on how the assistant should notify them, P1, P7, P9-11, 
and P15-17 preferred the push format, with P10 stating: “Push 
notifications would be much better, because I’m able to see 
all these notification instantly. I might not open the dashboard 
every time.” Nevertheless, P3, P4, and P13-14 liked having a 
web portal or dashboard where they could see a list of privacy 
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notifications on demand rather than relying on being able to 
access them in real time as they are pushed. P3 said “Either of 
those [dashboard or active push-notification] are a good idea. 
And then you have an option to not use up all your battery.” 
These participants also imagined that a dashboard would allow 
users to check their past decisions, and adjust and adapt as 
needed. P4 explains how this might work: 

I guess having the option to do both. If we’re assuming 
that data collection is gonna be opt out rather than opt 
in, I would want a push identification . . . but then also be 
able to do kind of just an audit or a check in on my own, 
to just log in to this portal and see the full list and be able 
to switch things on or off at will. 

Participants who had negative opinions about the Notification 
PPA that included control options also mentioned how this PPA 
could impact the societal benefits that could be derived from 
public IoT devices (e.g., cameras). In particular, they were 
concerned about allowing people to opt out of having their 
data collected from public-facing devices. One participant 
noted that someone could simply request that their data be 
deleted after committing a crime. P16 explained that allowing 
people to opt out could be problematic for smart cities: 

I feel like that would really ruin a lot of the smart city 
sensors. If the point is to gather traffic information and 
you’re like, ‘no, you can’t count me.’ It will defeat the 
purpose of gathering data if you can opt out so easily. 

P3 and P16 suggested that people should not be allowed to opt 
out of public-facing data collections. P3 noted that if you can 
tell cameras to not save your information “then people will 
just turn off cameras and rob everyone’s houses.” 

These conflicting desires when managing data collection and 
opt-out were also noted when discussing private spaces. P8 
wondered how conflicts would be managed if the Notification 
PPA gave users the ability to opt out of data collections—for 
example, one person might want a conversation recorded in 
the house, but the other one might not. They were particularly 
concerned about how this could impact women in situations 
of domestic abuse or contested divorces. They noted that an 
always-on listening device could gather evidence for those 
women. A PPA that allows people to opt out of data collection 
could limit this type of potential benefit. Finally, P6 suggested 
that the records of a user’s privacy choices could themselves 
create risk, e.g., if law enforcement became suspicious of what 
a person had chosen not to record. 

Lastly, P2 and P7 did not see the usefulness of this tool, either 
for themselves or in general. At first P2 showed a neutral 
opinion towards this implementation of PPA and the data 
collection: “It doesn’t bother me.” However, when asked about 
PPA being able to opt-out of data collection, they showed how 
their resignation with the status quo impacted their motivation 
to protect themselves: “I think you can do that now. You 
can say it, but that doesn’t mean nothing. It’s gonna happen 
anyway.”. 

Automation Level 2: Recommendations 
Next, we asked about a PPA that could provide recommenda-
tions on whether to allow or deny a particular data collection: 

“Now imagine this app could automatically recommend 
decisions for you based on your preferences on when to 
allow, deny, or limit different data collections. Would you 
use this feature?” 

Opinions were, again, mostly positive—but there was a clear 
preference toward external recommendations (e.g., experts, 
manufacturers, friends) over recommendations based on past 
behavior. Overall, participants found this level of automation 
helpful and educational, and they appreciated that the tool 
could reduce their cognitive burden while augmenting their 
knowledge about what would be a good choice to make. P4, 
P7-9, and P15 explicitly stated their desire for this implemen-
tation of PPA to serve an educational purpose. As P4 stated: 

When it comes to new technology, you can’t expect that 
people are gonna be perfectly literate or just be able to 
imagine all the ways in which information like that could 
be used. Now, for example, I guess you have a tool . . . and 
it will tell you, “This is the nature of this particular tracker. 
Here’s what it’s doing.” 

We originally conceived and framed recommendations as 
based on users’ preferences. However, participants presented 
a range of opinions on possible sources. P4, P7, P9, P13, P15, 
and P17 suggested offering recommendations from authorita-
tive sources with no vested interests in the data, but P17 also 
saw the benefits of recommendations from device manufactur-
ers, since they know the technology the best. P7-9 suggested 
recommendations based on crowd-sourcing or user reviews. 

Regardless of the source, participants wanted transparent dis-
closure of that source. P4, P7, P16, and P17 were aware that 
some sources of recommendations might have biases or even 
try to manipulate users. P16 also wanted to know the reasoning 
for the recommendation: 

That’d be cool. But any sort of recommendation is biased. 
I would just wonder, how is that recommendation being 
made? Why is one thing more important than another? 

P4 suggested allowing users to pick their preferred sources: 
“You can kind of get different information from different peo-
ple, depending on what your own values are.” This could 
address the concern about the source of the recommendation. 
P7 suggested that having multiple sources could mitigate the 
sources’ biases and agendas: “It’s nice to have both perspec-
tives. What do the security people who made this recommend? 
And then what the people who use it say about it?” 

P1-2, P11, and P13 disliked the idea of a PPA providing rec-
ommendations and preferred to maintain control. P11 ex-
pressed concern about losing control over privacy decisions 
very clearly: “I should have the final say.” P1 framed recom-
mendations as paternalistic or unnecessary. P1 said, “I think 
it’s simpler for it to just ask,” arguing that dismissing an un-
wanted recommendation would just add an extra step to her 
decision-making process. 
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Automation Level 3: Automatic Decisions 
Lastly, we asked participants the following question: 

“What if instead of just recommending decisions this app 
could, on its own, make this decision for you based on 
your preferences. Would you use this feature?” 

About a third of participants did not want a PPA to make 
decisions for them. P1, P8, P11, P16, and P17 did not want to 
yield control over their decisions. P11 said, “I don’t like to be 
fully controlled by a device, you know?” Furthermore, P1, P8, 
and P17 were unsure whether the technology could accurately 
predict their decisions and were thus hesitant to allow it to do 
so. One reason for this, as P17 stated, is that we are not always 
consistent in our decisions: “I could change my mind. Nine 
times out of ten I’m going to go this way, but I’ve got a very 
good reason for that tenth time not to do that.” 

Among the other two-thirds of our participants, we observed 
positive opinions towards a Auto PPA. These positive opinions 
reflected an appreciation of the convenience of outsourcing 
this type of decision-making to a computerized system. P5 
rejected the Notification PPA due to a fear of becoming over-
whelmed, but they said that the Auto PPA presented a valid 
tradeoff: “There I feel we’re obtaining a utility value to a 
human individual and I would consider owning such an appli-
ance, as part of the digital world.” 

P3-7 and P10 were happy to reduce their cognitive burden 
and potential anxiety from requests by delegating some of 
the responsibility of enforcing their preferences to the assis-
tant. However, these participants were divided between an 
autonomous and an automated decision-making mechanism. 

Initially, we envisioned this implementation of PPA behaving 
autonomously, leveraging users’ past decisions to build its pre-
diction model and, when possible, making decisions for users 
without their involvement. On one hand, this implementation 
allows a PPA to still make decisions for the user when faced 
with new situations, by drawing inferences from similar past 
behaviors. This offers the lowest level of interruptions and cog-
nitive load to the user, shy of a system that would completely 
remove the user. On the other hand, an autonomous PPA is 
prone to making incorrect inferences, especially if its decision 
model uses a feedback loop format where it uses (potentially 
incorrect) past decisions to inform future decisions. 

About a third of our participants were comfortable having the 
Auto PPA function in an autonomous way (P4-6, P10, and 
P15). These participants trusted that decisions could be cor-
rectly made based on their trust and experience with other pre-
dictive technologies from existing companies. P5 related this 
to their experience with email—“[if] my email auto-complete 
capability is any indication, it can be pretty smart”—but added 
the caveat that “it would need to come from a company that 
I trust.” P15 highlighted another caveat, as they expected 
transparency and accountability: 

That would be fine if there were a justification recorded 
somewhere where they would say on such date you made 
this decision. . . . I want to see the reasoning. 

Citing similar concerns, some participants (P3, P7, P9, and 
P13-14) preferred an automated PPA—a PPA that would rec-
ognize when a user was faced with the same decision they had 
made in the past, and would implement that decision again— 
over an autonomous PPA. As P13 put it: “I think if they want 
to tell me ‘you’ve done this in the past, would you like to 
keep doing this?’ Yeah, that’s okay.” This version of the Auto 
PPA would offer fewer interruptions and lower cognitive load, 
while mitigating participants’ reluctance to give up control to 
a machine that might not make the correct decision. Never-
theless, this version would require more user input than an 
autonomous PPA and could still make wrong decisions for 
users if their data-sharing preferences varied over time. 

P3-4, P6, P9 and P15 wanted an audit mechanism that they 
could use to see and correct previous decisions and to adapt 
preferences as they change over time. There was no consensus 
on whether changes to previous decisions should have retroac-
tive implications or not, but P4 suggested: “I guess something 
useful to do would be like, have a system in which informa-
tion is collected during a time period in which a preference 
has been set in an automated way, but you haven’t actually 
affirmatively audited it yourself.” 

DISCUSSION 
By discussing different PPA variations, we noticed that par-
ticipants frequently considered the trade-off between having 
more awareness and control versus feeling overwhelmed by 
data collection notifications. These considerations are in line 
with previous work exploring variables that may influence the 
desire for control and awareness while minimizing informa-
tion overload [6]. Participants’ suggestions went beyond the 
levels of automation presented by Parasuraman et al. (2000), 
describing their desired implementation of automation for the 
PPA and the underlying approaches to achieve this automation. 

Previous work found that users are more willing to purchase 
an assistant that has lower requirements of user attention [47]. 
In our work, we did not find that people’s opinions about 
PPA consistently increased or decreased with changes in user 
interaction or automation—some participants demonstrated a 
“curved” preference. This, plus the lack of a consensus on how 
to have more control without becoming overwhelmed, leads 
to a natural conclusion similarly found in previous work [32]: 
a PPA needs to allow users to choose the level of automation 
they desire for the different functions being provided. This 
allows users to balance their desire for control and their need 
to minimize cognitive burden. We present recommendations 
for promoting this flexibility in PPA design, focusing on the 
information analysis and decision selection functions [36]. 

Designing the Information Analysis Function 
We noticed that participants in our interviews were not always 
excited about automating the information analysis process. 
Participants were concerned about potential biases from the 
sources of recommendations or incorrect suggestions for in-
ferred recommendations. Participants frequently adapted our 
prompt of a PPA that could infer patterns and propose recom-
mendations on which actions to take, examining it instead as 
if the recommendations were from external sources. 
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One motivation for this change came from our participants’ 
awareness that they had a good but incomplete knowledge of 
how IoT works. As such, they liked the option of a PPA that 
could educate them through external recommendations. 

Participants had a wide range of opinions on what sources of 
recommendations were most preferred, wanted transparency 
about the source of the recommendations, and were aware 
of potential biases and agendas influencing these recom-
mendations. Based on our findings, a good design for this 
functionality would allow users to pick the types of recom-
mendation sources that they would prefer. Users wanted 
to see both expert opinions (authoritative) as well as real 
users’ opinions (crowd-sourced). Social cues and expert rec-
ommendations can have a significant impact on users’ deci-
sions [11]. Furthermore, users have varied preferences and 
acceptance of different sources [33] and these sources have 
inherent biases. Because of this, a well-designed PPA should 
allow users to choose preferred sources and should offer 
both crowd-sourced recommendations and recommenda-
tions from authoritative sources. Furthermore, authoritative 
sources should include both manufacturers and independent 
organizations (e.g., Electronic Frontier Foundation). 

The PPA must also ensure that users are not overwhelmed 
by notifications, not only because notifications can reduce 
individuals’ ability to properly process the information being 
presented, but because notifications can make them anxious 
and resigned. One way to avoid this is to remove unnecessary 
notifications by incorporating a “trusted location” feature, 
such that users would not be notified about devices in those 
locations. This feature would not require significant effort 
from the user at setup, and it would avoid notifications for user-
owned or known devices. For non-trusted locations, in lieu 
of potentially overwhelming individual notifications, the PPA 
could list devices once and request a decision, revisiting 
that decision periodically if new devices were added or the 
user’s preferences changed. 

Another way to avoid unnecessary notifications is to specify 
data collection situations where users are always opposed 
to or always in favor of sharing. Upon encountering these 
situations, a system could act automatically, saving notifica-
tions for situations where the user has not expressed a clear or 
consistent preference. Previous work on what factors people 
consider when thinking about IoT could provide the categories 
that users could select to always allow or always deny [12,31]. 

Lastly, it is extremely important that the information be pre-
sented in a clear and informative way. Our participants some-
times felt resigned to or detached from privacy-concerning 
contexts because the risks did not seem tangible or did not 
offset potential larger societal benefits. To mitigate this, rec-
ommendations should offer users tangible explanations of 
risks and benefits. This could help users better understand 
and relate to the consequences of data collection, making them 
more likely to make appropriate decisions. 

Designing the Decision Selection Function 
For the first level of automation (Notification), we observed 
a clear desire to have a tool that not only provides infor-

mation about data collection, but that also collects and en-
forces users’ preferences related to data collection. While 
this form of control may not be ideal for many users— espe-
cially those that already have a tendency to normalize data col-
lection or feel overwhelmed by current data collection—this 
basic level of control can help counteract feelings of power-
lessness and can offer a starting point to further interactions 
with other modules of the PPA. 

A next level of automation could implement users’ prede-
fined preferences in an automated way. For example, when 
prompted to make a decision, the user can choose to have the 
PPA “remember this decision,” informing the system that 
they no longer want to be asked about that specific data collec-
tion. This could be based on data types, devices, companies, 
etc. or a combination of these variables. 

For decisions made without direct user input, it is vital to pro-
vide an auditing mechanism where users are able to verify 
and adjust decisions made on their behalf. This mechanism 
was considered essential when discussing an autonomous PPA, 
serving as a tool to avoid perpetuating incorrect decisions. 
This mechanism would also prove beneficial to users who 
choose a lower level of automation, as it would allow them to 
review and revise past decisions as their preferences evolve. 

OPEN ISSUES 
The use of PPAs opens up a number of other questions funda-
mentally associated with the wider infrastructure and decision 
making that will influence the adoption of PPAs. In partic-
ular we describe questions related to public data collection, 
automated consent, resignation, and at-risk communities. 

Public Data Collection: Allowing users to deny data collec-
tion might disrupt smart city functionalities and other tech-
nologies with broad societal benefit, if the proportion of non-
contributing users grows past a certain threshold. Furthermore, 
safety and security devices could become useless depending 
on how this type of assistant is implemented. We propose 
the following open questions for further exploration: How 
do we balance the societal benefits of public data collection 
with individuals’ desire for privacy? To what extent does 
anonymization, aggregation or differential privacy help miti-
gate people’s reservations about some data collection practices 
and reduce the chance they opt out? What type of accountabil-
ity system could be put in place to avoid ill-intended people 
bypassing safety and security devices? 

Automated Consent: Previous work has demonstrated that 
automated consent models can predict users’ data-sharing 
decisions with high accuracy and avoid prompting users for 
most decisions, drastically reducing user burden [42]. How-
ever, autonomous or automated consent is, at times, negatively 
perceived by users due to their desire to retain agency. Fur-
thermore, if consent is given without the direct involvement 
of the consenting party, a legitimate question is whether it 
should be considered morally valid consent [21]. Participants 
did not trust their preferences to be correctly inferred since 
sometimes even they do not know what they would like to do 
until the very moment when they need to make that decision. 
One suggestion is to hold the data in escrow, so that it is not 
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immediately available to the requesting device, giving the user 
time to review it. Our questions then become: How would 
this system be implemented, and who would be responsible 
for the data in escrow? How would this system deal with time-
sensitive requests? If a data escrow is not a viable solution, 
how can incorrect consent be corrected, and who becomes 
liable for the consequences? 

Dealing with Resignation: Resignation is now noted as a 
common feeling associated with privacy [24, 28], but people 
displayed varying levels and types of resignation. Resignation 
stemming from powerlessness could be addressed through 
usable privacy-enhancing technologies, but a better under-
standing of causes of and solutions for resignation is crucial, 
as it can impact whether people attempt to engage in protec-
tive behaviors at all. While the identified level of privacy 
concern did not seem to play as large of a role in defining 
participants’ opinions about PPA, P2 was so strongly resigned 
that they did not see the purpose of any sort of technological 
solution. Furthermore, those who had normalized current data 
practices showed even less interest in engaging with solutions 
that would require effort on their part. Legislation—such as 
the General Data Protection Regulation (GDPR) [13] and Cal-
ifornia Consumer Privacy Act [29]—could provide a baseline 
level of protection for heavily resigned individuals who are 
unlikely to engage with privacy-protective technologies. How-
ever, open questions remain: What causes the different types 
of observed resignation? What can be done to overcome these 
feelings of resignation so that people actively engage with 
privacy-protective solutions? 

At-risk Communities: Smart home environments can raise 
issues of power dynamics, be that resident-visitor, parent-
child, or between active and passive partner [17]. P12 and 
P15 mentioned potential benefits that a PPA could have on 
at-risk communities—for example, a person learning about 
surveillance from their abusive partner through discovery of 
IoT devices. However, participants also described potential 
risks. P6 expressed a concern that metadata about opt-out, 
which might include device location or time, could inadver-
tently disclose people’s whereabouts and preferences. This 
could be particularly problematic for activists and other indi-
viduals who require anonymity. In these cases, open questions 
include: How do we ensure people’s meta privacy in relation 
to their data sharing choices? How do we resolve preference 
conflicts when a preference impacts more than one party? 

CONCLUSION 
We presented the results from 17 semi-structured interviews 
with a diverse sample of participants that allowed us to exam-
ine end users’ perspectives on increasingly more autonomous 
possible configurations of a personalized privacy assistant 
(PPA) for IoT, identifying benefits and issues associated with 
each implementation. 

Participants were generally positive toward the different imple-
mentations, however they also expressed concerns, which var-
ied depending on the level of automation. Given the contrast-
ing desires that seemed to drive participants—some wanted 
to have more control, while others wanted to avoid becoming 
overwhelmed by notifications—and the lack of consensus over 

the best implementation of PPA, we recommend that PPAs be 
modular and offer configurable levels of automation, allowing 
users to select their preferred levels of control. We suggest fea-
tures that will give users more control while still increasing the 
PPA’s autonomy, such as letting users pick sources and have 
always/never scenarios pre-defined, as well as a mechanism 
for users to audit a PPA’s decisions. 

Finally, we discussed open issues that could impact the design 
and deployment of a PPA for the IoT. We formulate questions 
for future work that focus on managing consent withdrawal 
for public data collection, a way to mitigate the issues with 
automated consent, the phenomenon of resignation to the 
status quo of data collection, and designing these tools with at-
risk communities in mind. Implementation of a prototype PPA 
that incorporates the suggestions made in this paper would 
allow for future studies with stronger ecological validity. 
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