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Abstract

Neural recordings from high-density microelectrode arrays yield high-dimensional time-series observations, simulta-
neously recorded from multiple brain regions, with good spatial and temporal resolution. A careful study of such
time-series covariance structure can uncover functional associations between the regions, and in particular, lead-lag
relationships could indicate possible directional flows of neural information. Because such relationships in an alert
animal’s brain are observed transiently, we use repeated trials to estimate the non-stationary covariance structure. In
this thesis work, we develop methods for estimating non-stationary lead-lag relationships among high-dimensional
time series.

The first approach is to treat high-dimensional time-series recordings as matrix-variate observations and model
them by matrix-variate Gaussian graphical models. In these models, two covariance matrices describe spatial
association between the LFP channels and autocorrelation across time, respectively. We discover cross-regional
connectivity using statistical inference on the spatial covariance graph estimate. We proved the theoretical validity of
the proposed bootstrap test, based on high-dimensional central limit theorems. We showed that the proposed method
increases statistical power by incorporating the shared covariance structures in multiple recording sessions. We also
demonstrate the efficacy of the new method through both simulated datasets and multi-session LFP recordings from
the same experiment as in LaDyS.

Another approach is based on extensions of probabilistic canonical correlation analysis (pCCA) to the time-series
setting. Starting with recordings from only two brain regions, the model assumes that all of the time series within a
given region are driven by the same latent univariate time series; the resulting latent bivariate time series then defines
the time-varying cross-region dependence we seek to identify. By leaving the correlation matrix unspecified instead
of assuming a parametric structure for the cross-dependence, the model provides a model-based interpretation of
multiset CCA. These generalizations come at a cost: we now have a high-dimensional time series problem within
each brain region, involving a high-dimensional covariance structure. We solved these high-dimensional problems by
imposing sparsity of the dominant effects within a range of possible interesting lead-lag effects and developed Latent
Dynamic Analysis via Sparse Banded Graphs (LaDynS).

We also developed and studied inferential procedures to decide time epochs of significant cross-region association
from the LaDynS estimate. In particular, an autoregressive model, based on the LaDynS estimate, enables statistical
inferences of cross-regional association in terms of Granger causality. LaDynS performed well in simulations
designed to mimic real-data situations. We also applied it to 192 simultaneous local field potential (LFP) recordings
from the prefrontal cortex (PFC) and visual cortex (area V4) during a visual memory task. We found lead-lag
relationships that are highly plausible and consistent with related results in the literature.

Furthermore, we developed an improved method, Latent Dynamic Factor Analysis of High-dimensional Time-
series (LDFA-H), by incorporating the two previous methods. LDFA-H uses the LaDynS latent factor models to
describe cross-regional connectivity, while imposing a spatio-temporal matrix-variate graphical model on auto-
correlations within brain areas. This hierarchical structure allows LDFA-H to provide better estimates than LaDynS
and other known methods, even in the presence of high noise.

Last, we revisit covariance structure in LFP recordings in context of the oscillatory nature of the data mode.
We considered phase and amplitude together using the complex normal distribution, for which the distinction
between covariance and pseudo-covariance is important. This provides a new characterization of standard oscillatory
correlation measures, based on conditional distributions of phase given amplitude. We defined a complex Gaussian
latent variable model for evaluating the strength of associations across multiple brain areas and applied it to data

involving multivariate LFP time series that exhibit pronounced oscillations.
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differences are more dramatic in PFC: there is a region 1n the upper left corner

of the array where the 2.5 percentile 1s well above .05, and thus separated from

zero, while the differences in the patch of (1000, 1500) x (500, 1500) have 97.5
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Squared Frobenius norms of covariance matrix estimates, ¢, for all factors
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Information flow by partial R~ for the top three factors. In this figure, we
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Chapter 1

Introduction

Contemporary technologies for recording electrical activity generated by networks of neurons have
created many opportunities but also challenges for statistical machine learning. For example, local
field potential (LFP) data recorded by high-density microelectrode arrays in recent in vivo animal
experiments (e.g., Jun et al., 2017; Steinmetz et al., 2018) consist of dozens to hundreds of time
series in each of two or more brain regions, recorded simultaneously across many experimental
trials. These LFP recordings result from neural currents generated near the electrode (roughly
within 150-200 microns), involving large numbers of neurons (Buzsaki et al., [2012; Einevoll
et al., 2013; |Pesaran et al., 2018)), and they have been shown to correlate substantially with the
BOLD fMRI signal (Logothetis et al., [2001; Magri et al., 2012a). Under behavioral tasks, the
LFP recordings exhibit correlated trial-to-trial variability among the brain regions, indicating
their cross-regional interactions relevant to behavior (Buesing et al., 2014; Gallagher et al., [2017;
Sarnthein et al.,|1998)). In the data we have examined, the LFPs are first band-pass filtered, making
the time-series smooth.

In some situations, the covariation takes place with lead-lag, and the lead-lag relationship
could indicate functional and directional predictivity across the regions (Liebe et al., 2012)). If we
observe univariate stationary time-series from each brain region, this is the problem solved by
frequency-domain analysis and Granger causality (Geweke, 1982). Frequency-domain analysis
decomposes the covariance structure into its spectrum and cross-spectrum under a range of
frequencies. Then, the complex-valued coherency and its magnitude, coherence, are used to
represent the coordinated activity between two brain regions. (See Section for details.)
Vector auto-regressive (VAR) models can be established from the coherency structure among
multiple brain regions, and the estimated parameters can be used for Granger causality inference
(Ombao and Pinto, 2021). When multi-electrode recordings are made from an alert animal during
a behavioral task, however, the data from each brain region are multivariate nonstationary time-
series. The statistical challenge is how concise and interpretable summaries can be made to assess
the covariation and lead-lag relationship across groups of time-series observations. One approach,
in Liu et al.| (2021)), is to extend the Granger causality to multivariate non-stationary time series.
In this thesis, we develop and study other spatio-temporal statistical methods for estimating non-
stationary functional associations among high-dimensional time series. The relationship between
the methods is described in Fig. where the arrows indicate conceptual and methodological
dependence.



In Chapter 2] we treat high-dimensional time-series recordings as matrix-variate observations
and model them by matrix-variate Gaussian graphical models (Dawid,|1981). In the model, two
covariance matrices describe spatial association between the LFP channels and autocorrelation
across time, respectively. We discover cross-regional connectivity using statistical inference on the
spatial covariance graph estimate. We prove the theoretical validity of a proposed bootstrap test,
based on high-dimensional central limit theorems. We show that the proposed method increases
statistical power by incorporating the shared covariance structures in multiple recording sessions
(on different days). We also demonstrate the efficacy of the new method through both simulated
datasets and multi-session LFP recordings from the same experiment as in LaDyS.

Another approach in Chapter [3]is based on extensions of probabilistic canonical correlation
analysis (pCCA, Bach and Jordan, |2005)) to the time-series setting. Starting with recordings from
only two brain regions, the model assumes that all of the time series within a given region are
driven by the same latent univariate time series; the resulting latent bivariate time series then
defines the time-varying cross-region dependence we seek to identify. By leaving the correlation
matrix unspecified instead of assuming a parametric structure for the cross-dependence, the model
provides a model-based interpretation of multiset CCA (Kettenring, [1971). These generalizations
come at a cost: we now have a high-dimensional time series problem within each brain region,
involving a high-dimensional covariance structure. We solved these high-dimensional problems
by imposing sparsity of the dominant effects within a range of possible interesting lead-lag effects
and developed Latent Dynamic analysis via Sparse banded graphs (LaDynS).

We also developed and studied inferential procedures to decide time epochs of significant
cross-region association from the LaDynS estimate. In particular, an autoregressive model, based
on the LaDynS estimate, enables statistical inferences of cross-regional association in terms of
Granger causality. (See Section [3.2.4]) LaDynS performed well in simulations designed to mimic
real-data situations. We also applied it to 192 simultaneous local field potential (LFP) recordings
from the prefrontal cortex (PFC) and visual cortex (area V4) during a visual memory task. We
found lead-lag relationships that are highly plausible and consistent with related results in the
literature.

In Chapter 4] we developed an improved method, Latent Dynamic Factor Analysis of High-
dimensional Time-series (LDFA-H), by incorporating the two previous methods. As an extension
of Gaussian process factor analysis (GPFA, Yu et al., 2009), LDFA-H uses the LaDynS latent
factor models to describe cross-regional connectivity, while imposing a spatio-temporal matrix-
variate graphical model on auto-correlations within brain areas. This hierarchical structure allows
LDFA-H to provide better estimates than LaDynS and other known methods, even in the presence
of high noise.

In Chapter[5] we revisit covariance structure in LFP recordings in the context of the oscillatory
nature of the data. We considered phase and amplitude together using the complex normal
distribution, for which the distinction between covariance and pseudo-covariance is important.
This provides a new characterization of existing oscillatory correlation measures, based on
conditional distributions of phase given amplitude. We defined a complex Gaussian latent variable
model as an extension of probabilistic CCA model for evaluating the strength of associations
across multiple brain areas and applied it to the Allen Institute dataset (Siegle et al.| (2021)), which
consists of LFP recordings from 6 multi-electrode probe inserted in 6 brain regions.



Probabilistic CCA (Bach and Jordan, 2005)

Probabilistic CCA (Section 3.2.2) Complex-variate latent factor model (Chapter [5))
LaDynS (Chapter 3) Matrix-variate graphical Model (Chapter [2)
Local stationary model (Section [3.2.4) GPFA (Yu et al., 2009)

LDFA-H (Chapter )

Figure 1.1: Flow chart of research projects in this dissertation. White boxes code for existing
methods by other researchers, orange boxes for completed projects in this thesis. Arrows indicate
conceptual and methodological dependence. See Fig. E] for a detailed version.






Chapter 2

Simultaneous Inference in Multiple
Matrix-Variate Graphs for
High-Dimensional Neural Recordings

This chapter is a collaboration with Zongge Liu, Zhao Ren, Matthew A. Smith and
Robert E. Kass. This work is currently in progress, and in particular, we will further
modity the experimental data results in the final journal submission.

2.1 Introduction

As recent progress in technology enables neural measurements with finer resolution and larger
volumes (Siegle et al., 2019), it also poses new challenges for developing tools to analyze the
data in high-dimensional multi-variate time-series (Jun et al., 2017} |Steinmetz et al., 2018). A
motivating dataset of this paper is local field potential recordings (LFPs) from prefrontal cortex
(PFC) and visual area V4 during a visual working memory task. Visual cortical area V4 has been
reported to retain higher order information (e.g. color and shape) and attention to visual objects
(Orban, 2008}, Fries et al., [2001), while prefrontal cortex (PFC) is considered to exert cognitive
control in working memory (Miller and Cohen, |[2001). Despite their spatial distance and functional
differentiation, these regions have been presumed to cooperate during visual working memory
tasks (Sarnthein et al., 1998; Liebe et al., [2012). Johnston et al. (2020) implanted two Utah arrays
(McKee, Matthew, 2019)) in the visual (V4) and prefrontal cortices (PFC) of a macaque monkey
and recorded LFPs from 96 electrodes dimension in each brain area during a memory-guided
saccade task. The data consist of measurements at different time points and electrodes spaced in a
two-dimensional grid. Designating rows and columns to correspond to time points and electrodes,
respectively, we treat the data as a matrix-variate observation (Ding and Dennis Cook, 2018)),
which allows us to treat temporal and spatial effects as distinct. In this paper, we develop and
study matrix-variate statistical methods for discovering the functional association between the
two brain areas from the spatio-temporal LFP recordings, across several sets of recordings made
during different sessions (on different days).

If we fix a single time point, the LFP measurement is vector-variate, where each component is
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the measurement from the corresponding electrode. In this case, we discover the cross-regional
association by looking into the coordinated activity between the pairs of electrodes from different
brain areas. The vector-variate Gaussian graphical model has been widely applied to high
dimensional data in scientific studies to explore the conditional dependence relationships among
entries of a random vector, including the neural data (Fornito et al., [2013}; |Vinci et al., 2018]).
For a random vector X € R?, we can define an undirected graph G = (V, E)) associated with
X, where the set V' contains ¢ nodes each of which corresponds to an entry in X, and the set £
consists of edges among V. Specifically, there is no edge between two nodes in V' if and only if
the corresponding two variables are conditionally independent given the rest of variables in Z.
For a Gaussian vector, one can assess the graph structure, i.e., the set F/, in terms of the precision
matrix, the inverse of covariance matrix of X (Meinshausen and Biihlmann, [2006) because two
variables are conditionally independent if and only if their partial correlation is zero.

Because our LFP data X (€ RP*9) involve both time (¢ = 1, ..., p) and space (electrodes i =
1, ..., q on the Utah arrays), instead of a vector-variate Gaussian Graphical model, we consider a
matrix-variate extension. A simple extension is imposing the vector-variate model on the flattened
matrix-variate observation, but the resulting model requires prohibitive over-parametrization
by p?q¢? entries in the covariance matrix and often compromises statistical efficiency by losing
dependence structure in the matrix formulation. We instead use matrix-variate Gaussian Graphical
Model (MGGM) with Kronecker product covariance. The model consists of two covariance
parameters: temporal (row) covariance matrix X(7) € RP*? and spatial (column) covariance
matrix 2() € R2%¢, Then, a random matrix X € RP*? is said to follow the model, denoted by
N(p, £, %)), if and only if vec(X) ~ N(vec(p), ¥ @ £(7)), where y € RP*9 is the matrix
mean, vec(X) € RP? denotes the flattened matrix X, and ® denotes the Kronecker product. It
imposes a strong assumption, implying, for instance, that the auto-correlation of measurement
in every electrode is proportional to X(7), and the spatial covariance at every time point is
proportional to ¥(%). But, as long as it is reasonable to separate temporal and spatial covariation, it
has the advantage of reducing the number of parameters to p? + ¢* from p?q? of the vector-variate
formulation, and it has been applied in analyzing spatio-temporal data of biomedical imaging
and financial markets (Zhou, [2014; |(Chen and Liu, [2015; Zhu and L1, 2018])). If we denote the
temporal (row) and column (spatial) precision matrices by Q(7) = £(7) and Q) = (-1,
respectively, the inverse of ¥(%) @ ©.(7) has a simple analytic form: the precision matrix of vec(X)
is (2 @ %)=t = QD @ QD The cross-regional association is encoded in %); the spatial
partial correlation between electrodes ¢ and j is defined as

0%
(8) — _ vJ (21)

Pij * R e
/0S8 (S)
Qii ij

For the rest of this paper, we propose a three-step estimation and inference procedure for the
spatial partial-correlation. First, we estimate our spatial partial-correlation matrix by node-wise
regression (Ren et al., 2019). Second, we follow the modified Cholesky factor decomposition
Bickel and Levinal (2008) to estimate the temporal covariance matrix. Finally, based on the results
from the previous two steps, we construct a new linear-functional test statistic, which effectively
tests significance of single edges or collections of multiple edges. The new inference framework
is motivated by the linear functional-based tests by Ren et al.| (2019), the matrix-variate graph
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inference by Chen and Liu| (2015)), and the global testing framework for a collection of edges in
vector-variate graphical models by Chang et al.| (2018)). The rest of the contributions of the paper
are summarized as follows:
® We develop and study a method of using multiple session data collectively so that we can
discover the common spatial correlation graph across the sessions with improved sensitivity.
To do so, we use group Lasso to borrow information across the sessions and achieve more
accurate spatial covariance matrix estimates, compared to naive approaches of fitting the
model separately to each session. (See Section [2.2.1]) We demonstrate the gain in the rate
of convergence in theoretical (Section and simulation studies (Section [2.4).

¢ Although group Lasso is not new, its application and consistency on auto-correlated samples
have never been theoretically studied. In Section [2.3] we provide a self-contained analysis
and derive the rates of convergence of estimation as well as prediction. It might be of
independent interest for high-dimensional statistics on correlated data.

® We provide theoretical guarantees on the proposed inference procedures using a Gaussian
approximation bootstrap method, based on Chernozhukov et al. (2012)). It is the first attempt
to formulate a global significance test of an edge group in a matrix-variate graph, rather
than FDR control as in |Chen and Liu| (2015)).

2.1.1 Other Related Work

Methods to estimate the sparse precision matrix for normal distribution are well-studied in recent
years (Meinshausen and Bithlmann, 2006; Yuan and Lin, [2006). There are two main categories of
method for sparse precision matrix estimation: penalized likelihood method (Allen and Tibshirani,
2010) and regression based method (Liu, 2013; Ren et al., 2015). The penalized likelihood method
is a popular method for Gaussian Graphical Model estimation and inference. For example, in
Graphical LASSO (Friedman et al., 2008)), the goal is to maximize the log-likelihood function
from the raw data and L, penalty term. For statistical inference, Jankova and Van De Geer
(2015) proposed a method to estimate confidence band for entries in sparse precision matrices,
which guaranteed asymptotic normality for each edge. However, since the objective function is
non-convex, the optimization approach is theoretically less appealing; moreover, methods based
on optimization will usually require the irrepresentability condition, which is difficult to validate.
We adapted the regression-based approach in our work, and estimate the entries in precision
matrix with the regression residuals and coefficients. For MGGM, there are many interesting
works focusing on the graph estimation (Leng and Tang, 2012} Yin and Li, 2012; Zhou, 2014)
and inference (Chen and Liu, 2015; Ye et al., [2019). For example, the work of |(Chen and Liu
(2015)) developed a multiple testing framework for support recovery in MGGM, and provided
theoretical analysis for asymptotic normality and false discovery rate (FDR) control. The work of
Ye et al.| (2019) developed a paired test of matrix graphs to infer brain connectivity with correlated
samples, and similarly, their testing procedure was based on multiple testing and FDR control.
We are interested, however, in deriving a single statistic to simultaneously test the strength of
conditional dependence between subgroups of nodes across multiple graphs.

Inference under multiple matrix-variate graphs is missing in literature. However, estimation of
multiple ordinary Gaussian graphical models based on optimization method was widely studied
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(Danaher et al., 2014 (Cai et al., [2016a; Lee and Liul, 2015). Moreover, |Peterson et al. (2015)
proposed Bayesian inference on multiple Gaussian graphical models. A Markov random field
prior is implemented to encourages common edges across graphs, and a spike-and-slab prior
is placed on the parameters to learn the groups which have a shared structure. Therefore, this
model can learn the information between sample groups, and measure the relative network
similarity across groups effectively. The most relevant work to our topic is by [Zhu and Li (2018)),
where the main focus is on multiple matrix-variate graph estimation. The authors established a
non-convex optimization method with sparse and group Lasso penalization to estimate multiple
matrix-variate Gaussian graphs for matrix-normal distributed data. They further designed an
efficient optimization algorithm, and established the asymptotic properties of the estimator under
special scenarios with sparse penalty or group penalty only. However, since this work was based
on non-convex optimization method, stronger assumptions are needed to guarantee convergence
of estimation, and inference remains to be unknown under such a formulation.

2.1.2 Organization of the Paper and Notations

The paper is organized as follows. In Section [2.2] we propose the procedure for simultaneous
test while leaving theoretical justifications for our procedure in Section [2.3] In Section 2.4.1]
we present simulation studies to support our theoretical findings, and compare the performance
of multiple matrix-variate graphs with several baseline methods. The simulation results demon-
strate the advantage of our method over the state-of-art multi-graph estimation procedures. In
Section [2.4.2] we apply our method on the experimental data and reveals change of within-area
and cross-area connectivity with respect to the behavioral stages in the experimental design. Our
test results provide new insights into understanding the neural activity in PFC and V4 during
saccade task.

We adopt the following notation throughout this paper. For a euclidean vector X, we write
X.; for its sub-vector (X;, X411, -, X;)". Moreover, let || X, denote the vector £,-norm of X.
For a real matrix X, let X;. denote the i-th row of X, X_; denote the j-th column of X. Let
|| X, denote the matrix p-norm of X, while || X||5 is also the spectral norm or operator norm. We
use || X || r to denote its Frobenius norm and || X ||, to denote the entry-wise sup-norm. For any
set A we denote its cardinality by |A|. In our theoretical arguments, C(. .. ) means a constant with
implicit dependency to the parameters in the parentheses, whose value is changing across lines.
For universal constants without any dependency, we omit the parentheses and denote them by C.

2.2 Simultaneous Inference Framework

In this section, we develop a graph inference framework for matrix-variate observations and leave
all theoretical studies in Section[2.3] The full procedure is summarized in Algorithm [I]at the end
of this section. For each dataset on session [ = 1, ..., m, we have n; i.i.d p X ¢ matrix-variate sam-
ples, XD XD following matrix-variate Gaussian distribution N(0, ©(7-) %S0 where
YT ¢ RP*P and ©(SY € R7%9 are the temporal and spatial covariance matrices in session /,
respectively. We denote the temporal and spatial precision matrices by Q70 := (£(7-0)~1 and
QD = (BED)~1 respectively.



2.2.1 Estimation of Spatial Covariance Matrix

We first discuss the model X %) ~ N(0, 2(7:0), ©2(SD) for each graph/sessionl = 1,...,m as a
motivation for our approach. Node-wise regression (Meinshausen and Biithlmann/ (2006); Liu
(2013)) has been a popular approach for graphical model analysis. Indeed, it is well-known that
the conditional distribution of Xt(ik’l) (i.e., electrode ¢ at time t) against the rest variables in Xt(f’l)
follows a linear regression,

XD = X DB 4 P, 22

where it follows from the linear regression theory that

S 1S e oy

@ _ R0, it i A,
Bji’ e (2.3)

0, if 7 =7,
and ]E[etf o) ] = 0. Due to this connection between the coefficient ﬁt(zs D and the spatial precision
matrix (5, the sparse partial-correlation assumption naturally implies sparsity in the regression

coefficient.

Defining ) to be the matrix of elements, (ID(‘S’Z) = Q(S’l) / (QZ(ZS ’Z)ng’l)), the covariance
matrix between the node-wsie spatial regression residuals, i.e., e§3 k) (e,gf k’l), VN é;?”“’”)i is

ST . (S, Under the identifiability constraint that tr(X(70) = p,

[ ZZ (S,k,0) (Skl)T] 2.4)

kltl

Therefore, testing CID%S’Z) = 0 is equivalent to testing if the partial correlation between 7 and j

is 0. In the regression, we treat each row Xt(f’l) as a g-dimensional sample, which leaves us p
correlated vector-variate samples for a sparse linear regression model. The covariance among
these “row samples” is characterized by ¥.(7*Y), Note that

S _ ij _ 3D Q (S0 y(SD). 75
" Qehgen 0 VI >

JJ

In what follows, we build our test statistics based on some accurate estimation of q>§f”) and the

equivalence between pgf’l) =0and @Ef’l) =0.

Having discussed the model for each session above, we are in a position to consider all m

sessions together to improve the estimation accuracy of each pg;s’l) The fact that all sessions tend

to share the same support among the column precision matrices Q(S g implies the m coefficient
vectors ﬁ(z g share the same support as well. To this end, we naturally treat ﬁ S , BZ(]S ™) as
the group of the coefficient parameters for pair (7, j) across the m sessions. Under a joint sparsity

structure of m graphs, we stack the m linear models and use the group Lasso (Yuan and Lin
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(2006)) to take the advantage of this group structure as follows:

{g.(f’l)}lzl,...,m
— : - BD _ (kD pM)]2 1>k X ||2 ()2
i LSS kg 35 T Ty

{pWeRrRP} ., =1 k=1 jii#i \ I=1 lp

w.I.t bz- =0,
(2.6)

where 1y = min;<;<,, n;. The parameter \; can be tuned using cross-validation or other model
selection methods. In our theoretical analysis, a data-driven yet conservative choice of each );
can be picked.

With estimated regression coefficients, the fitted residuals can be calculated as

= X @

Estimating the population covariance among residuals, the empirical covariance matrix of €S-
has a larger bias compared to the expected /n;p rate due to the Lasso penalty, as demonstrated
in vector-Gaussian graphical models (Liu, 2013)). We introduce a bias-correction term in the
covariance estimate to remedy the large bias:

n Sk D) A(S Kl Skl S,k,1)273(S, e
$ED . —op i iy (@ Y e )>, if i # 7, 2.8)
oo Lzm p /~(Skl)/~(8kl) if i = )
mp = t=1 t’L ’ - J
Then, we estimate QS and p(S4 by
R S S
QED = U and 50 = -9 respectively. (2.9)
ij NCOFGD) ij ~oh—~on’
D, (I)jj @Ef’l)q)g-f’l)

Our estimator for the partial-correlation resembles the form proposed by (Chen and Liu| (2015) for
a single matrix-variate Gaussian graphical model. However, we further leverage the information
in multiple sessions using the group Lasso estimate and obtain a faster convergence rate, which is
summarized in Theorem [2.3.1]and Remark This results into the improved testing accuracy
for our goals by the factor of y/m, which is demonstrated in Theorems [2.3.5/and [2.3.6|

2.2.2 Simultaneous Test by Parametric Bootstrap
Single Edge Test

Borrowing information across m sessions not only enables us to estimate d graphs efficiently by
the group Lasso Eq. (2.6) but constructs powerful tests to discover significant associations. We
first focus on the single edge test: for a pair (i, j), we are interested in testing the following null
hypothesis,

Hogj:p5V =0, Vi=1,...,m. (2.10)



In light of the group sparsity structure, we construct a test statistic by aggregating the partial-
correlation estimates Z)ff’l) from all sessions [ = 1, ..., m. In our application, we assume that the

signs of the associations do not change across the sessions, so that the sum of the estimates is close
m (8,0)

to > 0 0p s

uncertainty of ﬁff’l) across [ a by summing the estimates weighted by ,/n;p and propose the

following test statistic

Ty = fzx/ﬁﬁzfl. 2.11)

In Proposition of Section we show that our test statistic is asymptotically close to a
normal distribution with mean

1 m
._ E — (8)])

SO T}j should be significantly larger than zero when the alternative is true. Once the asymptotic
variance can be consistently estimated, it is straightforward to construct the confidence interval for
T(S Y and the associate p-value for the single edge. We do not pursue this direction immediately
here Instead, we move to the more challenging multiple edge test scenario, and leave one the
single edge test as a trivial special case.

Remark 2.2.1. More generally, an additional sign information on elements of the alternative

pz(-f’l) may be available. With this additional knowledge, we present a test statistic based on a

linear combination of those pls D for | = 1,...,m, which is closely related to its #; norm. More

specifically, with an edge-specific sign vector 0;; := (O’Q) e a( )T € {~1,1}™, we replace

1] 1]
T;; with the following sign-addressed test statistic,

~

T = Z% N (2.13)

The normal approximation we establish in Section [2.3] also applies to the sign-addressed test
statistic.

Simultaneous Test

In the multiple edge test scenario, for a cross-region set £/, we aim to test whether there is no edge
at all in £, which is stated as the following null hypothesis,

Hop:pS" =0, Y(i,j) € B, YI=1,...,m. (2.14)

Notice that the single edge test can be treated as a special case of multiple edge test when
E = {(i,j)}. In practical neuroscience applications, F is a collection of edges connecting
different brain areas, of which the cardinality can increase as large as the rate of ¢®. Thus,
even if we establish asymptotic normality of a single 7;;, the theory cannot apply to the high-
dimensional setting of testing Hy  with growing | E'|. One may remedy the multiple testing issue

11



via Bonferroni correction, but it is known to exert overly conservative decision. In this paper, we
propose a simultaneous testing based on the supremum norm of 7 := (T,] :(i,j) € E):

1Tl == max|T, T3], (2.15)

,

We notice that the asymptotic mean and coviariance matrix of fE is given by Tg and Sgg,
respectively, where 7' is the groundtruth counterpart of 7'

_ 1y (S0)
Ty .—ﬁ;\/—nmpﬁ : (2.16)

and S is the matrix consisting of asymptotic covariance between T}, ;, and T, ;, for (i1, j1), (i2, j2) €
[d] x [d], given by

S(ilzjl)z(iQJQ)
(S (S Sy s, L o@sy snf o (sn2 (8,02 (8,02 (8,02
Z HE ||F pzm p]1]2 +pzwz pzzjl + §p%u1 pm]z <pzm +pj1]2 +p%1]2 +p12j1 >
(S (S (S.D) (S (S (S (S (S (S (S (S (S
pmz pmz pmh pmz pzwl pzuz '03132 pmjz pum pjwz pmyl '01111

(2.17)

The key idea follows the theory of high-dimensional central limit theorems (e.g., (Chernozhukov
etal,[2012): although the entire vector T is not asymptotically normal, || T — T’z |- has the same
limiting behavior as || Z ||, where Z ~ MVN(0, Sgg).We later elucidate this idea in Section

The distribution of || Z||, involves a supremum norm of a normal random Vector of which
the quantile is not analytically available, and also unknown parameters in Eq. (2.17). We replace
Skr with the plug-in estimator S e based on the estimates E(T D and pSb, and approximate
the distribution of || Z||., by the bootstrap distribution of HZ |- Based on bootstrap samples
7 ~ MVN(0, Sgz), we construct a (1 — a) confidence region

Ce(l—a):= {{P(s’l)}z1 ..... m " maX \/_Z\/W —PU ))

= aém,la}  (2.18)

where g3/, is the bootstrap (1 — a)-quantile of ||2 ||co- Theorem 2 provides the validity
of the conﬁdence region in Eq. (2.18)), and Theorem 3 demonstrates the complementary power
analysis. Based on the estimated conﬁdence region, we can obtain the trivial testing procedure
extension for c-level testings.

Remark 2.2.2. The row samples we fit the group Lasso Eq. are correlated within each
session [ = 1,...,m, and the correlation is characterized by the temporal covariance matrix
(7). We present an estimate of ¥.(7*) based on the Kronecker product covariance structure
in the matrix-variate Gaussian graphical models and plug it in Eq. (2.18) to obtain a consistent
confidence region. It is worthwhile to mention that under other dependence structures among
samples, one may construct different procedures for a vector-variate Gaussian graph. For instance,
Chang et al.|(2018) implemented a kernel estimator for estimation of X(7") in multi-variate time
series data.
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2.2.3 Estimation of Temporal Covariance Matrix

Our testing framework developed in Section requires to estimate the Frobenius norm of
the temporal covariance matrix, £(7*Y). The temporal covariance matrix can be estimated by a
modified Cholesky decomposition (Bickel and Levina, 2008 Liu and Ren, 2020). The Cholesky
decomposition reveals the natural auto-regressive relationship between the signal at a particular
time point and the past signals from the matrix-variate Gaussian distribution with Kronecker
product covariance. Suppose that the Cholesky decomposition of Q7! is

QT — [T (T [(T)T (2.19)

where D7) is the diagonal matrix so that (7! is lower triangular and has diagonal entries 1.
Let 370 .= [ — LTOT and @7 = @D(”) so that the Cholesky decomposition of (7!

is rewritten by

S,
Q(T,l) _ M([ N B(T’l))TCI)(T’l)_l(I _ B(T’l)) (2.20)

Then, 6,(7?’0 is the solution of the linear regression model

Xt(f,Z) _ XE?’I)Tb+ 6£77k71)7 2.21)

1

for each time ¢, and ®(7Y is the residual variance

1 ny q
= —3"3 Var [eﬁf’“”] . (2.22)

n
Rt

Despite time-aligned experimental stages, the temporal alignment of neural response is not
guaranteed due to the existence of response latencies of neurons to stimulus (Ventural, 2004).
For example, the neural response time for saccade tasks might depend on a variety of factors in
previous studies (Armington and Bloom, |1974} Dandekar et al., 2012} Ossandon et al., 2010),
such as saccade amplitude, direction and change in luminance. Hence, we do not assume YT to
be the same or very close across [ but impose a rather weaker assumption that the all temporal
precision matrices share bandedness. In physiological time-series signals, the dependence across
time points exhibits natural decay as the time lag increases, so a reasonable assumption is that
ﬁg’l) decreases to 0 as t — s — oo. For example, the popular auto-regressive AR () model
satisfies the assumption by 6;? ) — 0 where t — s > h. Indeed, the AR(h) model provides with
an efficient regularization method in estimating auto-regressive coefficients for time-series data
(Seth et al., 2015; Brincat and Miller, 2015, [2016; |[Liu and Ren, [2020). The idea is to obtain the
optimal bias-variance trade-off in the estimation of 6_(;’” by ignoring weak dependences between
far time points. Here, we follow the procedure in Liu and Ren|(2020) on the n;q observations
of time-series, (Xt(f’l) ct=1,...,T),fori =1,...,qand k = 1,...,n;, which appear as the
columns of X *!)°s. That is, under the model, a linear regression model at each time point ¢ is
formulated as

1 < (k.1) k)T
ﬁ‘(T’l) = argmin X xRDTy)12
! v 2mg ;H " I (2.23)

w.rt b, =0 where s <t—h; or s > t.
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We note that, unlike the spatial case, the estimation of the temporal covariance matrix is done
individually for each graph/session.
Having the empirical regression coefficients obtained, we estimate ®(7") given by

2
BT ZH X0 _ x kDT gT0) (2.24)

nlq 2

For technical issues in the following theoretical analyses, we truncate the eigenvalues of / — 3
such as in|Liu and Ren| (2020). For a square matrix A, let

P,(A) == U max{min{A,n},n '} VT, (2.25)

where A has a singular value decomposition A = UAV" and the min and max above are

(T-D)

element-wise operations. Let ﬁ be the precursor estimator of Q7Y given by

aTh _ - 571)T¢<ﬂ) 'p,(I _gm)). (2.26)

Q
Then, one might consider to plug Q' " and S from Section in Eq. (2.20). However,
this approach involves the uncertainties from both the group Lasso estimate in Eq. (2.6) and
banded Cholesky factor estimate in Eq. ( - Instead, we notice that (7! is the standardized

DA o R by a scalar multiplication so that the tr(3(7!)) = p. Our proposed estimate is

_(T7l)
ST = P57 ang 70 = —tr(E )

(T
=(TD '
tr(= ) b

Q (2.27)

2.3 Theoretical Properties

Throughout the subsequent theoretical arguments, we use X4 (or X (7)) to notate stacked
spatial (or temporal) observation over temporal (or spatial) components and samples within

session [:
xS — [X(l,l)T X(nl,Z)T}T c RMPX4
T - (2.28)
X (T — [X(Ll)’ o 7X(m,l)] € Ruaxp,

These notations help us with connecting matrix-variate Gaussian graphical models to node-wise
regression models:

Xt(;s,l) Sl)ﬁ 51)+ ESl) (2.29)

fort = 1,...,np where Xt(s’l) are now dependent and not identically distributed due to the
temporal association, unlike the usual regression regime. Also, for any vector b) := {p(!)
RP} 1  m, We use Z_)(') to denote the collection of standardized elements, i.e.,

s JIXE e
b\ = L2l 2.30
- { mp ’ I=1,....m ( )

IR
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Algorithm 1 Simultaneous Testing for Multiple MGGMs
1: Input: Multi-session data D, edge set S, test level «
Output: Confidence region Cp(1 — )
Spatial precision matrix estimation:
for i=1:¢qdo
Estimate the regression coefficient ﬂ,(f’l) and the residual e,(f’k’l) using Eq. .
end for
for [=1:m,i=1:q,7=1:qdo
Estimate the de-biased residual variance @E}g’l
Estimate the spatial precision ng’l) and partial correlation pif’l) using Eq. .
end for
: Temporal precision matrix estimation:
:for t=1:ddo
Estimate the temporal regression coefficient (7Y and residual variance ®(7*) using
Egs. (2.23) and (2.24).
14: end for
15: Hypothesis testing based on bootstrap: R
16: Estimate the covariance matrix Sgp of the test statistic T using the plug-in estimator Sgp in
Eq. ,'\ .
17: Sample {Z;}i—1,.. 5 ~ N(0, Sgg) and calculate the confidence region inc Eq. (2.18).
18: return Confidence region Cp(1 — «)

) using Eq. l)

RS A A A

—_ = = =
W N = O

so that Eq. is expressed in a more canonical form:

s . LN xS0z 4 HbOH
S R x>

Jij#i

(2.31)

veey

W.I.t bgl) = 0.
We make the following assumptions on the observed dataset.

Assumption 2. tr(270) =p VIi=1,... ,m.
Assumption 3. For | = 1,...,m, let {)\Z(-T’l)}i:17,__,p are the eigenvalues of (7Y while é <

Agﬂ) < Aéﬂ) < <L AI(,T’Z) < kg for some constant k3 > 0; define and assume {)\Es’l)}i:17.,,,q
similarly for ¥(SV.
Assumption 4. Let d be the group-wise maximum node degree, i.e.,

d:= max‘{j € [p\{i}: ng’l) # 0 for some | € [m]H (2.32)

We assume group sparsity of the partial correlation graph in spatial association by

;. max{m, log®(gmnop)}

0 2.33
(o) 2 (2:39)

as ng — oo.
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Assumption 5. We assume the temporal precision matrix QY for each | = 1,...,m has
Cholesky decomposition as in Eq. (2.20) where 3TV satisfies

18TV < ks(t — )™ fort,s:s < t, (2.34)
for oy > 0. We further assume that, for cg = ming—; __n, oy,

log(gmngp)
(noq)l—l/(a0+1)

— 0 (2.35)

as ng — Q.

Assumption |1| suggests that the sample size from each graph is balanced and we use ng to
represent the common level. Assumption [2]is for the identifiability. Assumption [3]is a standard
eigenvalue assumption in covariance estimation (Cai et al., 2016b). Assumption 4] indicates that
the column precision matrix is sparse, and limits the spatial dimension of the matrix variable
given the number of samples, the temporal dimension and the number of graphs. The first part of
Assumption [3]is a fair assumption for neural time series, since neural data, especially LFPs, are
usually modeled as an auto-regressive process with limited order, which is also widely considered
in literature (Bickel and Levina, 2008}; Liu and Ren, 2020); the second part of is similar to
Assumption @] and limits the temporal dimension.

2.3.1 Non-asymptotic error bound for the group Lasso estimate

We first provide a theoretical justification for our group Lasso procedure proposed in Section [2.2.1
Although with correlated rows, our results below demonstrate that the optimal rates of convergence
for estimation and prediction can be still obtained compared to the case with i.i.d. samples. The

proof is provided in Appendix

Theorem 2.3.1. Suppose that \; = \/%‘W. Then,

1
maXZHA H <C lil,lig)dm+ og(qmnop)7

JijF#i "op
m + log(gmnop) ~1/2
P max Z A < C(k1,k3) d , > 1 — C(gmngp) .
o nop
1
ape gl S8 < O 2
i 2ngp nop

(2.36)
for a sufficiently large ny.
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2.3.2 Theoretical justification for the simultaneous edge testing

We now turn to theoretical results from Section[2.2.2] In the following proposition, we show that

the error of our partial-correlation estimate ﬁff Vin Eq. ll is driven by the leading term
(S CHRED) (SD)F(S0)
(S:0) e 5ij _ (I)ij 5]']' (I)ij 0z

_ (2.37)
VP 29l [eBFNPED  9g3Y, [Tl

where SZ?f’” = éffl) — <1>§f’“ = ﬁegf’lweg’l) — @Z(f’l). We further provide a non-asymptotic

bound for ng’l), which is the error not governed by @E}S’l). That is, ﬁgf’l) - pgf’l) = @5;9’“ + O§f’l).

We provide the proof in Appendix |B.2.3

Proposition 2.3.2. Suppose that p\°V is estimated based on \;’s given as in Theorem Then,

m + logQ(qmnop)

< C(gmngp) 2. (2.38)
nop

i,J:0F]

P [max Z‘ij&l)‘ > C(Hl, lig) d
=1

for a sufficiently large n.

Remark 2.3.3. For the simultaneous multiple edge test, in order to make [|> ", \/%Og’l) || o

converging to 0 in probability, the sample size requirement is ngp = w(dz(mﬂogjrfqmnop ))2) as
ng — oo. In comparison, one can also naively apply the estimation procedure for each graph
separately as in Chen and Liu/(2015), and compute a similar test statistic to perform single edge
and multiple edge test following our procedure. However, such a naive method will require a

much stronger sample size assumption, which is nop = w(d*mlog® q).

Built upon the idea from Chernozhukov et al.| (2012), we establish the Gaussian approximation
result for our test statistic || 7z ||co-

Proposition 2.3.4. Let Z ~ N(0, Sgg) where the elements of Sgpg are given as in Eq. (2.17).
Then,

sup P[||Te — Telloo > ] = P[|| Z]|os > ]
x>

log"/®(gmnop)
(mnop) 1/8

2 (2.39)
7 d10g1/2|E|m + lOg (qmnop) }

(mnop)'/2

S O(/fl, /433) max {

for a sufficiently large ny.

The following theorem parallels to the previous proposition except that we replace the popula-
tion covariance Sgg with its plug-in estimator Sgp. At a high level, as long as the covariance Sgg
can be estimated well under the ||-||.o-norm, the Gaussian approximation results remains valid. Its
proof relies on Propositions Propositions [2.3.2]to [2.3.4] and is provided in Appendix [B.2.5]

Theorem 2.3.5. Let 7 ~ N(0, gEE) where the elements of §EE is a plug-in estimator of Sgg in
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Eq. (2.17)) given observed data D. Then,
sup[Pl| Ty ~ Tl > 7] ~ P{| 2| > |}
>

log"*(gmnop) g2 log”(gmnqp)
(mnep)t/8 (mnep)'/? 7
S C(I{l,lfg,/ﬁlg,) max 1/3 1/6
log®?| | log™/*(gmngp) log2/3|E| ™ + log(gmnop)
& (nogq)1/3=1/(6a0+6)” & mnop

(2.40)
with probability at least 1 — C (qmnop)_l/ 2 for a sufficiently large ny.

The above theorem establishes the theoretical foundation for the simultaneous multiple edge
testing procedure in Algorithm I} Next, we formally state the validity of our testing procedure as
well as a power analysis. The proof is given in Appendix
Theorem 2.3.6. Suppose that ng increases at a faster rate than

1 log” (gmngp), log!|E|(m + log(gmngp)), 2.41)
mp d*log| E|(m + log®(gmnop))* '
and .
= (log?| E| log (gmmnqp)) /0D, (2.42)
q
Under the null Hy g,
P[0 ¢ Cp(l —a)] & . (2.43)
On the other hand, as an alternative, if
Tl > Clon i), [l g+ oB(1/) . S .44
1'7‘7
then we have P[0 ¢ Cp(1 — )] 5 1.
The theorem implies that as long as the sum of the partial correction vector pl(-f’l) across [

is above the order of /mlogq/(ngp), the power converges to 1 as ny — co. Assuming the
(8.) (1) _ (8.m)

i across all graphs 1 < [ < m, ie., p;"" <X -+ X p;
test converges to 1 as ny — oo, if max(; j)cg| pz(f’l)] is larger than \/log q/(mngp). In contrast,
the corresponding detection boundary is /log q/(nep) if we do not aggregate multiple graphs.
Therefore, by borrowing the information from multiple graphs/sessions, we are able to reduce the
detection accuracy by a factor of root m.

same order p , the power of the

2.3.3 Non-asymptotic error bound for the temporal covariance matrix es-
timate

Proposition 2.3.7. Suppose that h; = |(n,q)"/**®)|. Then, following the procedure defined in
Section[2.2.3)

~ 1
P [max max |37 — 570, > c<m,n3,fss>\/ OBlgmop)

< C(gmnop)~ "%, (2.45)

I 1<i<p (nog)l—1/aot2)

18



tr(2EN
(I)EZ',Z)_ r( )CI)(T,Z)

tt < C(qmnop)_l/Q'

ZC(Kl,Iig,l{5)\/( log(gmnqp)

P [max max noq) -1/ @a0+2)

I 1<tp

(2.46)
In the end, we summarize the estimation bounds under the Frobenius norm for individual
temporal covariance and precision matrices obtained in Section[2.2.3] Although exiting results
for 1.i.d. sample are available in Liu and Ren| (2020), there is no result for correlated samples as
derived in our model. We thus provide a self-contained analysis, which might be of independent
interest. The proof is given in Appendix [B.2.§]
Theorem 2.3.8. Suppose that hy = | (n,q)"/+%) | and n = C(k3) satisﬁes n < M(I—B7TY) for
I=1,...,m, where \;(I — 7D is the smallest eigenvalue of I — 7). Then,

2

('Tl tr(E(‘S’l)) (T l) IOg(qmnop)
- ——= >C
ma H P B = (/ﬁ, K3, “5> (n0q>1—1/(2a0+2)’
2
ST 4o log(gmnop) 247
“eY - ——=___Thl > ¢
mlaXpH tr(X(S0) P (i, s, ) (nog)!—1/(eot2)

< Cgmnop) /2.

Consequently, their scaled Frobenius norms can be consistently estimated, which is sufficient
for our main result Theorem The proof is given in Appendix [B.2.9
Corollary 2.3.9. Suppose that h; = | (n,q)"/ O+ | and n = C(ks) satisfies n < M\ (I — BTH)
forl=1,...,m. Then,

IETIYE — =TI
p

log(gmnop)

~1/2
(noq)1—1/2a0+2)’ < Clgmnop)™'* (2.48)

> C(k1, K3, K5)

P [mlax

for sufficiently large ny.

2.4 Numerical Studies

2.4.1 Simulation Studies

We study the performance of our method under three spatial precision matrix structures, which
are shown in Figure (1) an random graph, where the edges between each nodes are randomly

generated, with probability \/g of having an edge between ¢ and j; (2) a hub graph, where the

nodes are divided into [ 5] hub groups; and (3) a chain graph, which is a special case of banded
graphs with bandwidth equal to 1. Once the common graph structure is fixed, we assign the
precision value for the non-zero edges randomly from Unif(0, 2?—,3’1) for each session [. For the
temporal precision matrix, we generate X(7*) by Eq. . Following Assumption |5, we set
BiTh = Ks(t —s)™ @ L for1 < s <t <pwith M = 0.2 and ; = 1. For &7, we simply use
the p x p identity matrix, for 1 <t < d.
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Figure 2.1: Simulated spatial graphs.

In Section [2.4.1) we compare the performance of our method with existing others in edge
detection and precision entry estimation. In turn, in Section[2.4.1| we demonstrate the accuracy
of our proposed bootstrap procedure in approximating the |7z as theoretically shown in

Theorem

Edge-wise Estimation Comparison

We compare our method (M0) with the following Gaussian Graph estimation methods:
e (M1): matrix-variate Gaussian multi-graph estimation method by [Zhu and Li| (2018])

e (M2): regression based Gaussian graphical model estimation method by |Ren et al.| (2019)

* (M3 & M4): optimization based Gaussian graphical model estimation methods |Cai et al.
(20164a)) and Lee and Liu| (2015), respectively

Methods (MO0) and (M1) are based on the matrix-variate Gaussian model, while the others use
the vector-variate model which does not incorporate temporal correlation. Before applying the
methods based on vector-variate model, we pre-process the data with whitening over temporal
dimension and treat signal at each time point as i.i.d sample.

The edge detection performances of the methods are evaluated by receiver operating charac-
teristic (ROC) curves. An ROC curve is a plot of the true positive rate (TPR) against the false
positive rate (FPR) while detection threshold varies by changing hyperparameters. For (M0) and
(M2), we fix the sparsity penalty hyperparameter at A € {le — 2, 1e — 4, 1e — 6} and obtain the
ROC curves across different values of a.. For the other methods, we obtain the ROC curves across
different values of the sparsity penalty hyperparameter while fixing the other hyperparameters.
The results with A = le — 4, n = 5, ¢ = 30, and m = 5 are shown in Fig. The ROC curves
show that our method recovers the underlying graph structure accurately and outperforms the other
methods. Moreover, comparing methods designing for ordinary Gaussian graph, our method is
much better when temporal dimension p is large, thanks to the efficient use of spatial observations
and temporal precision estimation based on Cholesky decomposition in Section[2.2.3] Our method
shows moderate sensitivity to the choice of the group lasso hyper-parameter; it performs uniformly
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better than the baseline methods, compared in Section [2.4] across the studied range of tuning
parameters, especially under high temporal and spatial dimensions. See Fig. for the ROC
curve results at different values of the tuning parameter.
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Figure 2.2: Simulation results under different graph configurations and temporal dimensions. We
fix m = 5, n = 5, and ¢ = 30. Rows change with types of graphs, and columns correspond to
different temporal dimensions. Blue curve corresponds to our method (M0) while other colors
correspond to baseline methods. Our method is consistently better than baselines while our
advantage is very obvious for large p, thanks to our temporal covariance estimation procedure.

Simultaneous Test

In this section, we evaluate the performance of the proposed bootstrap test in Eq. (2.18) and
verify the correctness of Theorem [2.3.5] by simulated data. Under fixed temporal dimension
p = 50 and spatial dimension ¢ = 30, we examined the accuracy of estimated quantiles of || Z||
in Eq. from 3000 bootstrap samples, under two edge sets: Eor = {(7,7) : ¢ # j} and
Erero = {(1,7) : ng’l) =0, VI =1,...,m}. For the groundtruth, we estimated the corresponding
empirical quantiles of || T — T||« from 1000 simulated datasets, following the matrix-variate

21



Gaussian distribution with Kronecker product covariance and the three previously studied spatial
partial-correlation graph (random, hub, and chain). Tables [2.1] and [2.2] show the mean and
standard deviation of the empirical coverage by 100 bootstrap quantiles qAH Zloo1—a OVET simulated

T — T ||o. We observe that the empirical coverages are near to the nominal values at n. = 5 and
converge further as the number of sample n increases. This result demonstrates the asymptotic
validity of the bootstrap confidence interval, which has theoretical foundation on Theorem[2.3.5]
Comparing Table [2.1] and Table we observe that our method performs better for smaller
number of sessions, which agrees with our theory.

Table 2.1: Average of empirical coverages and their standard deviations for m = 3,p = 50,q =
30.

n Quantile Random Hub Band
E off Ezero Enff Ezero E off Ezero
0.925 0.897(0.012) | 0.898(0.009) | 0.908(0.010) | 0.908(0.009) | 0.903(0.009) | 0.907(0.010)
5 0.95 0.935(0.006) | 0.932(0.010) | 0.939(0.007) | 0.939(0.007) | 0.934(0.008) | 0.939(0.007)
0.975 0.962(0.006) | 0.969(0.002) | 0.970(0.004) | 0.971(0.004) | 0.971(0.004) | 0.971(0.003)
0.925 0.926(0.005) | 0.924(0.006) | 0.923(0.005) | 0.923(0.006) | 0.929(0.005) | 0.927(0.006)
10 0.95 0.944(0.003) | 0.949(0.004) | 0.945(0.004) | 0.945(0.005) | 0.953(0.005) | 0.950(0.005)
0.975 0.967(0.004) | 0.970(0.002) | 0.978(0.003) | 0.977(0.005) | 0.980(0.003) | 0.977(0.003)
0.925 0.926(0.005) | 0.921(0.004) | 0.926(0.005) | 0.926(0.006) | 0.928(0.004) | 0.925(0.005)
20 0.95 0.954(0.005) | 0.944(0.003) | 0.948(0.004) | 0.948(0.004) | 0.951(0.005) | 0.943(0.005)
0.975 0.978(0.001) | 0.975(0.004) | 0.977(0.005) | 0.975(0.004) | 0.978(0.003) | 0.975(0.003)

n Quantile Random Hub Band
Eoff Ezero Eoff Ezero Eoff Ezero
0.925 0.906(0.009) | 0.900(0.009) | 0.901(0.006) | 0.904(0.006) | 0.886(0.008) | 0.888(0.007)
5 0.95 0.935(0.006) | 0.938(0.006) | 0.932(0.006) | 0.934(0.007) | 0.922(0.007) | 0.923(0.008)
0.975 0.971(0.004) | 0.962(0.005) | 0.962(0.004) | 0.963(0.004) | 0.959(0.005) | 0.959(0.005)
0.925 0.908(0.006) | 0.913(0.005) | 0.931(0.005) | 0.928(0.006) | 0.931(0.006) | 0.928(0.007)
10 0.95 0.934(0.004) | 0.937(0.004) | 0.951(0.003) | 0.950(0.003) | 0.953(0.004) | 0.953(0.005)
0.975 0.961(0.004) | 0.961(0.003) | 0.971(0.003) | 0.971(0.003) | 0.974(0.003) | 0.975(0.003)
0.925 0.917(0.007) | 0.920(0.004) | 0.934(0.004) | 0.930(0.006) | 0.931(0.006) | 0.928(0.007)
20 0.95 0.947(0.006) | 0.948(0.005) | 0.959(0.004) | 0.955(0.004) | 0.953(0.004) | 0.953(0.005)
0.975 0.978(0.002) 0.975(0.004) 0.985(0.002) 0.984(0.002) 0.974(0.003) 0.975(0.002)

Table 2.2: Average of empirical coverages and their standard deviations for m = 5,p = 50, ¢ =
30.

2.4.2 Experimental Data Analysis

In this paper, we analyze multiple LFP recordings from prefrontal cortex (PFC) and visual area V4.
PFC has been considered to mediate control of attention and response modulation in higher-order
visual areas, such as V4. The Smith Lab in Carnegie Mellon Neuroscience Institute collected the
dataset from a monkey performing a memory-guided saccade task (Johnston et al., 2020). One
trial of the task consists of the following timeline:

¢ The animal fixated on a point at the center of the screen for 200ms.

¢ A circular target appeared at one of eight randomly chose locations of the screen for 50ms.
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¢ The animal had to remember the location of the target while maintaining fixation for a delay
period of 500m:s.

e After the delay period, the fixation point was turned off, and the monkey had to make a
saccade to remember the location of the target.
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Figure 2.3: (a) Primate cortical areas of the attention network (Sapountzis and Gregoriou, 2017).
Pink areas are the approximate locations of attention control areas while blue areas are the
approximate locations of visual areas. (b) Utah array with 10x10 recording electrodes with
400pum interval (McKee, Matthew, 2019). For each region, one Utah array with 96 electrodes
is implanted. (c) LFPs were recorded simultaneously from V4 and PFC. The X axis is time in
millisecond, while Y is the electrode. Time is aligned at ¢ = 0 for each trial when the circular
target just appeared. The total length is 750ms covering all experimental stages.

Local field potentials in the two brain regions were simultaneously measured by two Utah
arrays, each of which consists of 96 electrodes, while the same monkey was performing the task
over m = ) sessions. During data preprocessing, only successful trials were kept in the dataset.
For each session [ = 1, ..., m, we observe 1000 matrix-variate observations (n;) with 192 spatial
channels (¢) and 750 time points (¢) at sampling rate 1kHz. From each session, we leave 100 trials
to cross-validate the group lasso penalty tuning parameter, A. A subset of the data containing the
first trial is shown in Fig.[2.3] The color in the heatmap corresponds to the intensity of LFP signal.

Our objective is to detect changes in the spatial correlation structure within and between the
brain regions across four experimental stages: fixation stage (200ms), cue stage (50ms), early
delay stage (the first 250ms of delay stage) and late delay stage (the last 250ms of delay stage).
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Correlated neural connectivity vs. Physical distance

First, we apply our method in PFC and V4 separately. We set \; to be the same value A and use
the cross-validation method to determine the group Lasso tuning parameter \.

Using the spatial location of the electrodes, we can infer the relationship between neural
connectivity and physical distance. Because the magnitude of the test statistic 7" represents the
connectivity intensity significance of the connectivity is encoded in our test statistic, we look into
the average of the test statistic estimates 7" on groups of physically equidistant edges. Fig.
demonstrates the monotonic decreasing relationship of the average test statistic with the physical
distance at late delay period in V4. We can see the same trends in the other experimental stages
and PFC, which echo with previous studies (Goris et al., 2014 |Vinci et al., 2018) about the strong
dependency of correlated neural activity on the physical distance. This also serves as a sanity
check about the implication of our test statistic for the strength of connectivity.
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Figure 2.4: The average test statistic vs physical distance during late delay period in V4. Notice
that the test statistic declines as the physical distance increase. This phenomenon is consistently
identified over all experimental stages, both in PFC and V4

Within-area Inference

Next, for each area and experimental stage, we apply our method on the corresponding data
segments. For each electrode 7, we evaluate its overall connectivity within the same region by
2 D i) B S0 puij|» where E, is the set of significant edges at level v = 0.05 under single
edge test (Eq. (2.10)). Fig. shows the distributions of within-areal connectivity across area and
experimental stages. It suggests that the within-areal connectivity are strongest during fixation
and cue stage, while it declines during delay stage. We also observe that PFC exhibits more
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within-areal connectivity than V4. In particular, the connectivity within V4 winds down at the
delay stage, compared to PFC, when the animal needs to process the visual signals.
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Figure 2.5: Connectivity strength distribution over 2D spatial array for PFC and V4 across the
experimental stages. The connectivity in both area decays during the late delay stage, while V4
seems to be more influenced than PFC.

Cross-area Inference

Now we apply our method to the recordings from the both area and identify significant cross-area
connectivity. For limited computation resource and collinearity, we subsample the electrodes in
each area by taking every other node along the physical dimension, reducing the spatial dimension
from 192 to 50 in total. It reduces the number of cross-area edges to 625 cross-area edges. Fig. [2.6]
shows the significant cross-area edges at o = 0.05. We identify the least number of edges during
the cue stage, whereas the number increases during the early delay stage. The late delay stage,
when the animal is about to make a choice, exhibited the most identified cross-area edges.
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Figure 2.6: Significant cross-region edges for PFC and V4 over various experimental stages.
X and Y axes are spatial coordinates of the electrodes on each array. Lower left pane shows
electrodes in PFC, while upper right shows electrodes in V4. We only show significant cross-area
edges in red color.

We analyzed overall cross-region connectivity at the four exerimental stages, using the multiple
edge test statistic T, ., where Eioss consists of cross-area edges. We identified that the two area
are most strongly connected during late delay period, and there is few connectivity between two
areas during cue period.

Our inference results support the previous studies that neural variability in the spiking of
neurons declines during the stimulus onset (Churchland et al., 2010)), and visual stimuli causes a
substantial decrease in correlation of cortical neurons (Smith and Kohn, [2008)). We also discovered
robust sustained wihtin-area connectivity in PFC during the delay stage, compared to V4, which
was also reported by Leavitt et al.| (2017)).

2.5 Conclusion

In this paper, we propose a linear-functional based test using partial correlation estimator to detect
sparse edges and infer existence and strength of connectivity between two groups of nodes in
multiple matrix-variate Gaussian Graphical Models. The spatial dimension, temporal dimension
and number of graphs are allowed to diverge and even exceed the number of samples.

Both our model and our assumptions are driven by the practical concerns in neural data
analysis. In real data, we observe the within-area connectivity and cross-area connectivity
changes accordingly, as the animal entered different experimental stages. Especially, within-area
connectivity peaks during early experimental stages, while cross-area connectivity grows when the
animal processes the visual signal during late delay stage. Our inference results are illuminating
for scientists to understand the activity and connectivity of PFC and V4 during visual tasks.

Our method is the first attempt to address the simultaneous test problem in multiple matrix-
variate Gaussian graphs. It would be interesting to extend our method to other popular yet
non-Gaussian type of graphs such as Poisson networks. Besides, we currently implemented group
Lasso for our regression model which involves one tuning parameter; in the future, a tuning-free
or scale-free method such as self-tuned Dantzig selector and scaled Lasso is desirable to handle
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the issue of heterogeneity and correlation in regression with data from multiple matrix-variate
Gaussian graphical models. These directions are beyond the scope of this work and will be
interesting for future directions.
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Chapter 3

Cross-population Analysis of
High-dimensional Non-stationary Neural
Oscillations

This chapter is a collaboration with Valérie Ventura, Eric Yttri, Matthew A. Smith,
and Robert E. Kass. This work was submitted to Annals of Applied Statistics and is
currently under revision for resubmission. The simulation study and experimental
data result is subject to change in the final journal submission.

3.1 Introduction

Contemporary technologies for recording neural activity can produce multiple time series in each
of two or more brain regions (e.g., Jun et al., [2017; [Steinmetz et al.,|2018]), enabling identification
of interactions across regions that are relevant to behavior. In some situations, it may be possible
to find lead-lag relationships, which could indicate directional flow of information. For stationary
time series, this is the problem solved by Granger causality (Gewekel |1982). When recordings
are made from an alert animal during a behavioral task, however, the neural activity is constantly
evolving, and the statistical challenge is to find a method that allows for non-stationarity.

Various non-stationary methods have been applied to discovering simultaneous associations
within brain regions (Buesing et al., 2014; Zhao and Park, 2017) or between regions (Gallagher
et al., [2017)), but their ability to find lead-lag relationships has not yet been established. The
DKCCA method of Rodu et al.| (2018) uses a dynammic kernel canonical correlation analysis
to establish cross-region interaction, and it can estimate non-stationary lead-lag relationships,
but it is unable to assess statistical significance of those relationships. In this paper we define
and develop a framework that is able to detect lead-lag relationships across two brain regions,
prefrontal cortex (PFC) and visual area V4, during a visual memory task, based on multiple time
series of local field potential recordings (LFPs).

Visual cortical area V4 has been reported to retain higher order information (e.g. color and
shape) and attention to visual objects (Orban, 2008 Fries et al., 2001), while prefrontal cortex
(PFC) is considered to exert cognitive control in working memory (Miller and Cohen, [2001).
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Despite their spatial distance and functional differentiation, these regions have been presumed to
cooperate during visual working memory tasks. For example, Sarnthein et al.|(1998)) discovered
enhanced oscillatory activity in both regions during visual memory retention and [Liebe et al.
(2012) found delay-specific oscillatory coupling between V4 and lateral PFC. The nature and
exact timing of this interaction, however, have remained unknown. One leading possibility is
that PFC exerts control using oscillations in the beta range (16-30 Hz) that are coupled across
brain regions (Miller et al.,|2018]). The previous work of Klein et al.| (2020) developed methods
for analyzing multivariate phase coupling of such oscillations. Here, we turn our attention to
coupling of the oscillatory power, while the subject was remembering the location of a visual
target, with the goal being to identify lead-lag relationships in beta-band power between PFC and
V4, observed in LFPs recorded simultaneously from the two regions.

LFPs result from neural currents generated near the electrode (roughly within 150-200 mi-
crons), involving large numbers of neurons (Buzsaki et al., 2012 Einevoll et al., 2013} Pesaran
et al., 2018])), and they have been shown to correlate substantially with the BOLD fMRI signal
(Logothetis et al., 2001; Magri et al., 2012a). The recordings in this study come from a pair of
96-electrode arrays implanted in PFC and V4. The data were sampled every millisecond across a
500 millisecond time interval, with 3000 replications (3000 experimental trials). Each of the 3000
observations forms a 192-dimensional time series, in two groups of 96-dimensional time series.
The method we developed, Latent Dynamic analysis via Sparse banded graphs (LaDynS), was able
to identify non-stationary cross-area interactions from the PFC and V4 data. Our data-analytic
findings are summarized in Figs. [3.8|to[3.T1] and presented in full in Section[3.4]

According to the LaDynS model, each of the two multivariate time series is driven by a
latent univariate time series, with the resulting latent bivariate time series potentially representing
the time-varying cross-area dependence we seek to identify. Instead of assuming a parametric
structure for the cross-dependence of the latent bivariate time series, however, we have left
the correlation matrix unspecified. As we show in Section assuming each multivariate
observation, at each time point, depends linearly on a latent normal random variable, having mean
0 and variance 1, we then get a time series generalization of probabilistic CCA (pCCA; Bach and
Jordan| (2005)), as depicted graphically in Fig.[3.1] Furthermore, maximum likelihood applied
to the model gives the same data summary as multiset CCA (Kettenring, |1971). This provides
a nice interpretation, but it isn’t yet practical because the latent time series correlation matrix,
which must be estimated, has 27°(27" — 1) /2 parameters, where 7" is the number of time points.
We therefore resorted to sparse estimation methods.

As we describe in Section 2, LaDynS uses L1 regularization on the cross-precision parameters
within a band defined by a maximal lead or lag of the partial cross-correlations. There is also a
maximal lead or lag of the partial auto-correlations, but the remaining partial auto-correlations
(at less than the maximum lead or lag) are not regularized. Because the data we analyzed were
band-pass filtered, the time series were unusually smooth. This led us to consider and apply
additional regularization along the diagonals of the auto-correlation matrices. Statistical inference
in this context can be based on false discovery rate (FDR) based on p-values computed from
asymptotics for a desparsified version of the estimated precision matrix (Jankova and Van De Geer,
2015). Simulations in Section show that LaDynS is able to correctly identify the timing,
relative to behavior, of interactions between regions, as illustrated in Fig. when applied to
artificial data designed to be similar to those we analyzed. The simulations make credible our

30



Figure 3.1: (a) Graphical representation of the pCCA model of Bach and Jordan| (2005), where
X1 and X5 are random vectors and Z is a random variable. (b) A variation on (a) that facilitates
extension to the case in which X and X, are multivariate time series and (7, Z5) is a bivariate
time series.

data-analytic results in Section [3.4, We add some discussion in Section[3.5]

3.2 Methods

We begin by reviewing and reformulating probabilistic CCA (pCCA) in Section 2.1, then gen-
eralize to time series, in Section 2.2, obtaining to form a dynamic version of pCCA. Theorem
2.2 establishes an equivalence between the GENVAR version of multi-set CCA (Kettenring,
1971)) and maximum likelihood applied to our dynamic pCCA. We define LaDynS based on
the loglikelihood function in Equation (16) of Section 2.3. We go over choice of regularization
parameters in Section 2.3.1, application to smooth time series in Section 2.3.2, and our algorithm
for solving the penalized maximum likelihood problem in Section 2.3.3. We discuss statistical
inference in Section 2.4.

3.2.1 Probabilistic CCA for two random vectors

Given two random vectors X; € R% and X, € R%, canonical correlation analysis (CCA)
(Hotelling, |1992)) finds the sets of weights w;, € R% and w, € R% that maximize Pearson’s
correlation between linear combinations w, X; and w, X5. This can be rewritten as
Oce = MAXyy k1 207 %y =1 w{ X ypwy 3.1

where Y5, = Var(X}) is the covariance matrix of Xy, k = 1,2, and ¥15 = Cov (X1, X3) the
cross-covariance matrix between X; and X5. The sample estimator o, is obtained by replacing
Yk and Y15 with their sample analogs S and Yo respectively. The maximizing weights wy,
and linear combinations @, X, are referred to as the canonical weights and canonical variables,
respectively.

Probabilistic CCA assumes that X; and X5 are driven by a common one dimensional latent
variable Z:

Xk"Z:ﬂk_'_Zﬁk_‘_ﬁka k:1727

Z ~ N(0,1) 5-2)
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where 1, € R% and 3, € R% are mean vectors and factor loadings, respectively, and ¢, w

MVN(0, ®;) (Bach and Jordan, 2005). Fig. depicts the dependence of X; and X5 on Z. The
parameters in Egs. and (3.2) relate as follows:

Theorem 3.2.1 (Bach and Jordan, 2005, Theorem 2). The maximum likelihood estimators (MLEs)
( 51, B\g) in Egq. ll based on N observed vector pairs {X 1,[n] X2,[n]} are equivalent to
the CCA solution (W, Ws, 0..) in Eq. according to:

n=1,2,....N

Ek = YprWpmy, where mimy = G, and |my| <1, k=1,2. (3.3)

Theorem proves that the original CCA setting and the generative pCCA model both
yield the same estimate of o... Here, we introduce an alternative pCCA extension that allows
distinct latent variables for X; and X, as depicted in Fig. [3.1b] Specifically, we assume that

Xi|Zy = poe + Zi - Br, + €x (3.4)

where i, € R%, B, € R% and ¢, "% MVN(0, ®;) are defined as in Eq. (3.2), and (7, Z») are
bivariate normally distributed:

(Z)~ v ((0)- (o ) o5

We now state an equivalence similar to Theorem[3.2.1|between the original CCA and the alternative
pCCA model.

Theorem 3.2.2. The MLEs (Bl, Bg, 012) in Egs. (3.4) and 1D based on N observed vector pairs
{Xlw, Xo ) }n:L? 77777  are equivalent to the CCA solution (i, Wy, 0..) according to:

Bk = Yprpmy, where mimyoiy = e and |my| <1, k =1,2. (3.6)

Theorem [3.2.2]is a corollary of Theorem below. In practice, out of all possible solutions,
we take m; = my = 1 because then Z;| X = @,IX % 1s the canonical variable almost surely,
as proven in Theorem and 015 = Cov[Z;, Z5] equals the canonical correlation o... This
means that o5 is an interpretable parameter, and one for which inference is simpler than for the
canonical correlation in model (3.2)), because in that case the MLE G, is an indirect function of
the model parameters (see Theorem [3.2.1)). The interpretability property also carries on when we
extend model to model below, to capture lagged association between two vector time
series. Finally, the choice m; = my = 1 also implies that the MLEs (31, 52, 712) do not depend
on the Gaussian assumption in Eq. (3.4)) (see Theorem [3.2.3)), which may be questionable if, for
example, the X’s are positive variables like LFP power envelopes or discrete like spike counts.

3.2.2 Probabilistic CCA for two time series of random vectors

Suppose now that we are interested in the correlation dynamics between two times series of
random vectors X 1(t) € R% and Xét) € Rt =1,2,...,T. We use Eq. ID to model the

dependence of X ,gt) on its associated latent variable Z ,gt) at each time ¢:

X2 = w450 20+ ) k=12, (3.7)
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where 1\, 8\ and ") " MVN(O ®")) are defined as in Eq. (3.4). Then for each ¢ we could
define a parameter a( ) as in Eq to capture population-level association between X and
X5 () at t. But because we are also 1nterested 1n lagged assoc1at10ns between X and X *) for
s # t, we replace bivariate model S)) for Z1 and Z2 for a given ¢ by a global model for all

t=1,....1:

T
(t) (t) N _ _
((ZI )tl,...,T ’ <Z2 )tl,...,T) MVN<Oa E)a dlag(Z) 1a (38)

where Y captures jointly all simultaneous and lagged associations within and between the two
time series. Fig. [3.24]illustrates the dependence structure of this model. We decompose ¥ and its

inverse (2 as
Y| 2 Q| Q
Y=ot and Q= (—1+—— (3.9)
2y | Yoo Qy | Qoo
to highlight the auto-correlations >;; and Y95 within and cross-correlations X1, between the time
series, and denote by S\7%), (¢, 5) € [T]2 the elements of Ty Then 2 for some fixed ¢ has

the same interpretation as o2 in Eq. 1! Further, — 12 / \/ Q (s 5) is the partial correlation
between the two time series at times ¢ and s. Thus, when an element of (215 1s non-null, depicted
as the red star in the expanded display in Fig. its coordinates (¢, s) and distance (¢ — s) from
the diagonal indicate at what time in the trial a connectivity happens between two time series, and
at what lead or lag, respectively. In our neuroscience application, they represent the timing of
connections and direction of information flow between two brain regions.

Theorem provided an equivalence between a non-distributional method (CCA) and its
probabilistic representation (pCCA). We now derive a similar connection between the multi-set
generalization of CCA introduced by |[Kettenring (1971) and the dynamic pCCA model in Egs. (3.7)
and (3.8). Multi-set CCA applied to 27" random vectors { X 1(t), Xét) :t=1,...,T} finds weights
{wy”, t) ) t = 1,...,T} that maximize a notion of correlation among linear combinations
{w gt)TX 1(t), é A X2(t) :t = 1,...,T}. In particular, the GENVAR extension minimizes the
generalized variance of these linear combinations, defined as the determinant of their correlation
matrix (Wilks, [1932), which we refer to as the canonical correlation matrix:

a0, & = argmin det (Var [(w?”)(l“)) , <w§t>TX§“> } >(3.10)
(T t=1,...T t=1,...T
wy Wy

(t)

where Var denotes the sample variance-covariance matrix and the weights w,,” are scaled so that

every diagonal entry of the matrix is 1.

Theorem 3.2.3. Suppose that B,(:), k=12 t=1,...,T, and S are the MLE in Egs. ID
and satisfying minimum conditional entropy of {X\", (t)} given {Z\", Z\"}, based on
N observed pairs of vector time series {XI(B)L], X2([7)L] t=1,. T}, n=1,...,N. Then, they

minimize the negative log-likelihood

log det(X) + tr (Z_li) , (3.11)
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Figure 3.2: Extended pCCA model for two multivariate time series X ft) and XQ(S), t,s =
1,...,T. (a) Dynamic associations between vectors Xl(t) and Xés) are summarized by the
dynamic associations between their associated 1D latent variables Z ft) and Z”, and estimated by
their cross-precision matrix )15. (b) When a significant cross-precision entry is identified, e.g.,
the red star in the expanded view of ()5, its coordinates and distance from the diagonal indicate
at what time in the experiment connectivity between two brain areas occurs, and at what lead or
lag. Here the red star is in the upper diagonal of ()5, which means that, at this particular time,
region 1 leads region 2, or Z; — Z» in short (a non-zero entry in the lower diagonal would mean
Zy — Z1). We represent this association by the red arrow on the right-most plot, with a lag of
two units of time for illustration.

—1

where Y, = Var {(BY)TVM [Xl(t)]Xl(t)> , <6§t)Tm_l[X2(t)}X§t)) ], with [y and
t=1,...,T

t=1,..,T
By scaled such that diag ¥ = 1, and they are equivalent to Kettenring’s GENVAR multiset solution

BY = Var[x®)o® and & = Var [(wgtw Xl(t)> 7 (@gw Xét)> ] - @B12)
t=1,....T t=1,...,.T

----------

The proof is in Appendix We have two remarks. Remark 1: Theorem [3.2.3] gen-
eralizes Theorem [3.2.2| To see that, let 7' = 1 so that X; = Xl(l), Xy = X2(1) and X =
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LT 12 = ( 1 ) The GENVAR procedure solves
2 1 012

argmin det (Var [wlTXl, wQTXz]) = argmindet ((_1 0112)) )

w1,w2 w1,w2 012

.
where 715 = Wi>12%2___ This minimization problem is equivalent to the CCA problem in
\/walwl \/ngng
o~ . 1 o S :
Eq. (3.1) and Var [wile, ngQ] = (8 fc , which implies 715 = 0., as in Theorem (3.2.2|
cc

Remark 2: Eq. does not involve any component of Eq. so the MLEs do not depen
on the Gaussian assumption of X ,it) given Z ,gt). This is confirmed by simulation in Section
The MLEs do however depend on the Gaussian distribution in Eq. (3.8), but this assumption is
more easily justifiable: the latent factors are the canonical variables @,(:)TX ,Ef), which are weighted
sums of the observations and thus likely to be Gaussian based on some central limit theorem.

3.2.3 Latent Dynamic Analysis via Sparse Banded Graphs (LaDynS)

Our goal is to estimate the association dynamics between two multivariate time series using
the covariance matrix > of their associated latent time series in Eq. . However, the
prohibitive number of parameters in > means its estimation is prone to errors, especially
when T is large. We reduce their number by regularizing 2 = X! in Eq. (3.11)), rewriting
logdet(3) = logdet(Q') = —logdet(2), and assuming that € has the banded structure
depicted in Fig.[3.3]

Definition 3.2.4 (LaDynS). Given N simultaneously recorded pairs of multivariate time series
{Xi[n], Xa[n]}n=1.. n,and a 2T x 27T sparsity matrix A with element A,(fl’s) regularizing ]Q,(:l’s)

k,l = 1,2, LaDynS finds weights {@,(:),t =1,2,.... Tk =1, 2} and precision matrix Q that
minimize the penalized negative log-likelihood:

—log det(Q) + tr(Q2X) + |A © Q|1, (3.13)

where ¥ = Var [wgl)TX o ,wéT)TXQ(T)] satisfies diag(X) = 1, ® denotes the Hadamard

product operator such that (A ©® B);; = Ay; x By, ||Allr = >, ;| Ai], and

>\cr0557 k 7é l and 0< |t - Sl S dcrossa
A(t,s) _ >\aut07 k=1 and 0 < |t - Sl < dautoa
& )\diag7 t=s,
00, otherwise,

which constrains auto-precision and cross-precision elements within a specified range.

In our neuroscience application, in particular, it is reasonable to assume that lead-lag rela-
tionships occur with delay less than temporal bandwidth d.,.ss, which can be determined by the
maximal transmission time in synaptic connections between two brain regions under study. We
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0 0

Figure 3.3: The elements of ), k = 1,2, and )45 are set to zero outside of the gray bands of
widths (1 4 2d,u) and (1 + 2d.ss), respectively.

thus set Agt;) = oo when |t — s| > ds to force the corresponding cross-precision elements to
zero and thus impose a banded structure on €2;5. We apply sparsity constraint A§33> = Aeross > 0
on the remaining off-diagonals of {2, to focus our discovery on sparse dominant associations and
reduce the effective parameter size. We proceed similarly with the auto-precision matrices {21,
and ()99, using penalty A, and temporal bandwidth d,,,. Unless domain knowledge is available,
we recommend that d,, be set to the largest significant auto-correlation across all observed time
series X ,gtz, k=1,2,7=1,..., N, and impose no further sparsity (A0 = 0) unless there is
reason to expect it.

Notice that to facilitate the choice of A, we grouped its elements into diagonal and off-diagonal
elements and assigned the same penalties, Across, Aauo = 0 and Agiye, Within each group.

Choosing regularization parameters

In graphical LASSO (gLLASSO) problems, where the aim is to recover correct partial correlation
graphs, penalties are often chosen to minimize the predictive risk (Shao, |1993; Zou et al., 2007;
Tibshirani and Taylor, [2012). Our aim is different: only the partial cross-precision matrix €25 is of
substantive interest, and because minimizing the predictive risk does not select models consistently
(Shaol [1993; Zhu and Cribben, [2018]) and may thus fail to retrieve non-zero elements of {25, we
choose instead a value of A that controls the number of false cross-precision discoveries. We
proceed by permuting the observed time series in one brain region to create a synthetic dataset
that contains no cross-region correlation, then applying LaDynS to that data for a range of values
of A.oss and recording the resulting number of significant partial correlation estimates, which are
necessarily spurious. We use the smallest ). that yields fewer false discoveries than a chosen
threshold. We expect this regularization to make similarly few false discoveries on experimental
data.

Finally, if S cannot be inverted, as is the case for the band-pass filtered experimental data we
analyze in Section we penalize its diagonal by \g,, > 0. We explain the specific calibration
we used for the analyzed datasets in Section and study the properties in Section[3.3.3]
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Fitting LaDynS

Eq. is not a convex function of the weights and precision elements (although it is not
impossible that it may be for some particular >J) and its convex relaxation is unknown, so it is
difficult to find its global minimum. The following coordinate descent algorithm finds a minimum,
possibly local.

Assuming that all canonical weights w,(:) are fixed, Eq. (3.13)) reduces to the glLASSO problem:

argmin — log det(Q) + tr(QX) + [|A © Q|1, (3.14)
¢!

which we can solve efficiently using a number of existing algorithms; here we use the P-gLASSO
algorithm of Mazumder and Hastie (2012). Then assuming that all parameters are fixed but a

single weight w,(:), Eq. li can be re-arranged as the linear problem:

: OTEw [ xv® x|, (8) o ts) O T v X Oy, _
arggmz(l,s)#k’t)wk Cov [Xk . X }wl Q7 stow,’ Var(X, Hw,” =1,  (3.15)
k

for which an analytical solution is available. That is, our algorithm alternates between updating §2
and the weights w,(:) until the objective function in Eq. converges. Its computational cost is
inexpensive: a single iteration on our cluster server (with 11 Intel(R) Xeon(R) CPU 2.90GHz
processors) took in average less than 0.8 seconds, applied to the experimental data in Section 3.4
A single fit on the same data took 47 iterations for around 33.57 seconds until the objective
function converged at threshold 0.001. See Algorithm 2]in Appendix [C.2]for details and Python

package 1ladyns on/github.com/HeejongBong/ladyns.

3.2.4 Inference for associations between two vector time series

Let  and @,(:), t=1,...,T, k= 1,2, be the LaDynS estimates of canonical precision matrix

and canonical weights, and ¥ = Var [@%DTX 1(1), oo ,@éT)TXéT)} be the empirical covariance of

the estimated latent variables, defined in Eq. . Note that {2 #+ 5" since  is constrained to
be sparse. Based on these estimates, we want to identify the non-zero partial cross-correlations in
(212, that is to identify the epochs of association between the two time series.

Formal inference methods for 2 based on its LaDynS estimate (Eq. (3.13))) are not available,
but because LaDynS reduces to graphical LASSO (gLASSO) when the weights w,(:) in Eq. (3.14)
are fixed, we co-opt gLASSO inference methods. Specifically, Jankova and Van De Geer (2015)
suggested de-sparsifying the gLASSO estimate {2 according to

Q=20 — QAT + AiagI7)Q, (3.16)

and proved that, under mild assumptions and as n — oo, each entry of Q satisfies the Central
Limit Theorem with center the true precision €2

(A - o)
<4 N(0,1). (3.17)

Y(t,s), —
Var[Q57]/N
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We applied this result to the de-sparsified LaDynS estimate of €2, even though we do not quite
have a glLASSO setup, and we verified by simulation that its elements are indeed approximately
(K|

normal in Section [3.3.3| Jankova and Van De Geer| (2015) also proposed an estimator of aggs , but

it is likely to be downward biased in our framework since estimating the canonical weights w,(C )

induces extra randomness. Instead, we use the bootstrap estimate Var[ﬁgg’s)] described at the end
of this section, and rely on Eq. (3.17) to obtain p-values:

pe0 =220 (0] / V¥l ) G.18)

to test H, (t:5) Q%’s) = 0, for each (¢, s) € [T]?* within dqss of the diagonal of ;.

ts)]

Permutatzon bootstrap estimate of Var[Q A permutatlon bootstrap sample {X X5 in] =1, N

ey

and { X5 5 }—1,...,n. The resulting sample contains no correlated activity. Hence, applying La-
DynS to the bootstrap sample yields estimates of canonical precision matrix {2*, canonical weights
@ (t)s, empirical covariance of the estimated latent variables ¥ = Var (@T(l)TX O s X (T)> ,

and de-sparsified precision matrix estimate Q* (Eq. 1| under the global null hypothesis of

no correlated activity. Repeating the bootstrap simulation B times produces B bootstrap values
Qb, @it ) 3 and ¥, b=1,..., B. We estimate Var[Q{5”)] with Var[Q{5”)], the sample standard
error of {Qb ) }o=12... 5. Notice that Var[Q )] is obtained under the global null hypothesis —
(t,s) . Q(t 3)
LY

i.e. under H;’ = 0 simultaneously for all (¢, s) — because it is not trivial to simulate

bootstrap data that satisfy a specific Hét’s)

without assuming that all other elements of €25 are
also null. We garnered from simulations that @[Q(t’s)] is thus likely to slightly underestimate
Var[Q ] which makes for slightly sensitive p-values.

Control of false discoveries: Because we perform tests for many entries of {25, we cap the false

discovery rate

#{falsely discovered entries }

FDR = E |[FDP h FDP =
[FDP], where #{discovered entries} V 1

(3.19)

below a pre-specified level agy using the procedure of Benjamini and Hochberg (1995) (BH).
To proceed, let pl'! < ... < pl™il denote the ordered permutation bootstrap p-values p(“*) that
correspond to 1., cross-precision elements in the region of interest. Then, we find the maximum
kgy satisfying p[kBH] < %QBH and reject H, ét’s) with p(tvs) smaller than %O&BH. The FDR
guarantee is established by Benjamini and Hochberg (1995) as long as the p(**)’s are independent
and valid p-values.

Cluster-wise inference by excursion test: As a further safeguard against falsely detecting corre-
lated activity between brain areas, we obtain p-values for each identified connectivity epoch using
the excursion test of Ventura et al.| (2005), as follows. For each cluster % identified by the BH
procedure, we calculate the test statistic:

Tp=-2 ) logp®™, (3.20)

(t,s)€ecluster k
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which is reminiscent of Fisher’s method for testing the global significance of multiple hypotheses.
We calculate the corresponding p-value as fTo: fo(u) du, since large values of T}, provide evidence
against cross-area connectivity in cluster k, where f is the null distribution of max; 7 under
the global null hypothesis of no connectivity anywhere. We use f rather than the respective null
distributions of each T}, to control the family-wise type I error rather than the type I error for each
cluster. We approximate f, by the previous permutation bootstrap: for each permuted dataset
b=1,...,B, we estimate the cross-precision matrix and corresponding p-values, identify all
clusters of p-values below ’“BH Lagy, calculate the corresponding test statistics in Eq. 1} and let
Sy, be their maximum. The B values Sy, are a sample from fj, which we use to approximate the
p-value for cluster k£ by the sampling proportion:

B

1
— > .
Iz I(Sy > Tk)

b=1

3.2.5 Locally Stationary State-space Model and Local Granger Causality

Our model in Eqgs. (3.7) and (3.8) can be formulated as a state-space model by rewriting the
joint multivariate Gaussian model for the latent vectors in Eq. (3.8)) as the set of all conditional
distributions

dauto dcross
t t t—s t t—s t
422)&4)+Z®Mé”m&
s=1

(3.21)

duto Lross

(t—s t) t—s) t
Za225 = Z aguz( né),

where d,,, and d.,.ss are the bandwidth parameters in Section , nk , k = 1,2, are independent
N(0, (t)) noise random variables, and the agl) ’s are vector auto-regressive coefficient parameters
for the auto-correlation within region if £ = [, k = 1, 2, and the cross-correlation between regions
if k& # [ with time lag s.

This state-space formulation is convenient to impose local stationarity on the latent time
series, since the functional connectivity within and between brain regions relatively changes
slowly over time, and to calculate the Granger causality between regions. We achieve the
former by fitting stationary state-space models in moving windows of time. For the latter, Z
is said to Granger-cause Z; at time ¢ if some aggs are non-zero (Ombao and Pinto, |2021)) (and

conversely if some agﬁ)ﬁ are non-zero). The partial coefficient of determination (partial R?)

between (Zét_d“o“), cee ZZ(t_l)) and th), conditional on Z{t_da““’), cee th_l), calculated as
Var|[residual of Regression 1]
Ry, (t)=1- 3.22
2 (?) Var|[residual of Regression 2|’ (3-22)
where
Regression 1 : Z\" ~z{!70o) g 7070 4 glimdeos) 4y 702D (3.23)

Regression 2 : Z(t) Z(t dowto) 4 L4 Z{t_l)

39



is therefore a measure of local Granger causality at time ¢. To allow a physiologically meaningful
minimum connection time 7; from brain regions 2 to 1, we can also replace the second regression
by

Regression 2 : ZY) Nth_d““m) +oeee th_l) + Zz(t_nﬂ) +oee ZQ(t_l)

+1{TQ > dcross} (Zg(t_dcmss) + tee + Zét_m—l)) y

where 7, = d.0s5, Unless there is reason to consider a shorter connection epoch. A plug-in
estimator of R5_,,(¢) is easily obtained from the estimated covariance matrix of

(th)7 o th_dallt0)7 Zét_1)7 . ZQ(t-deross)) , (324)

without actually running the regressions.

Autocorrelations in the latent time series can inflate 2 values. We therefore test the statistical
significance of R3_,,(t) (or R?_,(t)) by comparing its observed value to its null distribution,
obtained by repeatedly permuting the trials in one region and calculating R3 ., (t) in the permuted
data. The permuted data satisfy the null hypothesis of no cross-region connection and exhibit the
same autocorrelation structure as the original latent time series.

3.3 LaDynS performance on simulated data

We have introduced LaDynS to estimate the dynamic connectivity between two or more multivari-
ate time series, and proposed inference procedures to identify when connectivity is statistically
significant. We apply LaDynS to experimental data in Section [3.4] but first we examine its
performance on simulated datasets that have properties similar to the experimental data. We check
the validity of the proposed p-value estimation and FDR procedure using simulated datasets with
known canonical correlation matrices. The reproducible code scripts for the simulations and
experimental data analyses are provided at github.com/HeejongBong/ladyns.

3.3.1 Simulated datasets with known canonical correlation matrix

One simulated dataset consists of N = 1000 i.i.d. vector time-series X; and X5 of dimensions
dy = dy = 25 and durations 7' = 50, simulated from Eq. (3.7). The latent time series Z; and Z
in Egs. (3.7)) and (3.8)) have zero mean vectors and covariance matrix 3 = Q~!, with

_ [Boa + M) Qo
2= o (Soa + AIr) | (3.25)

where (15 is the cross-precision matrix of interest. The elements of the auto-precision matrices
were simulated from the squared exponential function:

Eét,}f) = oxp (—cop(t —s)%), k=1,2 (3.26)

with ¢p; = 0.148 and ¢ » = 0.163 chosen to match the LFPs autocorrelations in the experimental
dataset. The diagonal regularizer /7 was added to ensure that > ; and Xy » are invertible, and
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we set A = 1. For 215, we considered the connectivity scenario depicted in Fig. where
the two latent times series connect in three epochs, the first with no latency, the second with
series 2 preceding series 1, and the third with series 1 preceding series 2. We accordingly set the
cross-precision matrix elements to

(3.27)

COND Bk if (¢, s) is colored blue,
2 0, elsewhere,

where r measures the intensity of the connection. Finally, we rescaled X to have diagonal elements
equal to one.

Once the latent time series Z; and Z, were generated, we simulated a pair of observed time
series according to

X =¥ = o (oY - ) + 5020 328

fork =1,2andt = 1,...,T, where Y and Y are uncorrelated baseline time series, B,gt)

are factor loadings that change smoothly over time, w,it) are canonical weights that satisfy the

relationship with /B,(f) in Eq. ( , and m,(C) is the empirical mean of ﬂk k ) for k = 1,2.

We subtracted ﬁk ( t)TYk( ) - T/fll(c)> to ensure that X Iﬁ) has canonical correlation matrix X

and the same mean as Yk(t). We took Yl(t) and YQ(t) to be the two multivariate time-series of
neural recordings analyzed in Section [3.4] which we permuted to remove all cross-correlations.
To reduce auto-correlation across time, we added space-correlated white noise to the baseline
time series. The amount of noise was set to be comparable to the diagonal regularization Al
introduced in Eq. . Finally we set 3, € R%*T to be the factor loadings estimated in
Section The resulting latent time series B,gt) Z ,ﬁ“ and noise baseline vector Yk(t) in Eq. (3.28))
have comparable scales and auto-correlations by construction, for £ = 1,2, to ensure that
the simulated observed time series X ,gt) have scales and auto-correlations comparable to the

experimental data in Section

3.3.2 LaDynS estimation details

For the simulated dataset, we do not need the regularization on the diagonal of X, s0 Agiag Was
set 0. The other hyperparameters were set to d,uo = 10, deross = 10, and A\, = 0. The penalty
on the cross-correlation elements, A s, Was automatically tuned at every run to control false
discoveries (see Section [3.2.3).

3.3.3 Results

Figure displays the LaDynS cross precision estimate Q1 fitted to one dataset simulated as
in Section [3.3.T under the connectivity scenario depicted in Fig.[3.4d] with connection strength
r = 0.4 in Eq. (3.27). Figure [3.4b| shows the permutatlon bootstrap p-values for the entries of
the desparsified cross-precision estimate Q1o (Eq. (3.18]) with permutation bootstrap simulation
size B = 200; see Section [3.2.4). Small p-values concentrate near the locations of true non-zero
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i © ""l.,. p-values for the de-sparsified estimate €)15. (¢) Discovered non-
zero cross-precision estimates by the BH procedure at nominal
50

o o 2 » 4« = FDR 5% followed by the excursion test at significance level 5%.

series 2 at time s

cross-precision entries and are otherwise scattered randomly. We applied first the BH procedure
with target FDR 5% (Section |3.2.4) and subsequently the excursion test at the 5% significance
level to all discovered clusters. The significant clusters (p < 0.005) are plotted in Fig. [3.4¢].

Normal approximation for the p-values in Eq. (3.18): We investigate the validity of the Normal as-
sumption by comparing the empirical distribution of R = 60 repeat estimates Q%S) /A\/ va\r[ﬁgtf)}
(Eq. (3.17)) to the standard normal distribution using QQ-plots. Fig. 3.5 shows QQ-plots for three
randomly chosen representative time pairs (¢, s) with Q%’S) = 0, which confirms that the null

distribution of Qgs) /A/ @[@%s)] is close to standard Gaussian. We further check the validity

of the permutation bootstrap variance estimates @[@%S)] shown in Fig. , by comparing
it to the empirical variance of the 2 = 60 estimates ﬁgg’s), shown in Fig. There is good
agreement for the entries that have precision value zero, Q%’S) = 0. Fig.|3.6¢|further displays
the Q-Q plot of the repeat ratios of permutation bootstrap over empirical estimates of Var[Q%s)}
for these entries, with F'(B — 1, R — 1) being the reference distribution. The good agreement

suggests that the bootstrap estimate of Var[Qth’S)] is reliable.

FDR control: Fig. shows estimated FDR and FNR for a range of simulated connection
strengths (r in Eq. (3.27)) and nominal FDR values. The estimated and nominal FDRs agree when
the connection is weak but the former slightly exceeds the latter otherwise. This is likely due to
the well-known sensitivity of the BH procedure to positively correlated p-values, consistent with
the fact that, in our experience, the false discoveries are mostly adjacent to correct discoveries
(discoveries that have Q5% +£ 0).
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Figure 3.5: Null distributions of three representative entries of Q / Var[ ] The null
distributions are obtained from R = 60 simulated datasets ( Section@ and compared to the
standard Gaussian distribution via QQ-plots. There is good agreement.
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Figure 3.6: Standard deviations of desparsified precision elements. Variance obtained (a)
from samples from the ground-truth generative multiset pCCA model and (b) from permutation
bootstrapped samples. (c) F-statistics of ratios between the two variances for null entries of {215,
showing good agreement.
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Figure 3.7: False Discovery Rate control of LaDynS’ inference. (a) Estimated false discovery
rate and (b) false non-discovery rate for target FDR € [0, 10]%, under the connectivity scenario

in Fig.[3.4d, for connectivity intensities r = 0.2, 0.4, 0.6, 0.8 and 1.0 in Eq. (3.27). The dotted
line is a (0,1) line.
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3.4 Experimental Data Analysis

We applied LaDynS to local field potentials (LFPs), collected as described in Khanna et al. (2020),
from two Utah arrays implanted in a Macaque monkey’s prefrontal cortex (PFC) and V4 during a
memory-guided saccade task. Each trial of the task started with a monkey fixating its eyes toward
the center of the screen. A visual cue was given for 50ms to indicate a target location, which
was randomly chosen from eight locations. The monkey had to remember the target location
while maintaining eye fixation for a delay period of 500ms. After the delay period, the monkey
reoriented its eyes toward the remembered position, and reward was given on successful trials.
As in Khanna et al.| (2020), we analyzed the time series during the delay period, based on 3000
successful trials. Because beta oscillations are often associated with communication across brain
areas (Klein et al., 2020; ?), we first filtered LFP recordings using complex Morlet wavelets at beta
oscillation frequency 18Hz (which was the most active frequency in the magnitude scalograms),
and obtained the beta oscillation power envelopes as the absolute values of the filtered signals. We
note that the target frequencies were different from those in|/Bong et al.|(2020a), yielding different
data and somewhat different results. After downsampling them to 200Hz, we applied LaDynS.
Because the filtered data were very smooth, we used a regularization \gi,, > 0 on the diagonal of
Y, as in Section[3.3.2] R

Figure displays the LaDynS cross precision estimate (1,5, the bootstrap p-values for the
entries of the desparsified cross-precision estimate {25, and the epochs of connectivity identified
by STAR at target FDR 5%. Time ¢ = 0 corresponds to when the visual stimulus (the memory
cue) was turned off. One highly significant contiguous region of the precision matrix (p ~ .01
or smaller), discovered by BH, is shown in Fig.[3.8] It corresponds to beta power in PFC being
correlated with earlier beta power in V4 (after conditioning on beta power at all other times and
lags), about 200 and 400 milliseconds post-stimulus (red blobs). It is important to keep in mind
that the sparse estimation method finds a relatively small number of large effects; smaller effects,
some of which may remain interesting, do not appear.

To better understand the lead-lag relationships, we used the estimated latent time-series to
compute a series of partial R? values from the locally stationary state-space model, as described
in Section [3.2.4] We filtered LFP signals at beta frequency (18 Hz, Period: 0.055 sec.), and we
expect non-stationarity at a finer time scale than few periods is hard to detect. For each t,, we set
a local time window of length 0.2 sec., which encompasses less than 4 beta wave cycles. We used
71 = 0.015 and 5 = 0.035 seconds. The null distribution was based on 200 trial permutations.
Fig. displays two sets of partial k2 values, the first set, in panel (a), corresponds to the local
Granger causality of Zét_'m&t_'(m) over th), where Z; was the latent time series for V4 and Z5
the latent time series for PFC. Thus, PFC leads V4 by about 45 milliseconds in these regressions.
Panel (b) displays partial R? values of the cross-correlation at the opposite direction.

There is a large excursion of R? above the null values in the PFC — V4 plot and one in the
V4 — PFC plot. The excursion in the V4 — PFC plot centered around 400 ms, are consistent
with the results in Fig.[3.8] The excursion in the PFC — V4 plot, combined with the excursion in
the V4 — PFC plot, shows mutually predictive activity.

These results are consistent with the idea that V4 responds strongly to visual stimuli and PFC
receives input from the visual processing stream, which includes V4, but we would expect the
directional influences to differ across time, during the task. Fig. displays the estimated total
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Figure 3.8: LaDynS output and inference for experimental dataset. (a) LaDynS cross-
precision estimate (215. The light gray area shows the region of time considered (one area
leading the other by at most 0.1 second). (b) Bootstrap p-values for the de-sparsified estimate ),
(Eq. with bootstrap simulation size B = 200; see Section[3.2.4)). (¢) Discovered regions
of cross-precision using STAR at nominal FDR 5%, suggesting that activity in PFC preceded
that in V4 immediately post-stimulus and around 0.1 seconds thereafter (blue blobs), and that
activity in V4 preceded that in PFC around time points 0.2 and 0.4 seconds post-stimulus (red
blobs). These four epochs had excursion test p-values of p = .024, p = .0015, p = .001 and
p < .0005, respectively. The two smaller blobs were not significant (p > 0.5) and are therefore
likely spurious.
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Figure 3.9: Estimated partial 12? from locally stationary state-space model. For Z, — Z,,
partial R? was computed corresponding to linear regression of Z{t) against Z2(t70'015sec':tfo'og’sec‘)
conditional to the other covariates, including Z at the other lags, for every time point t at sampling
rate 200 Hz. The black solid lines indicate the estimated partial R* for (a) V4 — PFC and (b)
PFC — VA4. The pink shaded area shows 95 percentile area of null partial R? under independence

between V4 and PFC, obtained from the permutation test.

beta power due to the latent time series, across time, for both PFC and V4.

The latent beta power in PFC is largest at the beginning of the task, then drops to a roughly
constant amplitude, while the latent beta power in V4 initially drops slightly but then starts to rise
just before 100 ms, peaks around 250 ms, and then declines but remains large. Taking Fig.
and Fig. together, these results show that starting a little after 0.3 sec, each of the two latent
beta power envelopes is able to predict the other, 0.03 to 0.06 sec in the future, suggesting the two
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Figure 3.10: Estimated variance of electrophysiological activity in V4 and PFC driven by

latent factors. The ¢, norm of the factor loading vector ﬁ,(f) (representing the total variance of

the data X ,Ef) attributable to the latent time series at time t, see Eq. |b is plotted across time t

for V4 (blue) and PFC (orange).

areas are participating in bidirectionally linked beta oscillations.

It is also possible to get information from the normalized factor loadings, across the electrode
arrays, which are displayed in Fig. [3.T1|for times ¢ = 0.15 and ¢ = 0.40 sec. (The loadings have
been divided by their maximal value across the array.) Most noticeably, the spatial pattern of
activity in PFC at 400 ms, compared with that at 150 ms, becomes more concentrated in the upper
left corner of the electrode array. Bootstrap confidence intervals suggest this change in spatial
pattern within PFC is not due solely to noise in estimation, see Fig. [C.1b|in the Supplementary
Material. Thus, apparently, the early and late periods of the task may be distinguished not only by
very different prediction effects but, in addition, by spatial shifts in lag-correlated activity. (An
animation over the complete timeline is available at github.com/HeejongBong/ladyns.)

3.5 Discussion

Motivated by the problem of describing interactions across a pair of brain regions, based on high-
dimensional neural recordings, we have provided a time-series extension of probabilistic CCA
together with a novel sparse estimation methodology. According to our Equation (3.7)), each of the
two multivariate time series is driven by a single latent time series, with the cross-dependence of
these two latent time series representing cross-region interaction. According to Equation (3.8)), the
latent bivariate time series is a discrete Gaussian process but its correlation matrix is unrestricted,
allowing for non-stationarity. The repeated trial structure enabled us to estimate the resulting
high-dimensional covariance matrix, by applying sparse estimation and inference methods. We
found, and displayed in Fig. interesting directional relationships between PFC and V4, in beta
power, that appeared during late delay period, where the relationship was bidirectional. These
were based on partial R? values, computed from the estimated covariance matrices, corresponding
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Figure 3.11: Factor loadings of V4 and PFC, spatially smoothed, normalized, and color coded
over the electrode coordinates (m) at (left) the first bump of Fig. (0.15 sec) and (right) the
second bump of Fig.[3.95 or the first bump of Fig.[3.94 (0.40 sec). Contours at fractions .25, .5,
and .75 of maximal power have been added.

to lagged regressions of one latent time series on the other. The analysis in Fig.[3.9]is in the spirit
of Granger causality, but differs from it by allowing for non-stationarity, so that we could obtain
the time-varying results.

In addition to making the analysis possible, the repeated trial structure suggests substantive
interpretation based on trial-to-trial variability. Neurophysiological experiments like the one
generating the data analyzed here take pains to make the experimental setting nearly the same on
each trial. The inevitable, relatively small fluctuations in the way the subject interacts with the
environment, together with changes in the subject’s underlying state (involving fluctuations in
motivational drive, for example), lead to observable fluctuations in behavior and in the recorded
neural activity. Although the network sources of trial-to-trial variability in the PFC and V4 data
are unknown, they produce the kind of correlated activity revealed in Fig.[3.9] To interpret it, we
acknowledge there could be some task-irrelevant, trial-varying pulses of inputs that drive beta
power in V4 and PFC, having just the right differential time lags to produce the correlated activity
picked up by the partial R? values. Could such task-irrelevant pulses of activity change across
time, within repetitions of the task, in such a way as to produce, the peaks in Figs. [3.9a and [3.95
It is possible, but it would be surprising, especially when we consider contemporary ideas about
beta oscillations during working memory tasks (Miller et al., 2018]) along with the well-identified
distinction between early and late visual processing, e.g., [Yang et al.| (2019). The alternative
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we mentioned, that PFC and V4 are involved, together, in goal-directed visual processing and
memory, with PFC influencing V4 early and the two areas acting bidirectionally later, seems a
credible possibility.

There are many ways to extend the ideas developed here. For band-pass filtered data, such
as those analyzed in Section [3.4] phase analysis (Klein et al., 2020) could be combined with
amplitude analysis. Multiple frequencies could be considered (along the lines of (Gallagher et al.
(2017)), as well. In Bong et al.| (2020a)) we have described an extension of LaDynS, where the
within-region noise vectors €; were allowed to have general time series structure and the latent
time series driving each brain region were multidimensional. That brief report, however, does
not provide the details given here, nor does it include inferential procedures. Thus, an important
future step will be to show how inference can be carried out for the general models in Bong et al.
(2020a). A different direction for additional research would be to simplify the version of LaDynS
we have used here by imposing suitable spatiotemporal structure on the latent time series. While
we hope such approaches will be fruitful, we believe the general framework of LaDynS can be of
use whenever interest focuses on non-stationary interactions among groups of repeatedly-observed
multivariate time series.
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Chapter 4

Latent Dynamic Factor Analysis of
High-Dimensional Neural Recordings

This chapter is a collaboration with Zongge Liu, Zhao Ren, Eric Yttri, Matthew A.
Smith, Valérie Ventura, and Robert E. kass. This work is published at NeurIPS2020
(Bong et al., 2020b).

4.1 Introduction

New electrode arrays for recording electrical activity generated by large networks of neurons
have created great opportunities, but also great challenges for statistical machine learning (e.g.,
Steinmetz et al., 2018). For example, Local Field Potentials (LFPs) are signals that represent
the bulk activity in relatively small volumes of tissue (Buzsaki et al., 2012; Einevoll et al.,
2013), and they have been shown to correlate substantially with the BOLD fMRI brain imaging
signal (Logothetis et al., 2001; Magri et al., 2012b). Typical LFP data sets may have dozens to
hundreds of time series in each of two or more brain regions, recorded simultaneously across
many experimental trials. A motivating example in this paper is LFP recordings from a prefrontal
cortex (PFC) and visual area V4 during a visual working memory task. V4 has been reported to
retain higher-order information (e.g., color and shape) and attention in visual processing (Orban,
2008} Fries et al., 2001)), while PFC is considered to exert cognitive control in working memory
(Miller and Cohenl 2001). Despite their spatial distance and functional difference, these regions
have been presumed to cooperate during visual working memory tasks. Various approaches have
been used to track the interaction among brain regions Adhikari et al.[(2010); Jiang et al.| (2015);
Hultman et al.| (2018)); |(Gallagher et al.|(2017); Buesing et al.|(2014)). In particular, delay-specific
theta synchrony led by PFC has been discovered during visual memory tasks (Sarnthein et al.,
1998 ILiebe et al., 2012).

We report here an extension of Gaussian process factor analysis (GPFA, |Yu et al., 2009) to two
or more groups of time series, where the main interest is non-stationary cross-group interaction;
furthermore, the multivariate noise within groups can have both spatial covariation and non-
stationary temporal covariation. Here, spatial covariation refers to dependence among the time
series and, in the neural context, this results from the spatial arrangement of the electrodes, each
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of which records one of the time series. Our approach uses probabilistic CCA, but the framework
allows rich spatiotemporal dependencies. These generalizations come at a cost: we now have a
high-dimensional time series problem within each brain region together with a high-dimensional
covariance structure. We solve these high-dimensional problems by imposing sparsity of the
dominant effects, building on Bong et al.| (2020c), which treats the high-dimensional covariance
structure in the context of observational white noise, and by incorporating banded covariance
structure as in Bickel and Levina (2008). We thus call our method Latent Dynamic Factor Analysis
of High-dimensional time series, LDFA-H.

In a simulation study, based on realistic synthetic time series, we verify the recovery of
cross-region structure even when some of our assumptions are violated, and even in the presence
of high noise. We then apply the method to 192 LFP time series recorded simultaneously from
both Prefrontal Cortex (PFC) and visual area V4, during a memory task, and find time-varying
cross-region dependencies.

4.2 Latent Dynamic Factor Analysis of High-dimensional time
series

We treat the case of two groups of time series observed, repeatedly, /V times. Let X ft € RP* and
X2, € R be p; and p, recordings at time ¢ in each of the two groups, for¢ = 1,...,T. Asin|Yu
et al.|(2009), we assume that a ¢g-dimensional latent factor Z:’ft € R? drives each group, here, each
brain region, according to the linear relationship

X:]?t ‘ Z:]?t = ,U:k,t + 5k : Z:’?t + E{fu 4.1)

for brain region k = 1, 2, where ,ufft € RP* are mean vectors, ¥ € RP+*? are matrices of constant
factor loadings, and efft € RP* are errors centered at zero (independently of the latent vectors 2).
We are interested in the pairwise cross-group dependencies of the latent vectors Z}y: and Z%:, for
f=1,...,q. Asin (Bong et al., [2020c), we assume that the time series of these latent vectors
follows a multivariate normal distribution

7zt
(Z;;:> ~MVN(0,%y), f=1,...,q, (42)
where Y describes all of their simultaneous and lagged dependencies, both within and between
the two vectors. We assume the N sets of random vectors (e, Z) are independent and identically
distributed. Fig. illustrates the dependence structure of this model. We let Py be the
correlation matrix corresponding to X ¢, and write its inverse as

4.3)

where IT}' and TI7* are the scaled auto-precision matrices and IT” is the scaled cross-precision
matrix. We now assume finite-range partial auto-correlation and cross-correlation for (Z},t’ Z]%’t),
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Figure 4.1: LDFA-H model. (a) Dynamic associations between vectors X}, and X 2 are summa-
rized by the dynamic associations between their associated 1D latent Vanab]es Z L and Z2, (b)
When a significant cross-precision entry is identified, e.g., the red star in the expanded view of H
its coordinates and distance from the diagonal indicate at what time in the experiment connectivity
between two brain areas occurs, and at what lead or lag. Here the red star is in the upper diagonal
of H}Q, which means that, at this particular time, region 1 leads region 2, or Z} — Z]% in short (a
non-zero entry in the lower diagonal would mean Z}% — Z}). We represent this association by the
red arrow on the right-most plot, with a lag of two units of time for illustration.

so that TT}', IT7* and IT}* in Equation have a banded structure. Specifically, for &k, = 1,2
we assume there is a value h’}l such that H’]‘il isa (thcl + 1)-diagonal matrix. Because our goal is
to address the cross-region connectivity and lead-lag relationship, we are particularly interested in
the estimation of H}F for each latent factor f = 1, ..., q. Note that the non-zero elements H Fbs)
depicted as the red star in the expanded display within Fig. [4.1b| determine associations between
the latent pair Z}7: and Z 2,:, which are simultaneous when ¢ = s and lagged when t # s.

Finally, we model the noise in Eq. as a Gaussian random vector

Vec(eF) = (effl; 652; e eﬁ’T) ~ MVN(0,®*), k=1,2, 4.4)
where we allow ®* to have non-zero off-diagonal elements to account for within-group spatiotem-
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poral dependence. We assume ®* can be written in Kronecker product form
PP =k @ 0k k=12 (4.5)

where ®% and ®% are the temporal and spatial components of ®*, as is often assumed for
spatiotemporal matrix-normal distributions, e.g., (Dawid, [1981). Although this is a strong
assumption, implying, for instance, that the auto-correlation of every X, f is proportional to ®%,
we regard ®;, as a nuisance parameter: our primary interest is Xy in Eq. (#.2)). We also assume
an auto-regressive order at most k¥, so that I'*- = (@’%) “lisa (2h* + 1)-diagonal matrix. In our
simulation we show that we can recover X accurately even when the Kronecker product and
bandedness assumptions fail to hold.

The model in Equations (1)-(5) generalizes other known models. First, when ¢ = 1, and
Z' = Z? remains constant over time, in the noiseless case (¢, = 0), it reduces to the probabilistic
CCA model of Bach and Jordan (2005); see Theorem 2.2 of Bong et al.| (2020c) Thus, model
(1)-(5) can be viewed as a denoising, multi-level and dynamic version of probabilistic CCA.
Second, when k& = 1, the Gaussian processes are stationary, and the € vectors are white noise,
(1)-(5) reduces to GPFA (Yu et al., 2009). Thus, (1)-(5) is a two-group, nonstationary extension
of GPFA that allows for within-group spatio-temporal dependence.

Identifiability and sparsity constraints Despite the structure imposed on ®; in Eq. #.5)),
parameter identifiability issues remain. Our model in Egs. (4.1)), (4.2) and (4.4)) induces the
marginal distribution of the observed data (X!, X?):

(X:1,1§ X:1,2§ e %X;Z,T) ~ N ((N;l,1§ M;l,2§ e §N;2,T)a S) (4.6)

where S is the marginal covariance matrix given by:

B ol 2 Pl 0 q 211®(6161T) 212®(51/32T)
5= "0 whe| [ A SEOGEE] @

The family of parameters

q q

{a},a2} {ag.03} =1 101 o1 T F2 2 22 2T

glatary _ ) E1 T R T s — ) apBpBT, @5 — ) aipisy,
= =1 =1

, 4.8)
o, ©F, B, 57, pt, i

h {oz},osz} . a}-@%— 0 . . .. . . y
where X s =92+ 0 O‘? CDZT , induce the same marginal distribution in Eq. (4.6)),
for all a!,a? € RY (notice that § = 9100 = (%, ... %, &L % &L @2 Bl 52 ut 42}
is the original parameter). Preliminary analysis of LFP data indicated that strong cross-region
dependence occurs relatively rarely. We therefore resolve this lack of identifiability by choosing
the solution given by maximizing the likelihood with an L1 penalty, under the assumption that the

inverse cross-correlation matrix IT}* is a sparse (2h}* + 1)-diagonal matrix.
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Latent Dynamic Factor Analysis of High-dimensional time series (LDFA-H) Given N si-
multaneously recorded pairs of neural time series { X' [n], X*[n|},=1.n, the maximum penalized
likelihood estimator (MPLE) of the inverse correlation matrix of the latent variables solves

N q 2
(ﬁl, . ,ﬁq> =argmin — %Zl (0; X'[n]), X?[n]) + Z Z HAI}Z © HI;ZH1
- F=1 k=1

4.9)
s.t. TX is (2hF + 1)-diagonal,

where the log-likelihood is

L(0; X', X?) = —logdet S — (X!} — pul ;. X2 — p2p) "STHXE = plys o5 X0 — i),
(4.10)
with S defined in Eq. (4.7)), and the constraints are

0o, (t,8):|t—s|> Rk,
Mg =2 (Ls):0<|t—s| <hl k#L (4.11)
0, otherwise.

for factor f = 1, ..., ¢ and brain region k£ = 1, 2. The first constraint forces the corresponding
H’]‘if(us) to zero and thus imposes a banded structure for H’]‘él, and the second assigns the same
sparsity constraint Ay on the off-diagonal elements of H}Q. Finally, to make calibration of tuning
parameters computationally feasible, we set the bandwidth for the latent precisions and the noise
precisions within each region to a single value h,,,, we set the bandwidth for the latent precisions
across regions to a value hss, and we set the sparsity parameters to a value A, 1.€.,

h];ik _ hlec — hautm h}Q = heross and )\f = )\Cl“ossv

for each factor f = 1,...,q and region k = 1,2. The bandwidths are chosen using domain
knowledge and preliminary data analyses. We determine the remaining parameters \..ss and ¢ by
5-fold cross-validation (CV).

Solving Eq. requires S~!. Because it is not available analytically and a numerical
approximation is computationally prohibitive, we solve Eq. using an EM algorithm (Demp-
ster et al., [1977). Let ) be the parameter estimate at the r-th iteration. We consider the data
{X'[n], X?[n]}n=1..~ to be incomplete observations of { X*[n], Z'[n], X?[n], Z%[n]}n=1. n. In
the E-step, we estimate the conditional mean and covariance matrix of each {Z'[n], Z?[n]} with
respect to { X' [n], X?[n]} and (). Given these sufficient statistics, the problem of computing the
MPLE decomposes into two separate minimizations of

1. the negative log-likelihood of ¥f, w.r.t. the latent factor model (Eq. (4.2))) and
2. the negative log-likelihood of @3, ®%, @1, @3, 5!, 2, pu', p? w.rt. the observation

model (Eqs. (4.1)) and @.4)).
With the noise correlation and latent factor correlation disentangled, the M-step reduces to easy
sub-problems. For example, the minimization with respect to ¢ is a graphical Lasso problem
(Friedman et al., 2008) and the minimization with respect to ®% and ®% is a maximum likelihood
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estimation of a matrix-variate distribution (Dawid,|1981). We thus obtain an affordable M-step,
and alternating E and M-steps produces a solution to the MPLE problem.

We derive the full formulations in Appendix Its computational cost is inexpensive: a
single iteration of E and M-steps on our cluster server (with 11 Intel(R) Xeon(R) CPU 2.90GHz
processors) took in average less than 45 seconds, applied to the experimental data in Section
A single fit on the same data took 42 iterations for around 30 minutes until P and {3', 5%}
converged under threshold le-3 and le-5, respectively. The code is provided at https://
github.com/HeejongBong/ldfal

4.3 Results

One major novelty of our method is its accounting for auto-correlated noise in neural time series to
better estimate cross-region associations in CCA type analysis. This is illustrated in Section 4.3.1
based on simulated data. In Section we apply LDFA-H to experimental data to examine the
lead-lag relationships across two brain areas and the spatial distribution of factor loadings.

4.3.1 LDFA-H retrieves cross-correlations even when noise auto-correlations
dominate

We simulated N = 1000 i.i.d. neural time series X* of duration 7" = 50 from Eq. for
brain regions & = 1,2. The latent time series Z* were generated from Eq. with ¢ = 1
pair of factors and correlation matrix P, depicted in Fig. The noise " was taken to be the
N = 1000 trials of the experimental data analyzed in Section [4.3.2] first permuted to remove
cross-region correlations, then contaminated with white noise to modulate the strength of noise
correlation relative to cross-region correlations. The resulting temporal noise correlation matrices,
found by averaging correlations over all pairs of simulated time series, are shown in Fig.
for four levels of white noise contamination. The magnitudes of cross-region correlation and
within-region noise auto-correlation are quantified by the determinant of each matrix, known as
the generalized variance (Wilks|, [1932)); their logarithms are provided atop the panels in Fig. .24
and Fig. Generalized variance ranges from 0 (identical signals) to 1 (independent signals).
Thus, larger negative values indicate stronger within-region noise correlation (see Appendix |[D.2).
Other simulation details are in Appendix

We note that the simulation does not satisfy some of the model assumptions in Section 4.2
The noise vectors € are not matrix-variate distributed as in Egs. and and the derived
I'% does not satisfy a banded structure as in Eq. . Also, the latent partial auto-correlations
(Fig.[4.2) are not banded as assumed in Eq. (4.9).

We applied LDFA-H with ¢ = 1 factor, hcoss = 10, hayo €qual to the maximum order of the
auto-correlations in the 2000 observed simulated time series, and A determined by 5-fold CV.
Fig. shows LDFA-H cross-precision matrix estimates corresponding to the four level of noise
correlation shown in Fig. They closely match the true IT}? shown in the right most panel of
Fig.ft.24]

We also applied five other methods to estimate cross-region connections in the simulated data.
They include the popular averaged pairwise correlation (APC); correlation of averaged signals

54


https://github.com/HeejongBong/ldfa
https://github.com/HeejongBong/ldfa

(a) logdet = —43.7

0 € 0

20 L] 10 20 10
10

60 ~ 30 .\ 60 30

S0 10 S0 10
L

0 50 0 20 10 0 50 0 20 10

(b) ] logdet = —15.4 J logdet = —24.3 ] logdet = —81.0 J log det = —168.5

0 50 0 50 0 50 0 50

Figure 4.2: Simulation settings. (a) (Left to right panels) True correlation matrix P, for latent
factors Z} , and Z3 , from model in Eq. ; close-up of the cross-correlation matrix; correspond-
ing precision matrix I, = P;'; and close-up of cross-precision matrix I1}2 (Eq. ). Matrix
axes represent the duration, T' = 50 ms, of the time series. Factors Z L and Z? are associated in
two epochs: Z* precedes Z' by Tms from t = 13 to 19ms, and Z' precedes Z? by 7ms from
t = 33 to 42ms. (b) Noise auto-correlation matrices (Eq. (4.3))) for pairs of simulated time series
at four strength levels. log det in (a) and (b) measure correlation strengths.

(CAS); and CCA (Hotelling, [1936), applied to the NT" observed pairs of multivariate random vec-
tors { X, X7, }n tev]x (7] to estimate the cross-correlation matrix between the canonical variables;
as well as DKCCA (Rodu et al.,2018) and LaDynS (Bong et al.| (2020c)). The first four methods
do not explicitly provide cross-precision matrix estimates, so we display their cross-correlation
matrix estimates in Fig. along with LDFA-H cross-correlation estimates in the last row. It is
clear that only LDFA-H successfully recovered the true cross-correlations shown in the second
panel of Fig. .24 at all auto-correlated noise levels.

4.3.2 Experimental Data Analysis from Memory-Guided Saccade Task

We now report the analysis of LFP data in areas PFC and V4 of a monkey during a saccade task,
provided by Khanna et al. (2020). One trial of the experiment consisted of four stages: (i) fixation:
the animal fixated at the center of the screen; (ii) cue: a cue appeared on the screen randomly at
one of eight locations; (iii) delay: the animal had to remember the cue location while maintaining
eye fixation; (iv) choice: the monkey made a saccade to the remembered cue location. We focused
our analysis on the 500 ms delay period, when the animal both processed cue information and
prepared a saccade. LFP data were recorded for N = 1000 trials by two 96-electrode Utah arrays
implanted in PFC and V4, /3 band-passed filtered, down-sampled from 1 kHz to 100 Hz.

We applied LDFA-H using Ao = heoss = 10, corresponding to 100 ms (at 100 Hz); the
LFP S-power envelopes have frequencies between 12.5H z to 30H z, and h,,, = 10 enables the
slowest filtered signal to complete one full oscillation period. The other tuning parameters were
determined by 5-fold CV over A € {0.0002,0.002,0.02,0.2} and ¢ € {5, 10, 15, 20, 25,30},
yielding optimal values A s = 0.02 and ¢ = 10. We also regularize the diagonal elements, due
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Figure 4.3: Simulation results: LDFA-H cross-precision matrix estimates. Estimates of 12,
shown in the right-most panel of Fig. using LDFA-H, for the four noise auto-correlation
strengths shown in Fig. LDFA-H identified the true cross-area connections at all noise
strengths.

to the otherwise excessively smooth S-power envelopes (see our code or Bong et al. (2020c) for
details). The fitted factors were ranked based on the Frobenius norms of their covariance matrices
|2 ]/%; norms are plotted versus f in decreasing order in Fig. and log,, || 2 ]|% of the top
three factors are provided above each panel in Fig. d.5a The estimated cross-precison matrices
between two brain regions corresponding to the top three factors are shown in Fig. Note that
a positive entry in the precision matrix represents negative association between two regions. We
also summarized, for each factor f, the temporal information flow at time ¢ from V4 to PFC and

to V4 from PFC with If,PFC—>V4(t) = Zt’>t ﬁ},?(t,t’) and ]f’v4_>ppc(t) = — Zt’<t ﬁ}‘,z(t,t’)

respectively, where I ¢ 1s the inverse correlation matrix estimate in Eq. . Fig. displays
smoothed Iy prc_v4(t) and I v, prc(t) as functions of ¢ for the top three factors. Lead-lag
relationships between V4 and PFC change dynamically over time, and the information flow tends
to peak either early in the delay period, when the animal must remember the cue, or later, when
it must make a saccade decision. The dominant first factor captures a flow from V4 to PFC
centered around 200 milliseconds into the task and a flow from PFC to V4 centered around 320
milliseconds. Factor loadings (subsampled over space) for the 96 V4 and PFC electrodes are
shown in Fig. [4.5b|and Fig. respectively, for the top three factors (first three columns of the
estimate of 3* in Eq. , with area k = 1 being V4 and k£ = 2 being PFC), arranged spatially
according to electrode positions on the Utah array. The factors have different spatial modes over
the physical space of the Utah array. Confirmation of these patterns would require additional data
and analyses.

’

4.4 Conclusion

To identify dynamic interactions across brain regions we have developed LDFA-H, a nonstationary,
multi-group extension of GPFA that allows for within-group spatio-temporal dependence among
high-dimensional neural recordings. We applied the method to data during a memory task and
found interesting, intuitive results. Although we treated the two-group case, and applied it
to interactions across two brain regions, several groups can be handled with straightforward
modifications. The approach could, in principle, be applied to many different types of time series,
but it has some special features: first, like all methods based on sparsity, it assumes a small
number of large effects are of primary interest; second, it uses repetitions, here, repeated trials,
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to identify time-varying dependence; third, because the within-group spatio-temporal structure
is not of interest, the method can remain useful even with some modest within-group model
misspecification.

Several restrictive assumptions of LDFA-H, as defined, were helpful here but could be
modified for other applications. One is the Kronecker-product form of the noise process. In
our simulation study, using a realistic scenario, we showed that LDFA-H can be effective even
when the Kronecker-product assumption is violated, but in other cases it may be problematic. In
some problems, space and/or time can be decomposed into windows within which the assumption
is more reasonable (see |Leng and Tang, 2012} |[Zhou,, 2014). Another potentially bothersome
assumption is independence between latent factors. It would be possible to include covariance
matrix parameters between the factors, but then the model will get computationally prohibitive
even with a moderate factor size. State-space models (Buesing et al., [2014; Linderman et al.,
2019; |Yang et al., 2016) have potential but, to be comparable to LDFA-H, they would have to
accommodate nonstationary lead-lag behavior. Computationally efficient methods for identifying
time-varying relationships is a vital goal in the analysis of neural data from multiple brain regions.

We applied LDFA-H to LFP data. In contrast, GPFA has been applied mainly to neural spike
count data, and it is of course possible to apply LDFA-H to spike counts, as well. However, we
have been struck by the strong attenuation of effects due to Poisson-like noise, as discussed in
Vinci et al.| (2018)) and references therein. A version of LDFA-H built for Poisson-like counts,
or for point processes, could be the subject of additional research. It may also be advantageous
to model spatial dependence explicitly, perhaps based on physical distance between electrodes,
analogously to what was done in |Vinci et al. (2018]), and there may be, in addition, important
simplifications available in the temporal structure. It would also be helpful to have additional
statistical inference procedures for assessing effects. In the future, we hope to pursue these
possible directions, and refine the application of this promising approach to the analysis of
high-dimensional neural data.
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Figure 4.4: Simulation results: cross-correlation matrix estimates. Estimates of X1? under
four noise correlation levels using (a) averaged pairwise correlation (APC), (b) correlation of
averaged signal (CAS), (¢) canonical correlation analysis (CCA, Hotelling| (1936)), (d) dynamic

kernel CCA (DKCCA, Rodu et al| (2018)), (e) LaDynS (Bong et al| (2020c)), and (f) LDFA-

H. Only LDFA-H successfully recovered the true cross-correlation at all noise auto-correlation

strengths.
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Figure 4.5: Experimental data results for the top 3 factors. (a) Cross-precision matrices. Blue
represents positive precision matrix entries, corresponding to negative association. Factors have
different connectivity patterns over the experimental trials. log, || 2 s||%, written atop the panels,
measures the strength of each factor. The first factor is more than 6 times larger than the second
and third, and displays activity in V4 leading PFC centered around 200 milliseconds and activity
in PFC leading V4 centered around 320 milliseconds post cue disappearance. This is also shown
in panel (d). (b,c) Factor loadings, smoothed and color coded, plotted on the electrode coordinates
(um). Here, positivity is arbitrary, due to identifiability. Panels (b) and (c) display loadings
for the V4 and PFC arrays, respectively. The first factor has activity in V4 centered in two
distinct subregions of the array, while activity in PFC is more broadly distributed. (d) Dynamic
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Chapter 5

Oscillating neural circuits: Phase,
amplitude, and the complex normal
distribution

This chapter is a collaboration with Konrad Urban, Josue Orellana and Robert E.
Kass. This work is submitted to Canadian Journal of Statistics and currently under
review.

5.1 Introduction

Oscillations in neural circuits have been observed under variety of circumstances, provoking much
speculation about their physiological function (Buzsaki and Draguhn, 2004; Fries, 2005)). In the
past 15 years, the role of oscillations at particular frequencies has been the subject of considerable
experimental investigation, including the incorporation of causal manipulation (Cardin et al.,
2009). Of particular interest is the intriguing possibility that oscillations facilitate purposeful
communication across distinct parts of the brain, such as when an organism must retrieve and
hold items from memory or direct its visual attention to a particular location (Schmidt et al., |2019;
Miller et al.,[2018)), and this has led to the idea that alterations of circuit oscillations could indicate
brain dysfunction (Mathalon and Sohal, 2015).

From a statistical perspective, regardless of their mechanistic function, neural oscillations
can be considered useful indicators of coordinated activity across brain regions. The data we
have analyzed, such as that shown in Figure come from experiments during which animals
are shown a visual stimulus, or they perform a task, repeatedly, across many trials, while neural
activity is recorded from electrodes inserted into the brain. If on each trial a pair of oscillatory time
series is observed, from two distinct brain regions, and the two oscillation phase measurements
rotate forward or backward together, exhibiting correlation, it is a strong indication that the two
brain regions are involved in an oscillating neural circuit. Because the phase measurements are
noisy angles, an immediate statistical question is, How can such a correlation be established?
A natural second question is, How can a graph be constructed to represent interactions across
multiple parts of the brain? Neurophysiological investigations often use many electrodes in each
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Figure 5.1: Three seconds of data from one electrode (a local field potential or LFP in blue) and a
band-pass filtered version of the data (orange).

of two or more specific brain regions, resulting in vectors of oscillating time series in each region,
which raises the further question, How can concise and interpretable summaries be used to assess
the covariation across groups of oscillating series? The purpose of this paper is to answer these
questions under the special circumstances relevant to the multielectrode neural context. We draw
results from the literature, including our own work, and also supply several novel observations,
re-formulations, and theoretical results, along with one new method. Although we have been
motivated by the analysis of neural data, we believe the paper will be of general statistical interest,
as it concerns a basic topic in time series analysis. We also hope it represents a suitable tribute to
Nancy Reid, whose work has often aimed to advance statistics through conceptual clarification
and consolidation.

For stationary time series, coherence is in some important respects a natural, frequency-based
analogue to correlation (Brillinger, 2001). Furthermore, graphical models can be constructed from
coherence in a manner analogous to Gaussian graphical models (Bach and Jordan, 2004}, and
their applicability is extended by weakening the assumption from stationarity to local stationarity
(Ombao and Van Bellegem, |2008)). In the context of task performance, however, many neural
signals exhibit striking non-stationarity (e.g. see the introduction to Kass et al. (2018)), and the
simplest way to avoid non-stationary effects is to pick a single time point of interest (or several
time points) during the task and analyze the covariation of phases across repeated trials. This may
be carried out using a circular analogue of Pearson correlation known as Phase-Locking Value
(PLV; see Section[5.5.2).

For more than two phases, a recently-developed class of methods uses models called torus
graphs (Klein et al.,[2020). A torus graph is any member of the full exponential family with means
and cross-products (interaction terms) on a multidimensional torus, which is the natural home for
multivariate circular data because the product of circles is a torus. Due to their construction as
exponential families, torus graphs are probabilistic graphical models. In Section 2 we summarize
a few important results about torus graphs. One important consideration is that torus graphs, in
general, allow two kinds of association, called rotational, corresponding to positive association,
and reflectional, corresponding to negative association, and both are complex-valued. Thus,
unlike Pearson correlation, which involves a single real scalar, the general circular analogue of
correlation involves two complex numbers. As shown in Section PLV becomes an analogue
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of Pearson correlation when reflectional association is absent and the individual circular variables
are uniformly distributed. The appearance of a complex measure for circular variables has its
origin in the complex representation of the unit circle, as the set of all points of the form e%.

Both coherence and PLV are used to measure association of phases in analyzing neural
oscillations. The power of an oscillatory signal is its squared amplitude, and as the amplitude
evolves across time it is usually called the power envelope for the oscillation. The association
of time-varying power in two or more brain regions is of interest, as evidence of association
would again (as with phase coupling) indicate joint participation in an oscillatory neural circuit.
At a single time point, the ordinary Pearson correlation serves as a measure of association of
amplitudes across repeated trials, but it is also possible to assess the association of the power
envelopes across time. In Section [5.3| we briefly summarize work we’ve done to address two
challenges: the large numbers of electrodes, which results in large numbers of times series, in
each brain region, together with non-stationarity. The method is based on a latent non-stationary
time series model.

Given our interest in associations for both phase and amplitude of neural oscillations, it may
seem natural to combine them by introducing a complex random vector model, because a complex
random variable can be written in polar coordinate form in terms of phase and amplitude (using the
general representation for a complex number z = Re'?). We investigated the use of the complex
normal in this context, and provide its definition in Section [5.4] The covariance of two complex
random variables X and Y is Cov(X,Y) = E[(X —E X)(Y — EY')|, where Z is the conjugate of
a complex number z. This covariance is itself a complex number. The variance then becomes a real
number and the complex correlation is defined as in Pearson correlation, by dividing the covariance
by the product of the two standard deviations. It is, thus, in general, complex-valued. The second
moments that appear in the complex normal include not only the complex covariances but also what
are called pseudo-covariances. For two complex random variables X, Y, the pseudo-covariance
is defined as PCov(X,Y) = E[(X — E X)(Y — EY')]. The covariance and pseudo-covariance
for a complex random vector X are then defined analogously to the case of complex random
variables, using the Hermitian and transpose operators, Cov(X) = E[(X — E X)(X — E X)¥]
and PCov(X) = E[(X — EX)(X — E X)T]. When its pseudo-covariance is zero, a complex
normal distribution is called proper. We show that, under an intuitive restriction on the covariance
structure, when we write a complex normal vector in polar coordinate form, the conditional
distribution of the vector of phases given the amplitudes forms a torus graph; when the complex
normal is proper the torus graph exhibits only rotational dependence; and when, in addition, the
mean of the complex normal is zero, the torus graph components are all uniformly distributed.
We also note that each of these restrictions on a complex normal family induces a full exponential
subfamily. These results are of interest as characterizations of torus graphs, and they shed some
light on potential implicit assumptions.

In practice, to extract a phase at a particular frequency either wavelet or Fourier methods
are used. This is usually called band-pass filtering, the name adopted in Fourier analysis (see
Figure[5.1). Here, though, the filtered signal must be complex-valued. Thus, if real-valued Fourier-
based band-pass filtering is applied, it must be followed by the additional step of conversion to the
corresponding complex-valued version, which is usually accomplished with the Hilbert transform
(see Appendix A).

Coherence is often considered to be the magnitude of the complex correlation at a particular
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frequency. This is a verbal description of its definition using the Cramér (or Cramér-Khinchin)
representation for a bivariate complex stationary process, as displayed in Section One way
to understand this interpretation is to consider the result of filtering the signals with a complex
band-pass filter in a band (wg — J, wy + ), for small §. (Ombao and Van Bellegem (2008) note that
the resulting narrow-band coherence is the correlation of the filtered signals. We can effectively
pass to the limit as  — 0 to get the infinitesimal version that appears in the Cramér-Khinchin
representation. In a similar vein, we also note that a single-frequency bivariate process with
stochastic amplitudes and phases yields coherence as magnitude of complex correlation.

PLV, defined in Section[5.5.2] summarizes a sample of phase pairs by measuring the concen-
tration of the phase differences: the two phases are thereby considered highly associated when
their difference is nearly constant across trials. Unlike PLV, coherence is not solely a measure
of association of phases; because coherence is based on complex-valued correlation, it also
involves amplitudes. In Section returning to the single-frequency bivariate process, under
the assumption that the amplitudes are independent of the phases and the phases are uniformly
distributed, we show that as long as the standard deviations of the amplitudes are small relative
to their means, coherence and PLV are essentially equivalent. On the other hand, this simplified
representation makes it easy to find situations when the two measures can disagree. We also
summarize the small literature on their comparison in the analysis of neural oscillations.

Although we had developed methods for analyzing both phase and amplitude associations
across brain regions, the use of complex correlation in coherence suggested the possibility of
analyzing neural oscillations by combining amplitude and phase through the complex normal
distribution. Because we often face large numbers of electrodes in each region we considered a
latent variable model. We specify the model in Section [5.6|and apply it to data in Section[5.7] The
data we analyze are local field potentials (LFPs), which are voltage recordings from electrodes
inserted into the brain; they are low-pass filtered (smoothed) and typically down-sampled to 1
KHz, so that each second of data has 1,000 observations. LFPs represent bulk activity near the
electrode (roughly within 150-200 microns), involving large numbers of neurons (Buzsaki et al.
(2012); |[Einevoll et al.|(2013)); Pesaran et al.| (2018)).

Appendices A, B, and C contain, respectively, a note on the Hilbert transform, proofs of the
new theorems, and details of the fitting procedure for the complex latent variable model.

5.2 Torus Graphs

Figure shows simulated, repeated observations from a pair of circular random variables X
and X5. (The simulation displays features of real data, but mildly exaggerated to make our point
more vivid.) Most points lie along the diagonal, as might be expected of correlated data, but some
appear in the upper left corner of the figure. In the figure, X; tends to be slightly ahead of X5, so
as X rotates past 7 and jumps to —7, X, will not yet have gotten to 7. This produces points in
the upper left corner of the plot, which is an indication that rectangular coordinates do not do a
good job of representing such data.

Instead of thinking about circular random variables on the segment [—, ), we can consider
their representation as unit-length complex random variables Y; = %! and Y, = X2, The set of
such pairs is the product of two circles, a 2-dimensioal torus. In this representation the problem
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X1

Figure 5.2: Scatter plot showing rotational (positive) dependence. The magenta-diamond marker
is at (0,0), black and blue markers are positioned along the diagonal band of points which looks
similar to bivariate normal data, except this pattern is not elliptical and the margins are pretty
uniform. Also the points near the red marker, on the upper-left corner, look surprising. They
appear because, in Cartesian (z, y) coordinates, the angles must jump from 7 to — as they wrap
around the circular domain. Figure has been adapted from a figure in Klein et al| (2020).
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Figure 5.3: The torus is the natural domain for a pair of circular random variables. Illustration of
both type of circular covariance in a torus graph bivariate density, with uniform marginal densities,
plotted side-by-side on the 2d-torus and cartesian plane. A. Positive rotational dependence. B.
Negative reflectional dependence. Figure has been adapted from a figure in Klein et al.| (2020).

of weird points due to angular wrapping goes away: Figure [5.3|displays bivariate torus graph
densities plotted side-by-side on the torus and on the Cartesian plane.

Using the notations C' = E(cos(X)) and S = E(sin(X)) the first moment for Y; can be
obtained as

S|

EM] =

ein]



— 9 —2\(1/2) — .
where R; = (C'12 + 512> and py = atan2(Sy, Ch). Similarly, E[Ys] = Rye'?. The usual
complex covariance is given by

Cov(Y3,Y) =

However, we also need the pseudo-covariances defined in the introduction, Section 1. In the con-
text of circular data, the covariance and pseudo-covariance are renamed rotational and reflectional,
the latter because it amounts to reflecting an axis:

COV(Y&, }/é)rotational = COV(Y&, Yé)
COV(YL Yv2)reﬂectional = PCOV(Yi7 Yé)

where

PCov(Y1,Y3) (Y1 — EY1]) (Y2 — E[Y2])]

V1Ya] — EY1] E[Y?]
[ein eiXQ] — Rye™ Ryet?

e

If rotational covariance measures clockwise-clockwise association, then reflectional covariance
measures clockwise-anticlockwise association. When a full exponential family is constructed on
the torus (we give the pdf below), both kinds of association must be considered. As a consequence,
association of two phases is, in general, represented not by a single scalar as in Pearson correlation,
which can represent both positive and negative dependence, but instead by 2 complex numbers
(Park and Parkl, 2018]).

As shown in Figure the two types of circular covariance measure complementary patterns
of linear dependence. The amplitude of the rotational covariance controls the width of the
association-band, and the phase of this complex number specifies the shift of this band along
the diagonal of the Cartesian plane that runs from bottom-left to top-right (Figure [5.3]A). The
same notion applies to the reflectional covariance magnitude, but the band is positioned on the
other diagonal (Figure[5.3B). The presence of both types of covariation is possible and can lead to
concentrated marginals; however, in our experience with phases extracted from LPF neural data,
we have almost always observed exclusively rotational dependence. In addition, the marginals
are close to uniform. Rotational covariance, with uniform marginals, is the type of covariation
measured by PLV, and it also appears in models derived from dynamical systems of coupled
oscillators (Cadieu and Koepsell, 2010).

To define an exponential family on a torus with mean and covariance structure, the first and
second-order sufficient statistics are needed. Using two-dimensional rectangular coordinates
(involving cosines and sines), the first-order sufficient statistics are U; = [cos(z1), sin(x1)]? and

E
E
E
E

i(X1+X2)] _ Rleei(’“"H”).
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Uy = [cos(z9), sin(z)]” and the second-order behavior is summarized by

UU) = {

COS T1 COS X9 COS 1 SIN Ty
Sinxq cosxy Sinxp Sin

We can then write a natural exponential family density in the form

COS Ty COS Ty

T |coszq T | COS 9 7 | cosxysinx,
X; 1) X ex ) ) ) 5.1
p(x;m) Pl [smxl sin xo "z Sin 1 cos T .h

Sin xry sin oo
Extending Equation (5.1)) to d > 2, for an exponential family on a d-dimensional torus, yields

COS $j COS Ty,

d .
COS X ; COS I; SIN T,

. J J
pix;m) occexp | >l + 0 | : (5.2)

- SIIII' S1n Ij COS T

j=1 i<k . .
S ZEj SIN T,

Based on simple trigonometric identities Klein et al.| (2020) reparameterized this family in a more
interpretable form

. cos(z; — xy)

_ CoS T sin(x; — xy)
p(X, 77(¢)) X exp Z ¢T [sm xj:| + Z (bfk COS(l'jj + l,l;;) ) (53)

= Ik sin(x; + )

which uses the same first and second order statistics previously seen in the definitions of complex
covariance. Klein et al. then defined a d- dimensional torus graph to be any member of the family
of distributions specified by Equations (5.2) or (5.3)) (Klein et al., 2020).

Because a torus graph distribution is an exponentlal family, it follows that a pair of random
variables X; and X; will be conditionally independent given all other variables if and only if the
four pairwise interaction terms ¢;; are zero. Thus, torus graphs define probabilistic graphical
models.

Torus graphs can uncover conditional dependence relationships, meaning pairwise dependence
edges that are still present after conditioning on the rest of the random variables in the model.
Conditional dependence is obscured with simple correlation measures such as PLV because for
each edge they only consider two random variables in isolation (see Figure [5.4] which displays
an example of conditional independence graphs from (Klein et al., [2020). The Torus graph
model as seen in Equation is composed of three parameter groups: marginal concentrations,
rotational covariance, and reflectional covariance. Klein et al. showed that the sub-model with
only rotational covariance parameters does a good job of fitting phase angles extracted from neural
LFP data. In addition, they described how several alternative families of distributions can be
seen as special cases of torus graphs. They then applied their torus graph model to characterize a
network graph of interactions among recordings from four brain regions during a memory task.

In unpublished work, a hierarchical model based on torus graphs has been used to describe
large numbers of phase measurements made in each of several brain areas. This hierarchical
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Generative models Torus Graphs PLV Graphs

Figure 5.4: Torus Graphs is able to recover conditional dependence graphs but PLV fails. The
generative model used simulated data using an independent model; see |Klein et al.| (2020) for
details. Figure has been adapted from a figure in Klein et al.| (2020).

structure has the advantage of reducing the number of total parameters, which results in better
statistical inference when the amount of data is small in comparison to its dimensionality.

Because the normalization constant is intractable, some methods, including maximum like-
lihood, are not useful in fitting a torus graph. Klein et al. used the relatively recent approach
of score matching (Dawid and Musio (2014)); Hyviarinen and Dayan| (2005); Yu et al.[|(2016)) to
define a convex cost function that avoids the normalization constant. It is interesting to realize
that, although torus graphs provide interesting examples of exponential families that could have
been defined long ago, they would have been irrelevant to data analysis before the more recent
practical developments.

5.3 Latent Dynamical Model

In Figure [5.1] the band-pass filtered signal has a time-varying amplitude. This is a segment from
a single trial, and it is of interest to examine trial-to-trial covariation of signals from two brain
regions: if the amplitudes tend to get larger or smaller together, then whatever it is that makes one
region’s signals more powerful, also makes the other region’s signals more powerful, providing
evidence that the two regions are part of an oscillating circuit. Furthermore, it is possible that
an amplitude at one time point in one region is correlated with an amplitude at a slightly later
(lagged) time point in the other region. It is important to emphasize the non-stationarity of the
covariation, which can only be estimated accurately when the data come from a large number of
trials.

To assess time-varying interaction based on multiple such signals recorded from each region,
Bong et al.| (2021) proposed a method of analyzing these smoothly-varying amplitude time series.
They developed a time-series generalization of a factor analysis model, using one latent factor
for each region. In their generalization, the two latent factors together formed a non-stationary
bivariate time series. In this model, the covariance matrix for the latent bivariate time series
summarizes the interactions, including all available time-lagged cross-correlations. They first
showed that maximum likelihood in this model (with a suitable identifiability constraint) produced
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the same solution as a well-known version of multiset canonical correlation analysis (CCA). The
method is thus is a time series generalization of probabilistic CCA. Bong et al. then considered
the problem of estimating the latent time series covariance matrix when there were substantial
numbers of electrodes, and thus time series, in each region. In the data they analyzed there were
96 electrodes in each region. Because of the non-stationarity, each combination of time point in
one region and time point in the other region could have its own unique correlation across trials,
which made the covariance matrix have a large number of free parameters. Bong et al. adapted
methods from the literature on high-dimensional inference to obtain a reasonable estimate, and
they studied its properties. They then showed how it produced interpretable and interesting results
when applied to their data.

5.4 The Complex Normal Distribution

A complex random vector X € C? is said to be complex normal if its real and imaginary parts
are jointly multivariate normal (Andersen et al., [1995). With m = E(X), I' = Cov(X), and
C' = PCov(X), we write this as X ~ C'Ny(m,I",C). The distribution of X is said to be proper
if the pseudo-covariance matrix C'is identically zero. Further, X is circularly symmetric, meaning
component-wise circularly symmetric so that its pdf satisfies p(X) = p(e’X) for all o, if and
only if X is proper and has mean zero (Adali et al., [2011)).

We can view the circularly symmetric, proper, and restriction-less complex normal distribu-
tions as full regular exponential families. We provide an abbreviated version of this theorem here;
for full details, please see the appendix.

Theorem 5.4.1. The family of complex normal distributions represented by C' N (1, T, C') forms
a full and regular exponential family. Additionally, the family of proper CN distributions
CN(u,T',0) as well as the family of circularly symmetric CN distributions C'N(0,T",0) both
form full and regular exponential families.

We can write the components of a complex normal random vector in polar coordinates and
form the conditional distribution of the vector of phases given their amplitudes. Under certain
parameter restrictions on a complex normal distribution, this conditional distribution forms a torus
graph. These restrictions avoid including second-moment terms, such as (cos ©;)?, cos ©; sin ©;
and (sin ©;)?, that do not contribute to interactions. In the following theorems, when X is a
complex random vector, we write the phase and amplitude of its ith component as the pair
(0, R;) = (arg X; mod 2, |X;]).

Theorem 5.4.2. Suppose X ~ CNy(m, T, C) with (ReX,JmX) ~ N(p, X). If 8" = 5, 4
forall1 < i < dand Z;Z{rd = 0foralll < i < d, then O|R = r ~ TG(n) where n; =
ril (B )i, (57 )ial and nig = S [0 B 0 N Bl

There exists another distribution in the literature, known as the multivariate Generalized
von-Mises (mGvM) distribution, which is a more general version of the TG distribution that
includes all second moment terms (Navarro et al., 2017)). Navarro and colleagues showed that
given a 2D-dimensional normal distribution analogous to the complex normal, ©O|R = 1 is a
mGvM distribution without requiring any restrictions on the parameters of the original normal

distribution. In the appendix, we generalize this result for any conditional distribution ©|R = r
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and then leverage this result to prove theorem (see appendix section [E.2.2]).

We can also study the conditional distributions under the parameter restrictions C' = 0 and
m = 0. Doing so allows us to get the following sequence of results under propriety and circular
symmetry.

Theorem 5.4.3. If X ~ C'Ny(m,T',0), so that the complex normal distribution of X is proper,
then ©|R =1 ~ TG(n(¢)), as in Equation (3), where (¢;;)> = (¢i;)* = 0, with (¢;;)* denoting
the kth component of ¢;;.

Corollary 5.4.4. If X ~ CNy(m,T',0), so that the complex normal distribution of X is circularly
symmmetric, then ©|R = r ~ T(n(¢)) with the same restrictions as in theorem [5.4.3|and with
the additional restriction that ¢; = 0 for all i.

These theorems say that when the complex normal distribution is proper, the resulting torus
graph family has only rotational dependence. The absence of reflectional dependence is intuitive
from the definition in Section[5.2] of reflectional covariance as pseudo-covariance. Under circular
symmetry, because ¢; = 0, each component O;| R = r is marginally uniform. We repeat that the
combination of uniformity and only rotational dependence is a particularly important special case,
partly because this is the case in which PLV becomes a circular analogue to Pearson correlation.
From a theoretical perspective, according to an argument given by Picinbono| (1994), stationary
bandpass-filtered signals with sufficiently narrow bands are proper; this is a direct consequence of
the discussion of narrow-band signals given by Picinbono| (1994). In the context of the particular
neural data application reported here, we provide empirical evidence for circularity in section

ALl

5.5 Coherence and PLV

5.5.1 Coherence and Complex Correlation

Suppose we have two stationary signals X (¢), X5(¢) with auto-covariance functions > (t) =
Cov(Xy(to + t), Xk(to)), for k = 1,2, and a cross-covariance function ¥15(t) = Cov(X; (to +
t), Xo(t)) (these definitions do not depend on ¢, due to stationarity). The spectrum and cross-
spectrum of the signals are

1
fkk(w(]> — / Ekk(t)efz%rwotdt
0

1
flg(wO) :/ le(t)e_ﬁm’mtdt
0

and the coherency is

T12 (w) = le(w) .
vV f11(w)f22(w)

The coherency is complex-valued. The coherence is the magnitude of the coherency. The
Cramér-Khinchin decomposition (see Ch. 3 of Brémaud (2014)) is

() = [, ewtzmana ()
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where (Z;(wg), Za(wp)) " is a bivariate orthogonal increment random process. In this case, the
coherency between X; and X, at frequency wy is often considered, intuitively, as the complex-
valued correlation coefficient between the infinitesimal increments of Z; and Z, at wy,

T12(wo) = Corr[dZ (wy), dZs(wo)].

A quick way to see that this characterization makes sense is to consider two time series oscillating
at a single frequency wy,

X1 (t) = Al exp(i(@1 —+ 27TWOt)) and Xg(t) = AQ exp(i(@g —+ 27TWOt)) (54)

where A, and ©j are random variables, which we think of as representing the trial-specific
amplitude and phase of X, respectively, for £ = 1,2. Then, the auto-covariance and cross-
covariance kernels are Yy (t) = Var[A;e®©F]e??™0t and Y15(t) = Cov[A;e701 Ayei®2]ei2mwot,
The spectrum and cross-spectrum at frequency w are

1
frn(wo) = / Var[Ae'©k]e2mote im0l g — Var[Ae'®*] for k = 1,2, (5.5)
0
and
1
fr2(wo) = / Cov[A;e™01, Aye®2]ei2mnte=i2mwnt g — Cov[A;e™", Ape'©?], (5.6)
0

respectively. In this case, the coherency is the complex-valued correlation between X (¢) and
X, (t) for every t,

_ f12(w0)
\/f11(w0)f22(w0)

As a generalization of the single-frequency case, it is possible to define “band coherency” over
a narrow band of frequencies. If a pair of signals are band-pass filtered, then the band-coherency
of the filtered signals is equal to the complex correlation of the filtered signals (Ombao and
Van Bellegem, 2008]).

T12(wo) = Corr[A;1€/©1, Aye™©?] = Corr[X (1), Xo(t)]. (5.7)

5.5.2 PLYV as an Analogue of Pearson Correlation

For a sample of pairs of phase measurements (6, 0o, ), withn = 1,..., N, phase-locking value
is defined as

1 N
I i(eln_GQn)
PLV = ‘—N ng_le :

In Section we noted that the rotational covariance of two random complex unit vectors
Y: = e and Y, = €2 is

COV(YL Y2)r0tational =F [Gi(xl_xz)} — Rleei(Nl_MZ).
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When X; and X5 are uniformly distributed, the means of Y; and Y5 are equal to zero. Thus, in
this special case, R; = Rs = 0 and we have

COV(YVh Yé)rotational =k [6i(X1_X2)} .

As a result, when the phases are written as random complex unit vectors, if there is no relectional
covariance and the random phases are individually uniformly distributed, PLV becomes a sample-
based (moment) estimator of their correlation. Klein er al. (2020) reached the same conclusion
starting from a general notion of circular correlation (in their supplementary section S7).

5.5.3 Comparing Measures of Covariation

Since PLV was first introduced, people have debated whether to use PLV, coherence, or amplitude
correlation to measure connectivity between oscillatory neural signals (e.g. Lachaux et al. (1999);
Lepage and Vijayan (2017); Srinath and Ray| (2014)); Lowet et al.|(2016)). Our intention here
is to briefly review some of these arguments, and then show a few toy examples illustrating the
diverse ways in which various types of dependence are captured or not captured by amplitude
covariance, PLV, and complex covariance. As discussed in the previous section, for stationary
band-pass oscillatory signals, complex correlation is nearly equivalent to coherence.

Clearly, coherence depends on both the phase and amplitude of oscillatory signals. Dependence
on amplitude, however, has invited criticism of coherence as a pure representation of the degree
of synchrony among phases of oscillatory signals. Phase-locking value was introduced in part
to overcome the perceived limitations of this dependence (Lachaux et al., [1999). Later work
showed that particularly in non-stationary settings, estimators of coherence are not well-behaved
and can fail to accurately represent snchrony (Lowet et al., 2016)). Other authors have criticized
coherence on the grounds that it can be biased by amplitude correlation (Srinath and Ray, [2014).
However, some investigators have responded to these criticisms by pointing out that coherence
may up-weight trials with larger amplitude oscillations, where information about phase is likely
to be stronger (Lepage and Vijayan,|[2017).

It is helpful to reconsider the single-frequency signals X (t) = Agexp(i(O + 2mwot))
discussed in Section[5.5.1] Writing the purely angular factor in the rotational phase correlation
(which is the factor estimated by PLV) as

PLV 12(w) = [E[e"®~92)]|,

in the case that (A;, Ay) L (©1,0,), Equations (5.3)), (5.6) give:

| fr2(w)| = E[A; Ao] |[E[e"© 9] | = (Cov[Ay, Ao] + E[A1] E[A2])PLV 2 (w).
Letting ICV(A4;) = % be the inverse coefficient of variation of A; for £k = 1,2, the
ar[Ap
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coherence, which is the absolute value of the complex correlation, at frequency w is

Cov[A;, As] + E[A;] E[As]
v/ (Var[A;] + E[A4;]?)(Var[A43] + E[A.]?)
_ COI"T[Al, AQ] + ICV(A1)ICV(A2) (w)
VOTICV(AN)(I+ICV(Ay)2)

T12(w) = |Corr[ X4 (t), Xa(t)]| = PLVis(w)

Thus, in this independence case, if the amplitude is highly concentrated so that the ICV is large,
coherence and PLV will be roughly equal, but if ICV is small or moderate they will differ.

We can observe instances in which the PLV provides stronger evidence for an association than
complex correlation. For instance, assume that ©1 ~ Uni f(0,27), O = O1 + € (where € is a von
Mises random variable which is concentrated around zero) and then let R; = Ry = |©; — Os]. In
this case, PLV is large, but complex covariance will be relatively small due to the specific form of
Ry, Rs.

Finally, there are numerous cases in which complex covariance (and thus coherence in the
stationary band-pass filtered case) may reveal information about associations not apparent by
examining either PLV of amplitude correlation. We show some of these in Table [E.T|in Appendix
D. Overall, coherence and PLV can assess phase interaction differently, and in many applications
the situations discussed here may usefully inform the choice of one rather than the other.

5.6 A Latent Variable Model for the Proper Complex Normal
Distribution

We assume the data take the form of oscillating LFP recordings multiple electrodes embedded in
each of several brain regions. The goal is to assess the strength of the associations in the signals
across regions. We assume these signals have been band-pass filtered and thus, for each electrode
at each moment in time, we have a complex value containing amplitude and phase data. We select
a single time point at which we analyze the strength of cross-area interactions.

We develop a latent variable model to estimate a latent covariance matrix which assesses the
strength of cross-region interactions between brain areas. The latent variable model is based on a
series of proper complex normal distributions.

5.6.1 Model

We assume that there are R brain regions, and each brain region contains D, electrodes (1 < r <
R). We observe vectors of length D,., denoted X (). which represent the signals recorded from
each electrode in each brain region. Here n represents the nth trial and so 1 < n < N, where N
is the total number of trials in the experiment.

We assume that each brain region is represented by a single latent factor 7" which is a com-
plex random variable. Collectively for each trial a latent random vector Z™ = [Z f"), Zé”), ey ZI(%")]
is generated. Each latent factor is associated with a random vector of length D, which consists of
the observed variables; we call this vector X ™", For the parameters I' € C**% gr e CPrx1,
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and 1" € CP~*Pr we then assume the following generative model:

BT ﬁn (),r
Z(" ~ CN(0,T,0)
e~ CN(0,7",0)

where the random vectors €™ are noise terms specific to each latent factor. We require that
()8 = 1 to ensure identifiability of the cross-region late covariances. The strength of the
cross-region associations is governed by the latent covariance matrix I'.

Using basic properties of the complex normal distribution, we can write an explicit for-
mula for the marginal distribution of the vector X ™ = [X ™1 x®):2 "X (®).E] which is the
concatenation of the observed signals for all electrodes in all regions. In particular, we have:

B fqru +n! B 2HF12 6153{{1—‘13
a1 BoBHT 95 + 1? Bo ST
x® ~con | o, B2 T 205" 122 2P3" 123 0
B3P T3 B3B3 T30 B3 Ta3 + 1

Fitting the marginal likelihood directly is difficult due to the constraints on the structure of the
covariance matrix. Therefore, instead, we can fit the model via expectation maximization (see
appendix section[E.3). If desired, we expect it would be possible to use the bootstrap to identify
significant entries in the latent covariance matrix.

5.6.2 Synthetic Data Example

We evaluate the latent variable model on some synthetic data. Let Z,, ~ CN(0,I",0). We then
generate the data as X\ = 1p Z" 4+~ where

9%6")/” T
{jm%} ~ N(0,I,p + UUT)

and U is a 2D-dimensional random vector such that U; ~ Unif(—1.0, 1.0).

The true latent covariance matrix, the empirical covariance matrix of the observed data, and
the estimated latent covariance matrix are shown in Figure [5.5] Since  allows for interactions
between regions in a manner that is not dependent on Z, this example is not consistent with the
generative setting for the latent variable model. Nevertheless, the model appears to recover the
latent covariance structure.

5.7 Data Analysis

We apply the techniques we’ve discussed so far to a dataset of local field potential (LFP) data. We
use a publicly available dataset of LFP data from the Allen Institute (the dataset was described in
Siegle et al.[(2021)). In the experiment, six electrode probes were simultaneously inserted into
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Figure 5.5: Covariance matrices for synthetic example described in the test. Real and complex
parts of the entries in the true I' matrix used to generate the latent factors are shown in the top
row. Diagonal entries are omitted. In the middle row are the empirical covariance matrices of the
observed data. Finally, in the bottom row are the real and complex parts of the estimated latent
covariance matrix.

the mouse brain, with each probe targeting some area of visual cortex but also recording from
other regions. During the experiments, the mice were presented with a variety of visual stimuli;
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Figure 5.6: Elements of the covariance and pseudo-covariance matrices for LFP data. The
covariance matrices (denoted by I') were computed, along with the pseudo-covariance matrices
(denoted by (). These are plotted above, and appear to show generally larger entries for I' than

for C.

here, we focus on presentations of drifting grating stimuli, which appear as bars moving across a
screen in the mouse’s field of view. In the interest of utilizing as much data as possible, we ignore
differences in the direction and size of the stimuli presented. This gives us 630 trials of data.

The experimenters marked every electrode with the anatomical brain area in which it resided
during the experiment. We observed an oscillation at 6.5Hz in a variety of these areas. Therefore,
we band-pass filtered the LFP signal and then used the Hilbert transform to recover the analytic
signal. We selected a single time point well after the stimulus disappears from the screen. We
then have a single complex value for each electrode, which is the basis for our analysis.

5.7.1 Analysis of Propriety

We first analyze the dataset to show that our assumption of propriety is reasonable. Recall that
the complex normal distribution utilizes covariance (I') and pseudo-covariance (C') matrices,
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Figure 5.7: An example of the application of the latent variable model to LFP data from the
Allen Institute is shown here. The entries in the covariance matrices are arranged consecutively
according to their vertical position in the inserted probe. The sample covariance matrices for the
real part of the data and the covariance between the real and imaginary parts of the data are shown
on the left. Then, the latent variable model was fit to the data, and the estimated latent covariance
matrix is denoted by I' (diagonal entries are omitted). Electrodes are labeled by the anatomical
region in which they resided during the experiment.

the second of which is zero for a proper distribution. In Figure 5.6 we plot the covariance and
pseudo-covariance matrices of our data. We observe that entries from the pseudo-covariance
matrices are generally much smaller than those of the covariance matrices, which is consistent
with propriety being a reasonable assumption.

5.7.2 Application of the Latent Variable Model

We then applied the latent variable model to this dataset. For all analyses, we used one latent
variable per brain area we analyze. Each brain area has multiple electrodes embedded that record
the LFP signals; these signals are the observed variables in our model. In Figures and 5.8 we
display the empirical covariance matrices of the observed data and the latent covariance matrices
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Figure 5.8: This figure was obtained using the same setup as in ﬁgure except that electrodes
were obtained from multiple probes and therefore are only ordered by vertical position within
each region.

estimated by our model.

In Figure[5.7} we show data from only a single probe. The elements of the covariance matrices
are arranged by their vertical position in the inserted probe. In the real part of the estimated latent
covariance matrix, we can observe a relatively strong division of the regions into two groups,
based on positive covariances within groups and negative covariances across groups. One group
is composed of the subiculum and the primary visual cortex, and a second group is composed of
the dentate gyrus in the hippocampus and thalamus, among other regions. The imaginary part of
the covariance matrix doesn’t appear to show any sharp distinctions between areas.

In Figure [5.8] we show something similar, except that we include electrodes from multiple
probes across multiple visual regions, as well as the two hippocampal regions; namely, the dentate
gyrus and CA1 region. Once again, in the real part of the latent covariance matrix, we observe the
strongest pattern: namely, the four visual areas appear to be positively correlated with each other
and negatively correlated with the hippocampal regions, which are themselves highly correlated.
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Appendix A

Thesis flow chart with model details.
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Probabilistic CCA (Bach and Jordan, 2005)
iid.

Xk = k+6kZ+ek, € MVN(O CI)/C) k= 1,2
where Z ~ N(0, 1)

Probabilistic CCA (Sectlon@[)

1,2

Complex-variate latent factor model (Chapter [5))

= ﬁka + €k, €k 5 CN(O, Nk, O),
R

Zn 1 o
where <Z2> ~ MVN (O, <U 1))

k=1,2,...
CN(0,T,0),

where (Zl,Zg,...,ZR) ~
€ € Cdk, and Z;, € C.

LaDynS (Chapter@
X0 = p 4 g0 70 L OO pvN(0, 1)
k ko k: . Tk T Matrix-variate graphical Model (Chapter 2)
=12, t=1,..., (k) indep (S0 (T0)
where (Z, 22 ..., ZD) ~ MVN(0, %), X MR, 215 & 2
diag(X) = 1, and = X! is sparse.
GPFA (Yu et al., 2009) .
| | XO =05 5 O 0, % MVNO,9),
Local stationary state-space model (Section [3.2.4) —1,....T
=3P a, 200 D, €D N0, 02) where (21, ..., ZT) ~ MVN(0,33;),
E;t,s) = 0} exp(— (t;}p) + 0% 1{=s}, and @ is diagonal.
LDFA-H (Chapter )
X = p) + 329 BOZ0 4+ €0, (6.5 6l7) W MVN(0, D5 ® Bp1),
k=12 t=1,...T
1 2 T)\ inde . 1 .
where (Zf }, Zi }, e Z;f)) ~ MVN(0, %), diag(Xf) = 1, and fo: ?fl 1ls sparse
orf=1,...,q

Figure A.1: Flow chart of research projects

in this dissertation. White boxes code for existing

methods by other researchers, orange boxes for completed projects in this thesis. Arrows indicate

conceptual and methodological dependence.
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Appendix B

Appendix for Chapter 2

B.1 Additional Figures
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Figure B.1: ROC curve under 3 graph types with n = 5, ¢ = 30 and d = 5 at tuning parameters
A€ (1,0.01,1e — 4, 1e — 6). Our method is consistently better regardless of tuning parameters.
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B.2 Proofs

B.2.1 Preliminary Lemmas

Here we introduce several lemmas that will help us prove propositions and theorems later. To

apply the classical techniques and results in penalized regression analyses, we need to address the
(S8.0)>

dependency among X, s. To do so, we use the fact that, for k =1, ..., ny,
p T p
ZXt(k,z)Xt(k,z) _ Z )\ET,l)Wt(kJ)Wt(k,l)T (B.1)
= t=1

where WP % N (0,2(D) forall t = 1,.. ., p. We further let £t(f’l) = Wt(ik’l) — Wt(f’l)ﬁgf’l) SO
that

p
S,kl (T,1) (kD) kDT
> ZA g Wt
o ) (B.2)
ZESkl Skl Z)\Tl)gtkl (k)T 7
t=1 t=1

and Q(k’l) ~ N0, V) acrosst =1,...,pandk=1,...,n

The subsequent lemmas follow the application to the above equations of sub-exponential
concentration inequalities, which could be found in mathematical statistics literature such as
Vershynin| (2018)). The proofs for the lemmas are given in Appendices to

Lemma B.2.1.

1 1
max = A o ’ > C (K1, K3 06\ITTD) < (gmngp)~~. )
P XEDT x (S _ »(Sh) C g(gmnop) 1/2 (B.3)
=1,..., m nlp ~ nop
Lemma B.2.2.
07 1/2
P max_ Z l )X.(‘;’l) > Ckn, Ks) m + log(gmmnop)
< (gmnop) 2.
and
m 97 1/2
P | max 1 Z Vup EFS’Z)TX(S’Z)&(S’Z) > Ok, k) m + log(gmmnop)
Sheanop |5\ X ’ - nop
< (qmnop) /2.
(B.5)
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Lemma B.2.3.

1
6(3 nT X(:s 1)

np

> C(ky) M] < (gmngp)?. (B6)

P | max max
l np

=1,...md,j5:57#1

(S DT x(S.D) B

)| > C(rs) W] < (gmnop)™2. (B.7)

Lemma B.2.4
1
P| max ||—eSOTSD _ gD > O(xy) M] < (gmnop)V2.  (B.8)
I=1,...m|| nyp 00 Top

B.2.2 Proof of Theorem 2.3.1]

Based on the optimality of the group Lasso estimate in Eq. (2.31)), we immediately have

1« S (S S Si
oy 2 (107 = XEDREO — X3 - X 06 0015)
= . (B.9)
SH| |5
<X Z(éﬁ ~[271,)
Ji#i
forevery : = 1, ..., q. We notice that the left-hand side satisfies
Sl (S, Sl Sl
o 3 (X7 = XD — X0 - X050 )
1111 . (B.10)
= g 2 (IXODAL - 209025 TEEY).
=1
For the first term,
X (S,0) A(S D2
e ZH I3
Z X EDT x (8D A(S 1)
2n0p
(SHT v (S, (B.11)
_ Z 2mp [AFf,Z)TE(g,Z)AFf,z) +A_(f’l)T {X ATXED 2(571)} Agf,l)]
— 2nop ’ ’ ’ 2np ’
m m ST 3 (S,
> 1 Z\]A(‘S’Z)Hg _ M ZA(‘S’”T {—X( XD — E(S’l)} AGD
TRy Ky = 2np o
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where the last inequality resorts to Assumptions [I|and [3} To provide a further lower-bound, we
use the fact based on Lemma [B.2.T] that

—ZIIA(S‘ 12> C(rs) S I1AS)12 (B.12)
JijFi
and
m ST v (S,
AT {M _ E«s,n} A
=1 " 2nyp o
)(G9D }(020
5J2 (S l) (S»l)
< ;% A‘jlz { 2nlp o 231]2 AJQZ
X(Svl)TX(Szl)
< ZHA ) max _ 12nlp 2 E]1j2 ’Ah’i ‘2 (B.13)
J1,J2
)(@%DT)(GQD 2
HJ1 J2 (‘Svl) (Sv)
oy (2L

=71
mp J

< C(r) log(gmnop) (Z AS ‘2>
Jij#i

uniformly over ¢ = 1, ..., ¢ with probability at least 1 — (qmnop)_l/ 2. For the second term,

1 m
— Z(X(S Z)A(Sl T (81 < Z ZA;S,D
op =1 YR E) =1
< v/ 1up GFS,Z)TX.(S,Z) é@ )
X500 nok
]j;éz ‘7.7‘ 2 =1,..., m||g
(B.14)
A/
< max —me.(‘s’l)TX.(‘s’“ Z H— ‘
|| | xS, J 7
3 112 I=1,..;m||q J:i7Fi

< [ )

nop

JijFi

uniformly over i = 1, ..., q with probability at least 1 — (gmmngp)~'/? where the last inequality is
due Lemma[B.2.2] For the right-hand side of Eq. (B.9),

v (-5
(B.15)
2 - 3 al)
565740
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On the one hand, because 5.— Z;ZIHX(S’Z)AS’DH% > 0 a.s., Egs. (B.10), (B.14) and (B.15)) earn

)

S)\i< Z Héﬁ)

-3

nop

Y ce== g

B 385 #0 3857 =0
(B.16)
uniformly over ¢ = 1,.. ., g with probability at least 1 — C' (qmnop)*l/ 2, Due to Assumption
%‘Top) — 0 as ng — 0o, and therefore
“l,se 3 e
sl <c S a,

j:BJ(.f’l)z(]

uniformly over i = 1, ..., q with probability at least 1 — C(gmmnqp)~"/? for sufficiently large n.

On the other hand, Egs. (B.10) to earn

(3 ol 5 )

38D #0

. log gmnop)
chHAﬁf)@— oD (a0 ) mas
JijFi JijF#i

m + log(gmn :
— C(k1, ks3) \/ lgmnop) ZHégf)

"op jiji

—-1/2

uniformly over ¢ = 1, ..., d with probability at least 1 — 2(¢gmnop)~"/*. Because

) ( > Héﬁs") 2)QSCd 3 Héﬁ“) 2

7855V #0 i85V #0

(B.19)

(ZHA&?

with probability at least 1 — C(gmngp)~"/? for sufficiently large ny due to Eq. (B.17), and

dy/2eelammor) o 45 ng — 0o due to Assumption ) then Eq. (B.18) turns into
(57')
> s
(

NopP
S0 2>
jiﬂji "0 ]Bﬂ =0

Ai( > Jas
(S.0)
(5.) m + log(gmmnop)

JigF# fop Jig#

(B.20)
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uniformly over i = 1,.. ., d with probability at least 1 — 2(gmmnqp)~'/2 for a sufficiently large n.
As a result, with a sufficiently large ny and the same probability,

JJ#Z

< H—JZ o Z H—ﬂ
32855 =0

< Clmnor W“‘)g(qmnw > s,

nop

m + log(gmnop) (S,
2) + C(k1, k3) \/ oD ZHéﬂ

Ji#i

Jij#i

1
S C(Hl,ﬁg) \/dm+ Og(qmnop)

Top
(B.21)
uniformly over+ = 1,...,d, and
(8| m + log(gmnop)
max Z HA]Z < C(k1,k3) d op . (B.22)
Jiti

In addition, due to Eq. (B.17), under the same event,

maXZHAs)H <Cmax Z HA

J:B4i#0

(B.23)
<C\/_max ZHA SC(ml,@)d\/erlog(anop)'
s nop

Last, it follows Egs. (B.9) and (B.10) that

1 & 2
max Z HX(S’I)A.(‘?J))
J 2”0]7 ’

2
< max |\ Z ( - ‘ B(s") ) + b i(X(S,l)A(S,l))TE(S,l)
- 7 —jt 2 nop BX) i)
- = (B.24)
(S, m + log(gmnop)
< e[ 30 u;cww ) $age],
T
1
< Clin 1) d m + log(gmngp)
Nop

under the same event.
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B.2.3 Proof of Proposition 2.3.2]
Fori,j € {1,...,q}, let

~S.1 1 STAS, ST (S, Sl S, Sl S S,
B0 = [ESNTES — TS L (e BASY + 15 I3AY ) 16 # 5

1] nlp ,'L ,j ',Z ,j
(B.25)
and
~ 1
P = ST g0 (B.26)
mp ’
Then, for: = 7,
~ 1 ~ ~
7Y — @ = VTR — a2 = 670+ 07, (B.27)
and, for i # j, because ﬁi(f’l) Sl)/CD(S b
S _ FSH _ (S0 (51) (S)) (31) (8.0)
CI)ij (I)m (q)u ﬂzg + q) Bji >
1 A(Sl)TA(Sl A(Sl) sz) 4sz (sz
+— ( - + )
[ €S OIZBEY + 1ES 187 .
Sl Sl (8.1
= PN £ GBI 1 G gD
JED L S gSh L (S 5S
+ ¢ o By 05 By
These error terms drive ﬂlf 4 pgf D for i,j 11 F# jby
S, Sl
on ey B e
Pij Pij \/q)SIq)(Sl \/(I)(sz S
S (S
_CI)” - (I)ij (S0
= 5
<1>(3”c1>§f” \/<1> \/CD
(S (sz) (S0 (S.0) (B.29)
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(SRS
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0 pEVHED  [FEDHED
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because ﬁi(f’l) = / <I> . Hence, the remainder term turns out to be

S <<p<51> HEN 4 @D (81)
O(‘S’Z) _ @(3,1) 1 o 1 _ 1) (42 ¢ ¢
7 17 ~ ~
(S:) g (S:h) (S HS:h (S:1) g (S:D) (S.) (S
\/q>u (I)jj \/(I)u (I)jj 2(1)22 (I)jj q)u (I)jj

+<¢Sl) ngSl)BSl +¢]Slﬁ(8l>

\/q)szq)(sz \/(I)(szq)(sn

nex nt Sl Sl Sl

@557”@5-‘?’”
(B.31)
For &S\f’l)’s
(8,1 - Sl S,l
max ) |65 Smngmé,i R
=1
2
S (8D (B.32)
@MZWH Ol
1
<Oy 13) d m + log(gmnop)
nop

with probability at least 1 — C(gmmngp)~*/? for a sufﬁcienty large ny, where the probability
inequality at the last line is the result of Theorem For gb(s A

lOg(qmnﬂp) (B.33)
Nop

maxmax|gz§ Sl)| < C(ky, K3)

with probability at least 1 — (gmnop) /2 as a result of Lemma Assumption [4 implies that
max; CID(S < (K1, k3), so both ¢! and ¢(SV) are bounded. As a result, it is easily seen that,
with the same probability,

S, (S, S, )
3”@@%%%
e (S,)2 P (Sl)
YO < Cn, 13) max S ZW ] ZW k ZW k (B.34)
=1
Z|¢(Sl)¢(8l)| Z’%" o)
l
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For example, the Taylor’s theorem gives

S (HSD (S (8,0 7(S8,0)
(I) (q)zz ¢jj +(I)jj ¢zz )

P -
BENPED  [FEDFED 23SV [ 5(SD
2 JJ 22 JJ 2 JJ 2 JJ
(S0 (R(SHFR(S) (S,1) +(S,1) (S,H)7(S) (S,) (S,
q)ij (q)ii (I)jj - CI)M (I)jj - (I)ii ijj - (I)jj Cbu )

(S,) % (S, (S,) £(S,0)
20; (I)jj D, q)jj (B.35)

(S.) g (S.D)

+ o0 / ey (@RS — v

-~ ~ 5/2 27
BE0gE  4tS

FEVFEN _ NG _ pENFEN _ gEHFEH

i Jj
<C(k1, k3, Ka) Max (@(57”@(57” - @<$’Z)§>(.‘S’l))2 :
17 77 (4 17
which is easily fit into Eq. (B.34)).
For the second order terms of ¢(5*) in Eq. , we recognize that they are sub-Weibull ran-
dom variables and use the corresponding concentration inequality (Kuchibhotla and Chakrabortty,
2018) formulated in the following lemma. See Appendix for the derivation.

Lemma B.2.5.

} < (gmngp) Y2 (B.36)
m+ log (gmnop)

nop

max max
1,] l

2 C(’%b ’%3)

For the linear terms of (E(S ), we use the following upperbound. See Appendix for the
proof.
Lemma B.2.6.

s

The desired result is a straightforward result of the two above lemmas.

m + log(gmmngp)

nop

< C(gqmngp)~ /2. (B.37)

gb(s l)‘ > C(Kll, Iig) d

B.2.4 Proof of Proposition 2.3.4]

Let O = f Zl 1 J/up 6(5 D ,and Op f Yoy /rup O(S , Where O} (S and O(S ) are the
collections of @ij and Oij for (i, j) € E, respectively. For any > 0 and § > 0,

P[| Ty — Tolloo > @) < P[[Olloc > @ — 6] + P[| O]l > 4]
< P[|Z]lec > 2 = 6] + KSx(Op, Z) + P[|Opl|e > 4] (B.38)
= Pll|Zllec > 2] + Plz = [|Z]lc > = = 6] + K5(Op, Z) + P[[| Ol > 4],
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where KS(Op, Z) := sup,-(|P[||Ok||« > ] — P[||Z]|s > ]| is the Kolmogorov-Smirnov
distance between ||Og||o and || Z|| . Similarly,

P[|T5 — Tl > 2] =P[Ol > @ + 8] — P[| Oplloo > ]
> P[[|Z]lc > 2+ 0] = KSx(Op, Z) = P[[|Op]l > ] (B.39)
=P[[|Z]lsc > 2] = Plz +0 > || Z]loo > 2] — KSx(Op, Z) — P[| Opl| > 4].

Therefore we conclude that

sup|P(||Tw — Tellso > 2] — P[[|Z]|e > 2]
v>0 (B.40)
< KSw(Op, Z) +sup Pz + 0 > || Z]loc > @ — 0] + P[[|Oplls > d].

x>0

We use the anti-concentration inequality of the supremum norm of Gaussian random vectors with
mean zero (Corollary 1,/Chernozhukov et al., 2015) and the fact that

(T
Sti)i) = Z | 1—p0 %2 > O(ks) (B.41)

to control the second term:
supPlz + 0 > || Z]|ec = x — 6] < C(k3)5+/1og|E|, (B.42)
x>0

for a sufficiently small §. Setting 6 = C'(k1, Kk )d% which converges to 0 as n — oo
due to Assumption 4], Proposition [2.3.2] provides an upperbound over the size of the last term.
Now it suffices to derive a probabilistic upperbound for K'S. (A, Z). We recall that each

element of O is

1 & S.0)
Oy == VupOy;
=

m (S, S, (S, S)1) (S,
LS 05" oo oo
e l _
Vi3 il
~ (B.43)
where ¢§f’l) = n%p Sl > gf kDT g’k’l) — @gf’l). We notice that egf“)egkl) are not
independent across t = 1 , p due to the temporal association, while the state-of-the-art theory

of high-dimensional CLT elaborates only over independent random vectors yet. We use Eq.
to convert ¢ into a summation of independent random variables:

~ 1 ny p
550 = LS YA g = LSS AT (00— alSh) | Bt

p = (L ——

where £ % N(0, (1), and the last equation holds based on tr(S(7))) = 1. Then, we rewrite
IR kL)
0y = —— Z Zeﬁw , (B.45)
=1
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where N = > " ny, and

(k.1 (S, S)0) (k12 S\l S)0) /o (k,01)2 S\l
s oo [ () ol ) o)
tl]
(B.46)

For ﬁxed 2' and 7, because ﬁff " and fgﬁ " are Gaussian random variables independent across /,

k, and t, Gt i ’s are independent sub-exponential random variable across [, k, and ¢. It satisfies
Condition (E.1) of Corollary 2.1 in Chernozhukov et al. (2012). To obtain a non-asymptotic
bound for sup,(|P[|| 1|« > =] — P[|| Z]|~ > ||, we apply Theorem 2.2 in Chernozhukov et al.
(2012) to obtain

log™®(gmnop) log*(gmnop)
KS(Op,Z) < C(k) max{ (mnop) 7 (mnap) 2 ( (B.47)

Alongside the results in Proposition and Eq. (B.42), it obtains the desired result.

B.2.5 Proof of Theorem 2.3.5

We denote the conditional Kolmogorov-Smirnov distance between ||Z || and || Z|o given ob-
served data D by KS..(Z, Z|D).

KS(Z,Z|D) := sugmm?uoo > 2|D] — P||| Z||w > z]|. (B.48)
x>

The error of the probability estimate is upperbounded by

sup|P[[|Tele > ] = P[|| 2]l > 2(D]]

x>0

< sup[P(|| T loe > 2] = Pl Z]loc > a]| + K S (Z, Z|D).

>0

(B.49)

Proposition provides an upperbound for the first term. Therefore, it suffices to derive an
upperbound for K'So.(Z, Z|D). According to Lemma 3.1 in Chernozhukov et al.| (2012),

KS(Z,Z|D) < C||Spr — Seel|/*{1 Vlog(|E|/||Ser — Skell) 2. (B.50)

Therefore, it suffices to upperbound the size of ||Skr — Sp|~. In Eq. |i S(irj1),(in,ja) 18
given by

S(ilzjl):(izah)

m (S (8D S s, L sy snf o sn2 (8,02 (8,02 (8,02
= iz HE(TJ)H%“ '02112 p]1]2 +pZ1J2 pzzh + 2p11j1 Pizja <p1112 +p]1]2 +p%1]2 +pi2j1 >

(S1) (S (SB) _ (S (S (S _ (S (S (S _ (S (S) (S])
’01112 pl2.72 p’LQJl p’LlZQ pzl]l p11]2 ’0]1]2 pl2.72 p’LIJQ p]1]2 pZQ]l 11J1

(B.51)
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Corollary 2 gives a bound on the error in || ST |2

T2, — (T H]2 ]
e 2T IETOUE o, og(amnop)

I=1,....m p (qno)km

(B.52)

with probability at least 1 — (gmmngp)~'/2. On the other hand, Proposition implies that the
error in Z)f.f’l) is mainly driven by @5}571), where the size of @Ef’l) is bounded by the Berry-Esseen
bound for sub-exponential random variables (for example, see |Kuchibhotla and Chakrabortty,

2018)):

1
maXZ|@(Sl | < Ok, mg)\/m + log(gmnop) (B.53)

mnop

with probability at least 1 — (gmnop)~'/2. (Notice that, because of Assumption @ the above

probabilistic bound is larger than d%ﬂmop)

(T
max; ; » o, |O(S )| in Proposition 2.3.2}) Because Assumption [3|implies that both w and

min; ; pgj ) are bounded away from both 0 and oo by some constants dependent to k3,

, which is given as a probabilistic bound for

N ST (|2 ST
|1SEE — SEE||l0o < C(/‘il,/ﬁg)maX{Z_I{l?Xm ” I 5 |l ma Z]@

! 1
< C(k1, K3, K5) max { og(gmnop) 7 \/m + log(gmnop) }

(nog)' 2o mngp

(B.54)

with probability at least 1 — C(gmmnqp)~"/? for a sufficiently large n,. Plugging the result into
Eq. (B.50), we obtain the conclusion of the theorem.

B.2.6 Proof of Theorem 2.3.6
Based on the definition of Cx(1 — «) in Eq. (2.18),

0€Cp(l—a) <= ||Tellw < Gjzy1 o (B.55)
Under the null hypothesis, 7z = 0, and

PO € Cu(l — )] = P[[[Tellse <qz),.1-0
< PlllZllc < Gz 1-alP) + sUPIPY|Tilloo < 2] = Pl Z]loc < 2[D]|

=1 —a+sup|P[|Tsle < 2] = P[| 2]l < 2[D]]

>0
(B.56)
almost surely. Then, due to Theorem [2.3.5]
Pl0 € Cp(l —a)] <1—a+M (B.57)
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with probability at least 1 — C(gmmnqop) /2, where M is the probabilistic upper bound for

sup,~o|P[|Telse < 2] — P[||Z]|se < #|D]| in Theorem [2.3.5| Similarly,
POoecCe(l-a)]>21—a—-M (B.58)

with the same probability. Because the assumed sample complexity implies that M — 0,
P[0 ¢ Cr(1 — a)] 2 a, which verifies the validity of the testing procedure.

For the second claim, we use existing results in the extreme value theory of Gaussian random
vectors (e.g., see Exercise 5.10, Wainwright, |2019) that

~ ~ y2
P (|2l 2 EllIZ|lID] + »|D] < exp | - _ . (B39

2 max(; j)eE S(z',j),(i,j)

and
E[[| Z]|D] < C/logq max S.3)(i4) (B.60)

~

almost surely. With v = \/—2 log o max; jye g S(i ), (i)

EJ\IIZIIOQ,I— (CV/logq+ /—2loga) (?Jl)anESZ])(l]) (B.61)

almost surely. As we saw in Appendix [B.2.5]
a log(gmnop) ~ [m + log(gmnep)
|SeE — SEE|l00 < C(K1, K3, K5) max T, (B.62)
(nog)'~ 2@+ D mnop

with probability at least 1 — C(gmnop)~*/2. Due to Assumptions 4{and |5} the right hand side
converges to 0 as ny — 0o, and therefore

G121-a < ClR1, 13, 15) (Vog g + /=2log ) max. S (i) (B.63)

with the same probability for sufficiently large ny. Suppose that the assumed alternative hypothesis
implies that

||TE||OO Z C(Kzl; K3, /{5) \V 10g q (f,rjl)aEXE 3(17])7(17]) Z gl\“g“oo’l_a + a\”Z\”oo,l/q (B64)
Then,
P[0 € Cp(1 — a)] = P[[| Tkl < Gz 1-0]

IA

Pl|Tello = 1 Te = Telloo < @2 1-0)
Pl|Te — Telloo = @2 14)
Pl Zlloc = @214/ Pl + sup PllITello < 2] = P[[|Z]|0c < 2|D]

IN

= 1/q+sup|P(|Tgloc < 2] = P[|Z]loc < /D]
x>

(B.65)
which converges to 0 as ny — 0o, due to the assumed sample complexity. It verifies the second
conclusion about the power analysis.
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B.2.7 Proof of Proposition

Let B (7)) be the projected parameter of 37" onto the parameter space under the banded Cholesky
factor assumption. Thatis, fort =1,...,p,

A0 = argminE [T — X TOTh|

bERP (B.66)
wrt by =0 where s <t — h; or s > t.
According to the regression theory, E (Z—’l) can be rewritten in terms of X(7-!) only:
2(T0) AT
ﬁt—h:t—Lt - _Qt,hl+1,1 hl/Qt hy+1,h;+1> (B-67)
oD _ (y(T T Rhut it :
where ;"7 = (X0 e R ™. We denote the regression error by
e =X = x T, (B.68)
F (Tl T,0)
and @/ .= LE[|&7"|2]. Then,
~ tr(2SH 1
o - WETD) (B.69)
¢ QN
t,hi+1,h;+1

We notice that Qt h +1 1y / lel}rl n+1 and1 / lel}rlh, 4 are the projected parameter and predic-

tion error of the AR(hl) regression on vector-variate observations, so the bias analyses in the
existing literature (e.g.,|Liu and Ren| (2020)) is useful here. For example, Lemma B.3 in |Liu and

Ren| (2020) implies that under Assumption [5]

579 870, < Ctmomsin = e,

B.70)
=y t(ESY) o (
o - = el

S C(:‘i3, Ii5)(hl — 1)_al_1/2.

Now, it suffices to establish the probabilistic error bound of 37 and &) against 3(7) and

(T, respectively. We take a similar approach with the proof of Theoremm First, we notice
that

-1
T (ToT (7.0 (THT
ﬁt hlt Lt (Xt_hl:t_lv'Xt ha:t ) <Xt—hl:t—1,.Xt,- ) (B.71)
Then,
1 T\ T.0)T T ST
(o X7 X0 ) BT = A
19
1 oo ot (L oo T
= n_qut_hl:t_17.Xt7. — Hth—hl:t—l Xt hyit—1. ﬁt hlt L (B.72)
1 Tl T0T
- n_th(fhl):tfl,-Aﬁf )
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By a similar argument with the proof of Lemma

Lo (THT \ K(TD log(gmngp)
F [lnll?i{mtgllﬁ}fp (n_quthz:tL-Xthz:tl,- A N > C(k1, ks) T neg
1 1 (B.73)
- [ e Xt(Thl)t 1, A{TZ)T > C(k1, K3) M]
I=1,..., mt:l, P nlq l 0o noq

for some positive constants C'(3) and C, where ATD .— B\(T’l) — BT, Under the event,

~ 1 - ~ ~
THT T THT (T, THT (T0) (T,)
‘A'(,t ) <n_Xt(hl):t1,'Xt(hl):tl,~> A( H( Xt hy:t Xt(hl:tl,') A',t ||A',t ||1
19 niq oo
log(gmn
< Clm iy [ KT
log(gmn ~
< Clon )1 B KT,
0
(B.74)

foranyt =1,...,T and [ =1, ..., m. On the other hand, by a similar argument with the proof
of Lemma

log(gmnop)

L oot ) o
¢ noq (B.75)

g : q o
< C(gmngp)~"/?

> C (K1, k3)

1,...m st

P [ max max
=

for some positive constants C'(x3) and C. Under the event,

X 1 tr(2S0) ~
T,0T T, T,0T T, T,
‘A-(,t ) ( Xt( hl) X( : - —Eifhl):tfl,tfhl:tfl A-(,t )

nq t—hyit—1,- q
(S
(T ) (TO)T tr(ZY) (o X (T
< n_th hlt 1, Xt—hl:t—l,- - th—hl:t—l,t—hl:t—l ||A-,t H%
(B.76)
log(gmn ~ log(gmn
< O, i) | BIO) RATDY2 < o, g gy | 2EL0P) R T
noq noq
A )
< 5 IBTB
foranyt =1,...,7,1=1,...,m, and a sufficiently large ny due to Assumption 5] Moreover
with Assumption [3]
~aot (1 T (T1) X(T0) X(T0)
ATV (LT XTI ) AT 2 BT e
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with probability at least 1 — C'(gmnop) /2. Eqs. (B.74) and (B.77) imply

1~ log(gmn ~
BTV < O, i)y 1B IO KT (B.78)
R3 noq
and
~ log(gmn ~ log(gmn
AT < O 0 EL) g AT, < Ol gy [PELL). .79
0 0

forany t = 1,...,7, 1 = 1,...,m and a sufficiently large ng, with probability at least 1 —
C(gmnop) /% . Integrating Eqgs. (B.70) and (B.79)), we obtain the first result that, with the same
probability,

log(gmnop)

BT = 87 o < Clsas) (e = 1724 Ol <54
0

(B.80)

SO(Khﬁ?)’,%)\/( log(gmngp)

noq) -1/t 1)

foranyt=1,...,7,1=1,...,m and a sufficiently large n, given that h; = | (n;q)*/*>+V|.
For the second result, we observe that

(T F(T T T.0) T.0) (Tl
870 - 800 < T - RO+ | TR - e
For the first term,
LT T
— &3 - 1T 1|
2 | XTI (T THT TOT (Tl T0)
:n_AF )Xt(h)tl% ‘+ )A(,t)Xt(fh:)tl tht 1A( ‘
1q g
a7 | 2 T ATt Tt 1 T Tyt ®.82)
< [|Aa7o7| | =x |37 | = x T x
—H b lnlqthtl + nqthtlthtl2
1
< Clkn, rg)h—2
nq

foranyt = 1,...,7,1 = 1,...,m, and a sufficiently large ny, with probability at least 1 —
C(gmnop)~"/2, based on Egs. (B.74) and (B.76) and Assumption[3] For the second term, a similar
argument with the proof of Lemma[B.2.4]implies that

log(gmnop)

1 L T tf@(s’”)@wz)
g (B.83)

> C(/il, Hg)
niq q
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In sum,

lo log(gmn
8P C (51, 55) g(gmnop)
nogq nq

hlogp

EI\’l(ttT’l) — ($§Z7l) < C(ky, k3)h < C(ky, k3) (B.84)

forany t = 1,...,7, 1 = 1,...,m and a sufficiently large ny, with probability at least 1 —
C(gmmnop)~1/2, which implies the second conclusion where h = | (n;q)"/2*+1 |,

B.2.8 Proof of Theorem [2.3.8|

We recall the Cholesky decomposition of the temporal precision matrix:

Q7D — M(_] — BTN @TO=1 (1 — g(T0)

q
q (B.85)

(TD) _ _ RTOTY- 1T (7 _ a(Thy-1
b (L =g o) eI = g7 7)

T tr(XED)

Our temporal covariance matrix estimate is based on the estimated Cholesky factor, E (T:0 and
noise variance, 70, in Eqs. (2.23) and (2.24). In regard to their estimate errors, we use the
following lemma as a corollary of Proposition See Appendix for the proof.

Lemma B.2.7. Suppose that h; = | (n;q)"/ % | and n = C(k3) satisfies n < M\ (I — B7TD) for
Il =1,...,m. Then, following the procedure defined in Section

2

N S.0)
e Llgro — BEED) s < Clry, kg, 15) log(gmnop) |
I p q P - (noq)lfl/(2a0+2)
L= - q P log(qmnop) (B.86)
“le(Th-1 _ (T H—1
mlax » d tl"(Z(S’l)) P . > C(HI; R3, /15) (n0q>1_1/(2a0+2)
S C(qmnop)_l/Qa
L p (1 _ BTy _ (] — T2 > ¢ log(gmnop)
mlax—H W =) — (I = BV )% > Ok, ks, 55)( 1/ @agt2)’
p p noq)
log(gmnop) (B.87)

1 ~
— J— (Tal) -1 _ _ (T,l) —12
mlaXpHPn(I B (I — BV N5 > C(ky, k3, K5) (roq)1-1/Ca0D

S C<qmn0p)7l/27

for sufficiently large ny.

We note that Assumptionimplies that the operator norms [ — (3 (70 (I-p (T’l))_l, o7,
and ®(7Y~1 are bounded; see Lemma B.2 in Liu and Ren! (2020). The eigenvaAlue truncation in
Eq. implies the bounded operator norm for P, (I — 3(7Y) and P,(I — -Y)~!. Finally,
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Theorem implies the bounded operator norm for (T and (TH-1, Namely,

11— BT op, [ Py(I = BTl op < Cr53)
(1 = BTD) Y op 1B, (1 = BTD) Yo < C(r53)

tr(21) ST

7 lop,
125 op || ——

< C(rs) (B.88)

op

[TV, ST < O ()

_ 4
r(2E)

op

forany [ = 1,...,m and a sufficiently large n,, with probability at least 1 — C'(gmmngp)~*/2.

Now, we move on to connect the error in the temporal covariance matrix estimate with the
Frobenius norm bounds in Lemma[B.2.7] We use a well known inequality about the Frobenius
and operator norms:

|AB|lr < [|Allopl| Bll# (B.89)

for any compatible matrices A and B. For the temporal covariance matrix,

HE(TJ) B tf(z(s’l))z(n)
q

F

tr(3) (T D

< =BT lop 1P (1 = BTD) 7t — (1 = BT0) |

P (B.90)

11 = 87 o [87 - HEZDgmo| s - gy,
q F
+H&U—B“%]—wf—ﬂfwlmﬂﬁgfbm”ﬁ 122 = BT e
op
and hence, plugging in the previously obtained bounds,
Himz) tr(Zq(S VT < o mo s \/ nloqg 1617177%22!1212) B91)
for any [ = 1, ..., m with probability at least 1 — C'(gmnqp)~'/2. The second conclusion about

Q" s similarly obtained.

B.2.9 Proof of Corollary

The error in the Frobenius norm estimate can be upperbounded by a function of the error in the
covariance matrix estimate:

11 ~
~|IZTO) — =T

]_ A ~
= (IET0le + 12T [IET0 e — [T (B.92)
2 () 1 (T T\l 1 (Tl T\l
< (IETOlp + —= ST = ST ) —|ETH — 5T .
VP VP Nz
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gl

Because \/Lﬁ | r 1s bounded away from both 0 and oo, and Theorem [2.3.8|implies that

L
NG

with probability at least 1 — C'(gmngp)

~ log(gmnop)
||E(T7l) — E(T»l) HF S C(Hl, K3, /€5)\/p(n0q)11/(2a0+2) (B93)

—1/2
b

| N | PN
, ISTDN5 = I5TD%] < Ok, s, H5)%HE(T’Z) - STV
B.%4
<o ) log(gmnop) ( )
= UKL, 3, Rs p(nog) i~/ 2a0+2)
with probability at least 1 — C'(gmngp)~'/? for sufficiently large ny.
B.3 Proof of the Lemmas
B.3.1 Proof of Lemma B.2.1]
In Eq. (B.1), Wt(f’l)Wt(js’l) is a sub-exponential variable with
E [exp (WS WY = ST 05F0))] < 0, (B.95)

for all v : [v| < C'(k3) due to Assumption 3] and independent across ¢ = 1,.. ., np. According
to Theorem 2.8.2 in Vershynin (2018) and Assumptions |l{and |2} our main claim is a result of
maximal ineqauality on sub-exponential random variables.

B.3.2 Proof of Lemma B.2.2

In Eq. (B2),

(€50 WSy N (0, I ® diag <ﬁ 25.;?”)) ) . (B.96)
Because W,Sf’l) is independent to f,(i’l),

{Sﬁ,f’l)Wff’lmWff’l)} ~ N (07 HWQEZ_ZH%> a.s., (B.97)

and therefore

) 2
) A/ T

—_—€ . .
SJ Y g ) S,l e )
151 151 B.98)
(S.h2 .
nlpMX2(l) a.s
S,
1x 513
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Sl
JwSh )2

m < C(k3). Hence, the sub-exponential inequality in Theorem 2.8.2,

Vershynin/ (2018) implies that for any v > 0,

m 2 m 2
Z nl (S Z)TX(S,Z) B ZE A/ Tup (S nT X(S’l) > 5
XS0, M ! 15 !

=1

Due to Assumption (3]

(B.99)

2
< exp —C(/ﬁg)min{(%p) %, %p}] :

2
Assumption|§ implies that " | E <X‘(/L7;Tf;”2e.(fvl)TX.(7}$,l)) < C(ky, k3) mngp. Plugging-in
7

= C(K1, K3) - Nop - Max {\/mlog(qmnop), log(qmnop)},

2
1 — n
IS5 () > Cl i st

nop =\ | XS, (B.100)
2 —-1/2

The first conclusion follows the maximal inequality applied to the above probability bound. The
second conclusion follws a similar argument with

(1) 117(S,0) Sy iid 1 QEInshH
(€57, wehg Yy XN | 0,1 © diag G . (B.101)

I i

B.3.3 Proof of Lemma
In Eq. (B.2),

S, S)l)y iid. . 1 S\l
S, S,y iid . 1 ng’l)zgf’l) —1
(€90 WEngENy e N (0,1 ® diag SR s . (B.103)
In other words, fﬁf ’Z)W( and §tf Dy l)ﬁ (5D are sub-exponential random variables with mean

zero and constant bounded by C(k3):

E [exp (veSW )| < ect? (B.104)
E [exp (veTI WS VAGN )| < e, (B.105)
forall v : [v| < C(k3) due to Assumption [3] and independent across ¢t = 1, ..., n;p. Then, similar

arguments as in Lemma induce the desired conclusions.
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B.3.4 Proof of Lemma B.2.4

In Eq. (B.2), §tf l)f D is a sub-exponential variable with

E [exp (v(50€5 = STVl 0))| < ect0”, (B.106)

for all v : || < C(ks3) due to Assumption 3| and independent across ¢ = 1,.. ., n;p. Following
the same proof as in Lemma|B.2.1} we prove the claim.

B.3.5 Proof of Lemma B.2.5

We first refer to the definitions of Orlicz norms and sub-Weibull random variables in |[Kuchibhotla
and Chakrabortty| (2018)).

Definition B.3.1. Let g be a non-decreasing non-negative function on [0, c0) with g(0) = 0. For a
random variable X, the g-Orlicz norm is defined as

I1X|l, = inf{r > 0: E[g(|X|/v)] < 1}. (B.107)

Definition B.3.2. A random variable X is sub-Weibull of order « > 0, denoted by X ~
sub-Weibull(«), if

| X || < 00, where 1, (x) :=exp(z®) —1 for z > 0. (B.108)

Two important examples of sub-Weibull random variables are sub-Gaussian and sub-exponential
random variables, which are sub-Weibull(2) and sub-Weibull(1), respectively. Based on the prop-
erties of |- ||w1 (See Section 2.7 in [Vershynin, [2018), it is easy to show that max; ||gz5£f’l) g <

C(ky, k3)——= N Following Proposition D.2 in Kuchibhotla and Chakrabortty| (2018)),
(8. 7(S0) 1
maxmax H|<b ]‘ |bii ™ i |‘ < C(Ky, k3)—. (B.109)
7/)1 2 1/11/2 nop

Hence, Theorem 3.1 in Kuchibhotla and Chakrabortty (2018) induces, for any given i, j € [q],
and v > 0,

2
P30 (1650380~ BFSIE) > O m) Y <o @a10)

n
=1 op

and by setting v = C'log(gmnop)

30 \/mlog gmnop) + log?(gmnop)
HEN D > SR gl + C(k1, K
[E | | E | el 1, K3) o
2 1/2
< —(gmnop) /%,

¢
(B.111)
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which similarly applies to 55;9”5559” Thus, by the maximal inequaity,

Nop

P [rrzlz;xmax {Z|¢Ef7l)¢§f7l)|,Z|¢Z(;9,l)¢z(;$,l)|} > iy, Ks) (m+ og (qmnop))]
7 =1 =1
< (qmnop)_l/Q.
(B.112)

B.3.6 Proof of Lemma

’E\.(f»l) — X(;S‘»l) _ X(SJ)B.(;‘SJ) and E.(f’l) — X(}f:l) _ X(S,l)/@(’s»l)

77/ ’

Because

I HMg
M: =
3‘H “_g

N

Il

—
&
i

~

S,H)TAS, S,HT (Sl S,l S,l Sl S,l . .
EUTESY — ST 4 (1S BATY + 1SVBAT ) 16 £ )| 113y

SDT v (SEDT v (SHASDH — (SHT (S ASD  (SDT (S,0) A (SD)
A X X A.,j e XWYUAY €S X\WHAY

gL 5J ? y? J

S, S, S, S, . )
+ (I5O1BASY + 1S 1BAT) 16 # 5)

[
NE
S |-

N

Il

—
&
i

For the first term, it follows Theorem [2.3.7] that

3 i‘A@NXW)TX(SJ)A("’?” < Clky, k) d 2 log(gmnop) (B.114)
—~ npl T nop
uniformly over i and j, with probability at least 1 — 2(gmmngp)~"/2. For the rest terms,
1| (syT si Sil Shr: 4
> dSTXSOARY — dSOBAS LG )|
mp
I=1
L | (ST (S A SD Sl Shyrs o SHT v (SI) A (S)
= Z_ €~(,j : X-(,j )AS@' )H(l #J)— ||€(] )”gAgj )H(Z #J)+ Z E~(,j : X-(,k )Al(ci :
mp
=1 sk,
m ST S A (S . ST (S0 A (S,
< ZL ( 6.(,3' ) X(S’l)ﬂ.(,j )Ag'z‘ )]I(z #J)‘ + Z 6.(,]' ) X.(,k )Al(m' : ) )
—1 np :k£i,j
(B.115)
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We notice that Theorem [2.3.1]and Lemma implies that

SOT (S, A (S,
Z o2 |STEAL )
kk:;ézy
B 9 1/2
nl S, S,
<> — Z( e X5 >) 18512
hokgig =1 HX Hz B.116)
97 1/2 )
1 |« VP (s S, 5.
< | pmax — Z(—s, SR S AS ],
S et HX H kik£i,j
1
S O("fla/f[%) d m —+ Og(qmnop)
nop
and
~ 1 st Si) A (S
S Lsxenssnagy
= up
97 1/2
1 S VIupP  (snT Sl S, B.117
s — Z ) E(z ) X(S’l)ﬂ-(,j : ||é§'i Iz ( )
Mop X5 M2
1
< C(m,/{g)der og(gmnop)
Nop

satisfy simultaneously uniformly over i and j with probability at least 1 — C'(gmmngp)~"/2. We
obtain the desired result by plugging the above probability bounds into Eq. (B.113).

B.3.7 Proof of Lemma B.2.7

Because
1]~ tr(NSH 2 12 N 2
“le(™h _ r( )(I)(T,l) _ _Z q)gtT,l) _ r( )(Dg,l) 7 (B.118)
p q r P q
Proposition implies that
1|~ tr(BED ? 1
max — || @7V — M(I)(T’l) < C(K1, Kk3) og(gmnop) (B.119)
I p q . (nog)—1/a0+2)
with probability at least 1 — C(gmnqp)~*/2. For &(T)-1,
2
isana 4@ s
D tr(23(SD) P
~ S1) 2 2
< 1 o(TH _ %@(Tl) _ 9 _pn-1 Hq)(’ﬂl)—l ? (B.120)
) q Pl tr(XE0) op '
S, 2
< C(kg)=- Hq)(Tl M@(T’l)
p q F
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with probability at least 1 —C'(gmngp)~'/? due to Assumption[3|and the bounded operator norm of
®(T:D=1 for sufficiently large no (guaranteed by Proposition . It verifies the first conclusion.

For 3 , Proposition implies that

L 1)) Tl AT Tl
Y- - - o - L - 2

log(gmngp)
< C(ffla K3, ’%5) (n0q>1—1/(2a0+2)

with probability at least 1 — C'(gmngp)~'/2. Because our estimator uses eigenvalue truncation,

we use Lemma B.1 in Liu and Ren|(2020) to guarantee the error bound for P, (I — B (7:0): given
that n < A\ (1 — B),

1 ~ 2

R =57 - @ -5 < S -5 - @ - s

B.122
log(gmnop) ( )

(no q) 1-1/(200+2)

S C(Rl) R3, ’i5)

with probability at least 1 — C'(gmnop) /2. Then,

l) P,(I — 3(7’,0)—1 — (I — BTy .
< }9‘ Py(I - BTY) — (I - 5(7,”)”1”]3 ﬁm))H (2 = BT lHip (B.123)
< O(fzg)%HPn(I —BT0) — (1 - pT)||

due to Lemma B.2 in Liu and Ren|(2020) and the bounded operator norm of P, (/ — B\ (70, 1t
verifies the second conclusion.

B.4 Derivation of the asymptotic covariance between the edge-
wise test statistics

In this section, we derive the asymptotic covariance of IA}I ;1 and ﬁ-z j» in Eq. (2.17):

S(in,jr),(in,2)

(S, (S, (8.0 (S 1 (S (S ([ (S.h)2 (8.1)2 (8.)2 (8,12
Z HE (7D HF plllz pjl]z + pllh plzjl + §p11]1 pl2]2 <p1112 + p]l]Q + pllyz + p'LQJl )
p (81 (S.0) (Si) (S (S0 (Si) (S, (S.0) (Si]) (S (S0 (Si)

- '01122 p22j2 pmh - p11l2 pllh '011]2 - '01132 p22j2 p7«1]2 - p]1]2 plzjl 151

(B.124)

=1
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By Proposition [2.3.2] f)ff B _ pgf’l) has the leading term @,Ef’l). Hence, ﬁ-ljl and ﬁ-m have

asymptotic covariance,

Sing1) (izga) = B

(=35 vmmeisy) (13- e

N (B.125)
1 S,0) ~(S])
= =3k [O5Vel5)].
=1
Based on Eq. (2.37), foreach [ =1,... ,m,
(S,1) A(S,D)
E [@i1j1 @i2j2 :|
[ TS (SD)F(S) PESDFESD
521]1 (I)iljl 5j1j1 l1]1 611“
(S g (S, l) (S0 (S g (S, l) (S0 (S g (S.0)
—F q)%lh ijlh 2(I)]lh ®Z121 CI)Jl]l 2CI)Z1%1 CI)““ cI)Jl]l (B'126)
(S0 PSDFED PSDFED ’
51'2]'2 1232 5]2]2 12]2 52212
(S,0) (S,l) (8,0) (S,0) (sz) (S, (S,0) %.(S,D)
L q)i2i2 (I)jzjé 2(p]2]2 ‘I)Zzw q)mjz 2(1)1212 (1)2212 q)mz

which is a summation of the second moments of 6(°*). For each second moment,

E[5(%)5(50]

2171 1272

iS]

ng p n
k=

(S.k ) (Sh) (Shd) (Shl) (T 4(S,0)
IS (s S () - i)
P 1 t=1 k=1 t=1
1 (T0) kl) o D S () o (k) (S.0)
= n pg Z )\t Z <€tl1 §t ll]l ) ’ Z (52%2 ftjg - ¢i2j2 >

k=1 k=1

. HZ(” HF E (k1) (K1) <I>($ 1 (k1) (K1) CID(S 1)
- nlp2 ) gtil 5tj1 i ) fti2 5tjz i2j2 )

S

(B.127)
where

E [(ifﬁ”)éfff) _ (I)(Sfl)) ' (515(2’[)5::(;2’[ S z))} S HED | pSH gD (B.128)

2171 1272 1172 JiJj2 Zl]l 1272
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Plugging it into Eq. (B.126),

(S (S
E |:@7/1]1 @7/2]2 i|
_ IIE(T’I [ 1
N S S g(SD
\/q)zm Jij1 CI)mQ q)mz
(S0 §(S:D (8:1) & (S.1) el (8,12 (8,0)2 (8,0)2 (8,2 -
) i1J1 " d272
q)i1i2 (I)Jljz +q)21J2 (DJ211 + 2(1)(8 l)(b(S,l) ((1)1112 +(I)1132 +(I)J112 +(I)J1]2 )
1111 1212
X (S.0) ) (S5,) oSN
12]2 (S,0) (S,l) 1272 ®(S l)q)( )_ 171 ¢(51)®($ l) 171 Q(Sl) (S,0)
<I>(Sl) 192~ j1i2 (I)( ) Ti1j2 T jij2 (I)(SJ) i2d1 * jai1 <I>(Sl) i2j1 ~ j2J1
1219 272 1191 J1J1 .
(S0 (S (S (81 1 (S (S (82 (8,02 (8,02 (802 |
_ETONE | Pivia Pivga T Piva Pizgy” T+ 5Pisy Pisia (p tPija T Pug T Pih )
np? (S (S (S (S (S (S0 (S (S (S (S (S (S0
pzm Pisjs Pisjy pmz pnh pnm Jig2 Piage Fiigz p]l]Q 1271 Miagn
(B.129)

Plugging it into Eq. (B.123)) retrieves the desired result.
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Appendix C
Appendix for Chapter 3

C.1 Proof of Theorem 3.2.3

)—1 )—1 )—1
Let u,(f) = t’t 25,: and U, " — S,g;t °P t)Sktk’t * where Sk'zs ﬁkt ts)ﬁlS)T + CID( )(5( )
is each sub matrix of the marginal covariance matrix S of (X fl), X 1( ), o Xy @ ) and (5,53 =
{1, k=1 and t = s,

] for t,s € [T] and k,l = 1,2. Then the minimal conditional entropy
0, otherwise,

condition can be rewritten into u,(f)Tuk = B(t)T (-1 6( ) = 1and

T
JOTPEOL0 gOT gt c1><“5,$j &
(t) (- (0T g

t t t
515;)_(12) Slgk) Ig))

fort € [T)] and k = 1, 2. That s, ug) is orthogonal to \Il,(:,;t).

Denoting the block diagonal matrix of {5, () eI, k=1,2}byV,R=V"38V 2
consists of sub-matrices

t,s ) =3 alt,s) o(s8)—2 ) (t,s) (8)T t) o(t,3)
Rl(el) = Sik 251&1 )Su QZUI(C)EICZ “l) +qjl(c)6kl .

Due to the orthogonality between u,(f) and \If,(f), the calculation of det(R) and R~ is straightfor-
ward: det(R) = det(Q)/ ], pdet(\If,(f)) and Q = R™! consists of sub-matrices

(05) — 0 Q0 (BT gy (D ()

where ) = X! is the precision matrix and pdet(A) and AT are the pseudo-determinant and
Moore-Penrose pseudo-inverse of a positive semi-definite matrix A. Notice that \I!,(:) =1 -

u,(f)u,(f) = \If(t)jL and hence pdet(\lf ) = 1. In turn, the negative log -likelihood under the model
(Egs. 1 ) and (3 .) of a parameter set § = {3} U {uk ,Bk , :t€|[T] and k = 1,2} wrt.
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77777

nll(0; { X1y, Xo [n]}n 1. ) —logdet(Q2) + Z log pdet(\lfgf)) + Z log det(S,g'Zt))
kot

+r(OF) + 3 (w0 ”S(” )
(C.1)

= — log det(9) + tr(QX)
+ Z {log det(S tt)) + tr (\IJ(tHS
ot

Salsn’ )

where . )
Y = Var [(ugﬂsﬁ’”‘ﬁxfﬂ te[T]), WSt xP 1 e [T])]

Si” = Covx, X}
fort,s € [T] and k,l = 1, 2. The maximum likelihood estimator satisﬁes the first optimality of

minimizing nll(6; { X1 ), X2, fn=1,..,5) Wrt. parameters ul(C) and S kt D=3

-----

1

Vu(t)nll = Z S]S;t) stl S)S(S 18)— 2 l( )Ql(]jt) - S](;;t) S(tt S Lt)—3 t)z tt)
k

= AP0 30 e R,
Hots), (9T qls:)=5a6H (¢t (OT ot —3att)
Vs(m,%nll = Zul(c)Qél )“l() Su 251 gc)Zl(ck)ué) Sye “Skk
kk

1 l_
s s

=0
forall ¢ € [T] and k = 1, 2. In this case,

1

S(t =5

_1

<v . t)_lnu> st=2 _ (v (t)nll> uOT 14 glmagtn
S Uk

(t,t)—2

1
- )\](Ct)ul(f)ul(c) - I+ Skkl QSk_k S tt) 2 = O,

SO S,S;c’t) = ?S,f’ + )\g) 5,(;) ,(:)T. Plugging it into Eq. (C.1}), the maximum likelihood estimation
reduces to minimizing

nll(6; { X1, Xo o) bnet,.n) = — log det(2) + tr(2X) Zlog Al

wrt. Eﬁf,f’ =1- )\,(f). It is equivalent to

argmin — log det () + tr(Q'Y)
Q’,w](:)

where E’Sjs) = wg)ng’s)wl(s), diag(Y) = 1, and @ = DQD for a diagonal matrix D with

D,(fkt) \/1-— /\Ef) = Q,(:,;t). It is the same with finding w,(f) to minimize log det(f/) under the
same constraints, which is the GENVAR procedure of Kettenring (1971).
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C.2 Fitting LaDynS

To update (2, the P-gLLASSO algorithm of Mazumder and Hastie| (2012) is more efficient than
the original glLASSO algorithm of Friedman et al. (2008), which is attributed to P-gLLASSO’s
flexibility with initial values: glLASSO operates with a strict choice of initial Q (i_l in case of
Eq. ), whereas P-glLASSO allows a warm start: in Algorithm the estimate € from the
past iteration serves as a warm start for the next iteration, so that we do not have to redo the entire
paths from Y ' to Q. The sparse structure of € in Fig. allows additional efficiency since the
number of parameters reduces from 272 t0 (2T deross — A2ps) + (2T dauto — d2y)- Algorithm 3]
is a modification of P-gLLASSO that reduces the size of the LASSO sub-problem from 27" to
2d.ross + 2dauo and the computational cost of one P-gLLASSO iteration from O(T* + T3N) to
O(T ((deross + dauto)® + (deross + dauto)*N), when LASSO is solved by the LARS algorithm of
Efron et al.| (2004).

C.3 Inference on the change of the factor loadings

The left column of Fig. shows the estimated change (the difference) in the factor loadings for
the two brain regions from the first bump (150 ms) and the second bump (400 ms) in Fig.[3.9a] To
check the significance of the distinction, we obtained 95% confidence intervals based on 200 boot-
replacement. Unlike the permutation bootstrap in Section the resulting dataset maintains
not only the autocorrelation within each of X; and X, but also the correlated activity between
them. The 97.5 and 2.5 percentiles of the bootstrap estimated differences are shown at the middle
and right column of Fig. [C.1] respectively. In PFC, at 400 ms compared with 150 ms, several
electrodes in the upper left corner have substantially larger weights, while the electrodes in the
lower middle of the array have substantially smaller weights, and the Cls are clearly separated
from 0. There appear to be differences in V4, but they are smaller.
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Figure C.1: Inference on the the factor loading change from 150ms to 400ms. The estimated
difference in the factor loadings for (a) V4 and (b) PFC from 150ms to 400ms alongside the 97.5
and 2.5 percentiles of the bootstrap distribution. The .05 and -.05 contours have been added to the
plots to show regions, blue above .05, red below -.05, where the ditferences may be distinguishable
from zero. The differences are more dramatic in PFC: there is a region in the upper left corner
of the array where the 2.5 percentile is well above .05, and thus separated from zero, while the
differences in the patch of (1000, 1500) x (500, 1500) have 97.5 percentile well below -.05.
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Algorithm 2 Coordinate descent algorithm to fit LaDynS

Input:
{Xk:k=1,...,K}: input data
A € [0, 0o] KT*ET: gparsity penalty matrix
itermax € N, : maximum iteration
ths € R, : threshold for convergence

Output: 2 and w,(f)’s which solve (Eq. lb w.r.t. (Fig.

Initialization: o
1: Initialize w,(:) so that w,(f)TVar[X,gt)]w,it) =1forallt € [T]and k = 1,2. e.g.,

w « 1/1/17Var[X"]1. (C2)

and let o
Y+ Var[wgl)TXl(l), . ,ng)TXéT)]. (C.3)

2: Initialize > and €) by B
Y < 3+ Mdigglor and Q < X7 (C4)

Iteration:
3: for iter in 1:itery,, do
4: Yitast = 2y Qpage < o
50 3,Q < P-gLASSO(Qinit, Zinit, 2, A, iter iy, ths).

6: forkinl:2and?in 1:7 do

7: A+ Cov[ X" (v (1,s) # (k. 1))).
8: b (U5 (1,5) # (k1))

9: if Ab # 0 then

10: w” ¢+ Var(X") "1 Ab

11: w,(:) — w,it)/\/w,it)TW[Xlgt)]w,gt)
12: end if
13:  end for

e 8 e Var [wf X, uDTXD]
15:  if max(|X — Xjg|) < ths then

16: break
17:  endif
18: end for
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Algorithm 3 Modified P-gLASSO (Mazumder and Hastie, 2012) algorithm
Input:
Qinih Yinit € RP*F : initial values, ;i = (Qinit)_l
Y € RP*P: sample covariance matrix of a P-variate random variable
A € [0, 00]P*P: sparsity penalty matrix
iteryx € Ny maximum iteration
ths € R, : threshold for convergence
Output: Q and X = Q! which solves (Eq. (3.14))
Initialization:
1 2 <= Yinit, 2 = Qinit
Iteration:
2: for iter in 1:max;,, do
3: Last < 2y Cage <

4: forpin 1:P do

5: Dy, : the collection of ¢’s in [P] s.t. ¢ # pand A, , < 00

6: I, : the collection of ¢’sin 1: P s.t. ¢ # pand A, , = o

7: (We notate the submatrix of a matrix A € R”*¥ of rows in I C [d] and columns in
J C [P] by A;;. We moreover use —p as a notation for [d]\{p} when it is used as a

subscript of A.)
8: W = (Q_,_,)" ! can be easily calculated by ¥, , —X_,, 3 ,./3,,
9: Ypp < i1047 + App _
10: .0, 2, p  LASSO(E,, - Wp, D, —2p,D, Ap.p,) With an initial value Q,, p_ .
11: Qp,1p7QIp,p<_0
12: Yp—ps Dpyp _WvaQDmpEp,p
13: Qpp (1 - Qp,DpEDp,p)/Zp,p
14: Ypp =W X/
15:  end for

16:  if max(|X — Xj,q|) < ths then

17: break
18:  endif
19: end for
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Appendix D
Appendix for Chapter 4

D.1 EM-algorithm to fit LDFA-H (Section 2)

Initialization Let0©) = {ii"’, S (/13‘13,(0)’ fﬁé’(o), @#(0), &5?(0), BLO) | 320) 7L0) >0
be the initial parameter value. Since the MPLE objective function for LDFA-H given in Eq. (4.9)
is not guaranteed convex, an EM-algorithm may find a local minimum according to a choice of
the initial value. Hence a good initialization is crucial to a successful estimation. Here we suggest
an initialization by a canonical correlation analysis (CCA).

.....

view them as N'T recorded pairs of multivariate random vectors {X/,[n], X? [n]} tn.1)en)x(7]- We
obtain 311 ) and B\f (0) by CCA as follows:

BB = argmax kbl (D.1)
siern g2errs \/ B1T SV BL\/BFT 5267
where
11 1 1 1 1 1 1 11\ T
ST =T (Xoilnl — NT > X)Xl n] - NT > xln])
n,t n,t n,t
1 1 1
% = — (X2t[n] - N ZXQt[nD(XQt[n] ~ N ZX:Q,t[n])T (D.2)
NT NT NT
n,t n,t n,t
1 1 1
st NT (X4[n] - NT > xhn))(X2n] - NT > X2n)T
n,t n,t n,t

According to the equivalence between CCA and probablistic CCA shown by A. Anonymous, it
gives an estimate of the first latent factors
2 ) = By X ] (D.3)

(0

forn =1,...,N and k = 1, 2. The initial second latent factors 25 © and the corresponding

factor loading B§ (0 g similarly set by the second pair of canonical variables, and so on. Then we
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assign the empirical covariance matrix of {2]1;(0) [n], Z\J%’(O) [n] }neqn) to the initial latent covariance
matrix igco) for f =1,...,¢and the matrix variate normal estimate (Zhou, 2014) on {€%®)[n] :=
X*[n] = BHOZEO[n]},cn to @5 and 5 for k = 1,2. Along i*(©) = L3N XHn),
the above parameters comprises the initial parameter set 0.,

However, we cannot run an E-step on the above parameter set because &% () is not invertible.
We instead prck one of its unidentifiable parameter sets gl {ata *}, defined in Eq. , with all
P+ and B¢ ; )°s invertible. Specifically, we take

1 oL 017"
k __ ) 1/2 T 1/2
for f =1,...,qand k = 1,2 where A\, (A) is the smallest eigenvalue of symmetric matrix A.
Henceforth, we notate §(0)-{o"2*} by ). Fort = 1,2, ..., we iterate the following E-step and

M-step until convergence.
Another promising initialization is by finding time (¢, s) on which the canonical correlation
between X}, and X2, maximizes. i.e., we initialize 5 () and 57O by

1T 512 62
B0 320~ argmax = such that [t — s| < heross: (D.5)
BlERP1 B2€RP2 \/ﬁrTsrrt)ﬁl \/ﬁzTSm

where

Sty = v SSOX ] — o S X (XA ]~ - S0 XA )T

520 = & S -+ XA -+ XA ()
SRS OUCHUES SIESDICTES SIEAD

for (t,s) € [T] x [T]. Then the other parameters are initialized as above. We can even take an
ensemble approach in which we fit LDFA-H on different initialized values and pick the estimate
with the minimum cost function (Eq. (4.9)).

Now, for r = 1,2, ..., we alternate an E-step and an M-step until the target parameter 11,
convergences.

E-step Given 0 := 001 from the previous iteration, the conditional distribution of latent

factors Z'[n] and Z?[n] with respect to observed data X'[n] and X?[n] on trialn = 1,..., N
follows
(21 In): ZE s .5 22 ) | X' ), X20] ~ MYN (m) [0 VEY ), @)
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where

(r) (r) (r) (r) !
VZ1,Z1|X e VZ1,Z(1|X WZ1 Z1|X et Wzl,Zq‘X
(r) _ . . . _ . . .
VZ|X - ( ): ; ( ): - ( ) ; ( ) e
Zg, 71X V2,2 X Zg, 71X qu,zq\x
and
(r) _ (ry () . ()
mZ|X[n] = (mzll|x’mzl|xv""mz2|x> (D.9)
=V (BUTEX ) ; BYTRXWITE ;. B2 TRXC Y
given
o _ ((BITsE) T 0 5 _ L f=y
= g o o | F Ly Qpy Ly = D.10
Zy,Zg|X < 0 (ﬁ?TF%ﬁg) 2 {f=g} =2¢f Hf=g} 0, o.W. ( )

for f,g=1,...,q.

M-step We find ") which maximize the conditional expectation of the penalized likelihood
under the same constraints in Eq. {#.9), i.e.

Q(T - a‘rgmln Z EZ[nHX[n} or—1) [logp(Xl[nL XQ[TL]? Zl[ ] Zz[ ] Q(T 1))i|
q (D.11)
+) Z A% @ |, s.t. T% is (2hf + 1)-diagonal
f=1 k=1
where p is the probability density function of our model in Eqgs. (4.1]), (4.4) and (4.5) and the
expectation ]E'Z[n” X[n],8-D) follows the conditional distribution in Eq. li Taking a block
coordinate descent approach, we solve the optimization problem by alternating M1 - M4.

M1: With respect to latent precision matrices €27, Eq. reduces to a graphical Lasso
problem,

QY = argmin {—log det(S2f) + tr (Qf (Vz x Tt E[m(zf)|Xme|X )) Z 1A © Hkl“l}

Qy fel=1
(D.12)

for each f = 1,...,q where E[mz ‘Xmg)‘x] = % S mg,)-|x[”] m(ZT)rX[ ]. The graphical
Lasso problem is solved by the P- GLASSO algorithm by Mazumder et al.| (2010).

M2: With respect to I'*, Eq. reduces to an estimation of matrix-variate normal model
(Zhoul, 2014)). The estimation problem can be formulated as

Rk(r 1 - r )T r)
f9=1
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and

— log det(T'%)
fT(T) = argmin 1 K (N™ [ qeT Tk b (r) (r)
o | ot (FT< > (BFTEsH V, Zk x T E[m k,XFSmEHXD) (D.14)
f9=1
s.t. f’ff is (2h% + 1)-diagonal
for each k = 1,2 where miz)p( = X* — grm! Zk| « — K" and E[A] is the empirical mean of
a random matrix A. The estimation of I under the bandedness constraint is tractable with
modified Cholesky factor decomposition approach with bandwidth h* using the procedure by
Bickel and Levinal (2008)).
M3: With respect to ¥, Eq. (D.11)) reduces to a quadratic program

Z It 11 <5HF 58 (V) e + Covlmiz . m%x]))
Bk(r) = arg maxg

_ 2ZFT (t,5) tr <FSBkCOV[ mglz |X]>

(D.15)
where F;(t,s) is the (¢, s) entry in I'*- and Cov(A, B) is the empirical covariance matrix between
random vectors A and B. The analytic form of the solution is given by

B ") 00
= (Z F/’;—’(t’s)(vszZ:]fJX + COV[mZ!?t‘X, mZ;fle])) (Z Fk ,(t,8) COV Zk e ])
t,s

(D.16)
M4: With resepct to ¥, it is straight-forward that Eq. (D.11) yields

q
k k_(r)T
X _ZﬂfmZ’;X]'
f=1

ﬁk(r) —

D.2 Simulation details (Section 3)

We simulated realistic data with known cross-region connectivity as follows. Simulating ¢ = 1
pair of latent time-series Z* from Equation (3.8)), we introduced an exact ground-truth for the
inverse cross-correlation matrix 1112 by setting:

_ [(Pio)™ 0 Dt Iy
where D' and D? are diagonal matrices with elements D, E 1%, ) and D(S o =2 Mg

which ensures that the matrix on the right hand side is p0s1t1ve deﬁmte The matrix on the left hand
side contains the auto-precision matrices of the two latent time series, with elements simulated
from the squared exponential function:

Prg = [exp (—c"(t = 9)%)],, + M, (D.18)
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with ¢! = 0.105 and ¢? = 0.142, chosen to match the observed LFPs auto-correlations in the
experimental dataset (Section. We added the regularizer AI7, A = 1, to render P*% invertible.
We designed the true inverse cross-correlation matrix I1*? to induce lead-lag relationship between
Z' and Z? in two epochs as depicted in the right-most panel of Fig. Specifically, the elements
of IT'? were set:

(D.19)
elsewhere,

e {—r, where Z] , and Z7 , partially correlate,
(t,s) 0
5
where the association intensity 7 = 0.6 was chosen to match our cross-correlation estimate in
the experimental data (Section . Finally, we rescaled P, = II;* to have diagonal elements
equal to one. The corresponding factor loading vector ¥ was randomly generated from standard
multivariate normal distribution and then scaled to have || 3]s = 1.

We generated the noise € from the N = 1000 trials of the experimental data analyzed in
Section[4.3.2] First, we permuted the trials in one region to remove cross-region correlations. Let
{Y![n],Y?[n|},=1..n be the permuted dataset. Then we contaminated the dataset with white
noise to modulate the strength of noise correlation relative to cross-region correlations. i.e.

b = — bl 0l MYN (0,0 Cov[Yh]), and i = B[V (D.20)

where IE[Y’@] and C/(;f[Y"g] wer the empirical mean and covariance matrix of Y%, respectively, for
k=1,2,t =1,...,T. The noise auto-correlation level was modulated by A, € {2.78,1.78,0.44,0.11}.
We also obtained X, by scaling P so that 3%, | = 1T Sf Ay, Putting all the pieces together, we
generated observed time series by Eq. (4.1)).

D.3 Experimental data analysis details (Section 3.2)

The strength of each factor, which is characterized by ¥y, is shown in Fig.|[D.1]

We also examined an alternative definition of information flow, using non-stationary regress-
sion in the spirit of Granger causality. For the latent factor f in V4 at time ¢, we use partial R?,
effectively comparing the full regression model using the full history of latent variables in both
area,

Z}‘,t ~ Z},l:tfl + Z]%,lztfl

with the reduced model using history of latent variables in V4 only,
Z},t ~ Z},l:tfl'

The partial R for Z}, on Z7,, , given Z} ., | summarizes the contribution of PFC history to
V4, after taking account of the autocorrelation in V4, and thus can be viewed as information flow
from V4 to PFC at time ¢. Dynamic information flow from V4 to PFC is defined similarly. The
results shown in Fig. [D.2] are consistent with those in Fig.[4.5d|
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Figure D.1: Squared Frobenius norms of covariance matrix estimates, 9 ¢, for all factors f =
1,...,10. Notice that the amplitudes of the top four factors dominate the others.
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Figure D.2: Information flow by partial R? for the top three factors. In this figure, we
characterize dynamic information flow in terms of partial R>. We show dynamic information flow
from V4 — PFC (blue) and PFC — V4 (orange). The results in the first panel are consistent
with those in the first panel of Fig.
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Appendix E
Appendix for Chapter 5

E.1 A Note on the Hilbert Transform

Let Z, = X, +1Y; be the output of a complex signal that has been filtered in a band (wy— 9, wp+9).
Here X, and Y; are real. Suppose we observe X;. The problem is to recover Z;, which is possible
when 0 is sufficiently small. The Hilbert transform operates on X; to produce Y; according to the

following:
1
X
Yt:/ —du.
o m(t—u)

This formula is given in numerous available sources. Its derivation can be made concise, as
follows.

Note first that the Fourier transform of Z;, which we write as F (7, ), is concentrated around wy
and the transform of its complex conjugate F(Z,) is concentrated around —w,. From the general
relations

1 —
Xt - §(Zt + Zt)

—i _
Y, = 7(Zt — Z)

we have the Fourier transforms

F(X) = 5(F(2) + F(Z))

FV) = 5 (F(2) = F(2)).

We write F(X;) and F(Y;) as functions of a real frequency w in the form F(X;)[w] and F(Y})[w].
Because F(X;) and F(Y;) are concentrated around wy and —wy, when we multiply F(X;)[w] by
(—i sgn(w)) we get

(= sgn(w)) F(Xo) [w] = F (Vi) [w]
where sgn(w) is the sign of w. As a result, the convolution X; * F~!(—isgn(wy)) satisfies

X, * F 1 (—isgn(w)) =Y.
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Plugging the formula for F~!(—i sgn(wy)) (a standard example in texts on Fourier transforms)
into the definition of convolution produces the integral appearing above, giving the Hilbert
transform of X;. The resulting Z; is called the analytic signal.

E.2 Theorems and Proofs

E.2.1 Proof of Theorem

We first provide a fuller statement of the theorem we are trying to prove. To start, we recall some
preliminaries - see (Barndorff-Nielsen, 2014) for additional details. An exponential family is a
family of distributions D such that, for every distribution P € D, we can represent the density of
P in the following form:

k
pe(m) = a(0)b(z) exp (Z Hiti(x))

For some 6 € R* and sufficient statistics {;(z)}. For any exponential family D and choice
of sufficient statistics {t;(x)} (collectively ¢(x)) let ©p; = {6 € RY| [ p?(x)dx < oo}. Let P?
denote the distribution corresponding to the density p?. If D is an exponential family and there
exists some choice of statistics {t;(x)} inducing densities p’(x) for which D = {P’|0 € ©p,}
then we say that D is full. ©p, is called a parameter space of D. We say that Op; is linearly
dependent if we can express some entry 6; as a linear combination of other entries in 6 for all
8 € Op,. If ©p, is linearly independent, then the statistics ¢;(x) are minimal sufficient statistics
(see Barndorff-Nielsen (2014)). Finally, if there exist statistics {t;(z)} for which ©p, is an open
set of R?, then we say that the family D is regular.

Now, we define the following families. Denote by D; the full family of distributions given
by densities {p"*|(u, ) € N;} where p** is the 2d-dimensional normal density and N; =
{(1, D)| [, p*(x)dz < oo, symmetric} and by (11, ¥) € R +2¢ we mean a vector containing
all of the entries in p, .. D; consists of all distributions which can be written as C' N (m, ", C') by
the definition of the complex normal distribution.

Further, by D, denote the full family of distributions given by the densities {p**|(, ) € Ny}
where p** is once again the 2d-dimensional normal distribution but this time:

No = {(u, %) /p“’z(x)dx < o00,% € S}

Where S is the set of 2d x 2d matrices > € S which can be written as:

- [s

Where A € R¥? is a symmetric matrix and B € R?*? is an anti-symmetric matrix (i.e.
B = —BT). From Picinbono (1996), we have that for a random variable X ~ CN(m,T,0),
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we can say that >y = %%eF, Y1 = %JmF, Yo = %Jmf, Yoo = %S{eF. Therefore, for
X ~ CN(m,I',0) it follows that > must have the form of the matrices in S. Hence, D; is
equivalent to the set of distributions expressible as C'N(m, I, 0) - the proper case.

Finally, denote by Dj the full family of distributions D3 = {p"*|(0,X) € N,}. This is the
circularly symmetric case.

Before stating the theorem, we first define some statistics which will be necessary in the
statement of the theorem. Let S;(z) = (fRex,TJmz); for 1 < ¢ < 2d. Let let T;;(z) =
(Rex, Jmzx);(Rex, Imz);. Let S(x) = [Si(z)]l < ¢ < 2d| denote a vector concatenating
all of the statistics S;(z), and likewise define 7'(z) = [1};(z)|1 < i < j < 2d]. Let ¢(x) =
Concat[T'(z), S(z)] denote the statistic created by concatenating 7" and S. Further, let 7" (x);; =
Rex;Rex; + Imz;Jmz; (1 < i < j < d)and T?(z);; = Rex;Imz; — TJma;Rex; (1 < i <
j < d). Define T'(z) and T?(z) analogously to above. Let ¢/(z) = Concat[T}, Ty, S| and
¢"(x) = Concat[T}, T] We can now state the theorem:

Theorem E.2.1. Dy, Dy, D are all full, regular exponential exponential families. Then, ¢(x) is
a minimal sufficient statistic for Dy, ¢'(x) is a minimal sufficient statistic for Dy and ¢" () is a
minimal sufficient statistic for Ds.

Proof. D; is known to be full and regular (Barndorff-Nielsen, 2014). All that remains for D; is to
show that ¢(z) is a minimal sufficient statistic.

Letting z = (Rex, Imz) for X = x can write the normal PDF:

1 -1
P7le) = e (=T )
-1 1
X exp (TZTE_IZ + 'y — §,uT,u>

-1 1
X exp (7 Tr (Z_IZZT) + 'y — §MTM>

X exp (%1 Z 2 (E_l ©) ZZT>ij — % Z (2_1 ® zzT)Z_ +putetz — %MTM)

1<J %

It is therefore clear that without any constraints on y, 3, the statistics S(X); = z; (for 1 < i < 2d)
and T'(X);; = (227),;; (for 1 < i < j < 2d) which together form ¢ are minimal sufficient.

Now, consider the case that C' = 0, corresponding to the family Ds. From [Picinbono| (1996),
we have that Xy; = 19Rel, X1p = ZLImI, 8y = 1ImI, 8gp = LRel. Therefore, ¥ is of the the
form specified in lemma|E.2.5] and so X! is as well. In particular, we can write X! as:

L[4 B
> _[—BA
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Let z; = ReX and 2o = Jm.X. We can then rewrite the density above as follows:

() ( SUT(ESAEE I ol (4 g]@zglwz—lz)

1< 7
—1
= exp <7 <Z 2(14 ® 212?)1']' + Z 2(14 ® Zgzg)ij + 2 Z(B ® leg)ij>
1<j 1<j ij

1
—3 D Al 42 + MT212>

—1
= exp <7 <Z (A® 212 ”JFZ (A® 2z U+ZA”z +Zz+d))

1<J 1<J

Y (BOzz )i+ MTE_IZ>

ij

:exp< <Z2 (A® (z12] + 2223 )i —|—ZA“ 2 —|—zl+d)>

1<]

B (T — s+ lez>

1<j

The fourth line follows from observing that B = —B” (one consequence of which is that
B = 0). We can now see that the statistics S(X) as defined above along with T};(X) =
ReX;ReX; + ImX;JmX; (for i < j) and T (X) = ReX;,TmX; — ImX;ReX; (for i < j)
which together form ¢’ are minimal sufficient statistics.

Now, we must show that D, is full and regular. Let p? (z) o exp(¢/(z)7¢’') where ¢ €
R +24 To show that D, is full, we need to show that there doesn’t exist any #' such that
[ exp(¢/(2)T0')dz < oo but p” (x) does not correspond to any distribution in D,. Assume
towards a contradiction that such a #’ existed. Then, using the derivation above, it is easy to see that
we could construct a symmetric A, an antisymmetric B, and vector 4 such that p*>(x) = p? ().
The fact that f p” (z)dz < oo implies that [ p**(z)dz < oo, so by construction of Dy, we
know that p**(z) corresponds to a distribution in D, and so therefore p? () corresponds to a
distribution in D; which is a contradiction. Hence, all integrable p? () correspond to a distribution
in D, and so D, is full.

Now we want to show that D, is regular. In particular, we need to show that the set ©' =
(0] [ p” (x)dx < oo} is open in R¥ 21, Recall that D, is regular. We can see that D, is the set
of drstrrbutrons with integrable densities p’(z) o< exp(¢(x)76) where § € R24(2d+1)/2+2d [ et
© = {0| [ p’(x)dzx < co}. Because D; is regular, © is an open subset of de 2d+1)/2+2d,

Since D, C Dy, for every ' € €, there exists a § € O such that p’ (z) = p’(z). In
particular, there exists a map from ¢’ to @ for which p? (v) = p’(x). I claim that this map
is a linear map; in other words, there exists some matrix M € R(@+2d)x(2d(2d+1)/2+2d) gycp
that if & = M7T# then p’(z) = p”(z). To see that this claim holds true, just note that the
sufficient statistics for D, are linear combinations of the sufficient statistics in D'. For instance,
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Ti(x) = RexQRex; + ImaImr; = Ti5(x) + Tipajra(r); other equalities can be shown for
the remaining statistics. In particular, this means that there exists some matrix M such that
¢'(x) = Me(x). Then, simply note that p? (z) o exp(¢/'(z)70') = exp(M¢(x))T¢) =
exp((¢(x))TMO') < pM? (). Hence M is a linear map as described.

Assume towards a contradiction that ©’ is not an open set in R +2d, Then, there exists
some point #' € ©' such that for every e there exists another point w € R¥+2d guch that
w ¢ O but ||lw—¢||2 < e. Because w ¢ ©’, this implies that Mw ¢ ©. However, note that
[[MTw — MTO||y = |[|MT(w —0")||s < ||M]]2]]w — 0'||2 < ||M]|2¢. Since € is arbitrary, our
statement would seem to imply that we can find an M w arbitrarily close to § € © such Mw ¢ ©.
However, this is a contradiction of our assumption that © is an open set. Therefore, ©’ must be an
open set and so Ds is regular.

Finally, we want to show the same properties about Ds. In this scenario,;r = 0 so we have

px(x) o< exp (%1 (Z 2040 (2121 +223))ij + Z A2 + Zi2+d))

1<J 7

Y (BO (2125 —22]))i + MTE_lZ)

1<jg

—1
= exp (7 (Z 240 (n2] +22))y+ Y Aalz + Z?+d))

1<j )

> (Bo (2125 — 2221T))z‘j)
i<j

And so the statistics 7" (X) and T2(X ), which together form ¢”(x) are minimal sufficient.
The same strategy as applied above can be used to show that D5 is full and regular. ]

E.2.2 The Multivariate Generalized Von Mises Distribution

The multivariate Generalized von Mises (mGvM) distribution generalizes the Torus Graphs
distribution by containing second moment terms such as (cos ©;)?, (sin ©;)? and (cos ©;)(sin ©;)
(Navarro et al.,[2017). The definition of the distribution is given below:

Definition E.2.2 (Multivariate Generalized Von-Mises (mGvM) Distribution). We say that a
random vector Oy : Q — [0,27)? is distributed multivariate generalized von-Mises ©; ~
mGuM (v, 1) for a 2d-dimensional vector v and 2d x 2d symmetric matrix v if the following

holds:
T
7 |cosf cos cos
pe(f) o exp (V {sin 9] + {Sin 0] v Lin 9})
By constraining the parameters on the mGvM distribution, we can achieve a TG distribution:
Lemma E.2.3 (Relation between mGvM and TG distributions). If © ~ mGuM (v,v) and

Vi = VYitagiva for 1 < i < d, and further 1; ;14 = 0 for 1 < i < d, then © ~ TG(n) for
Nij = 2[Vijs Yijrds Vivdjs Vivdjra)” and ni; = Vi, Vigd).
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Proof. Assume that © ~ mGuvM (v, 1)) for the conditions stated in the lemma. Then:
cos 0/ cosf]’  [cosf
T
pe(0) o exp (V {sin 9] * {sin 9} v {sin 9})

cos 0; .
= exp (Z Vi Viya] Lin Qi] + Z((cos 0:)*si + (sin 0;)* i qiva)+
Z (1/@» cos 0; cos 0; + 1; j1.q cos 0; sin 0+
i#]

¢i+d,j sin #; cos 9j + @Di—l—d,j-&-d sin 6; sin @))

cos 6,
—en (X [ v [Snp] + >
cos 0; cos 0;
cos 0; sin 0;
sin 0; cos 0;
sin 0; sin 0,

—l—ZQ[%‘j Vijrd Vird; Vivdjrd]

i<j

cos 0; cos 0;
cos 0; cos §; sin 0;

X exp (Z [z/l- de] |:SiIl 9i:| + Z: 2 [wij Vijrd Vitd, ¢i+d,j+d] sin 6; cos ‘9; )
7 sin 91 sin 0]‘

cos 0; cos 0,

_ ex Z 7 |cosb; N Z cos 0; sin 0,
X : i sin g, - "ij | gin 0; cos 0;
7 i<j

sin 0; sin 6;

Where the final line has the form of the TG distribution, with the values of 7 given in the
lemma. 0

Further, by conditioning the angles of the CN distribution on the amplitudes, we achieve an
mGvVM distribution for any parameterization of the normal distribution:
Lemma E.2.4 (Complex Normal and mGvM). Assume X ~ CN(m,I',C). By definition, there
exists (1, 3 such that (ReX,ImX) ~ N(u,X). Let ©; = arg X; denote the angle of X, and let

R; = | X;| denote the magnitude of X;. Then: ©|R = r ~ mGuM (v,v) where v = [;] Ot

T
and p = Y1 © H m .

Proof. Let Z = (ReX,ImX). By change of variables, note that
pz(ricosby,...,rgco80q, 1806y, ..., rysinby) Hri = po.r(f,r)
Then:
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p@,R<0, 7")
pr(r)

—_1 r ® cosf r ® cosf _ T
o exp 2 r®sind r®sind H
1 r®cost $-1 r® cosl
2 |r®sinf r®sind
B cos 0" cos 16 ] [r]1"\ [cosé
— P lsing sin 0 r| |r sin 6
B 7 |cosd cos0]" | [cosd
P ging sin 0 sin 6

For the values of v, ¢ given in the lemma. ]

po|r(0]r) = X po.r(f,1) < pz(ricosby,... ,rqcosb4,r1sinby, ... rasinby)

T@COSQ:| $-1

o exp [r ®sinf

E.2.3 Proof of Theorem 5.4.2]
Proof. Note that (ReX, JmX) ~ N(u,X). By theorem[E.2.4]

O|R =r ~ mGuM (v, ¢) = mGvM (M © (27 ), _712—1 m m T)

If ¢;; = ¢i+d i+d and ©; ;14 = 0, then lemma applies and the corollary follows. By
construction, ;' = X Jrld irq and X7 11+ 4 = 0, and hence

—1 ] [r]" —1
wii — <—2_1 { :| |: :| > = —TZ'TZ'E;Z-I
2 r|{|r - 2
—1 —1__1(r| |7 T
= TTzrzEerld itd = <72 ! {r} {r} ) = Vitd,i+d
itd,itd

—1 r||r T -1
Viivd = <721 Lo} [r] > =5 irdSi s i+a=20
iyitd

which meets the requirement. ]

E.2.4 Structure of Proper Matrices

We need the following auxiliary result for the proof of theorem that propriety of the CN
distribution induces constraints on the conditional TG distribution.

125



Lemma E.2.5. Assume W is a 2d x 2d symmetric matrix such that, for a partition W =
[Wn Wiz

WL Wy
Assume that inverses of each block of W (that is, W1_11 and W1_21 ) exist. Then, W~ has the same
formy; that is, it is a symmetric matrix for which (W =1)15 = —(W =YL, and (W=1);; = (W 1)g

A B .
B A] . Using the block-

matrix inversion formula which leverages the Schur complement of a matrix (see |[Zhang (2000)),
I can write:

], we have that W15 is antisymmetric (i.e. Wiy = —Wf; ) and that W11 = Wha.

Proof. Let W be a symmetric matrix that can be written as W =

Wl — (A— BA7Y(—B))™! —(A—BA™Y(-B))"'BA™!
- |-AY(-B)(A-BA'(-B))t A '+ A (-B)(A—-BA(-B))'BA™!
B (A+ BA™'B)™! —(A+BA™'B)"'BA™!
 |AT'B(A+BAT'B)! AT'—A'B(A+ BA'B)"'BA™!
There are two important aspects of this expression to note. First, the upper right and lower left
blocks are antisymmetric (in other words, that W, , = =Wl ,, for1 <i <d,1 < j < d):

—(A+BA'B)'BA = —(A+ BA'B) Y (AB™H)™!
—((AB™HY(A+BA'B)) ' = —-(AB'A+ B)!
— [(A+BA'B)'BA' )" = [-(AB'A+ B) YT
= [-(AB7'A+ B)"]7! = [-(A(B")'A+ B!
=(AB'A+B)'=(A+BA'B)'BA™!

Further, I claim that the top left and bottom right blocks of A~" are equal (that A;; t=AY td
for1 <i<d,1 <7 <d). To see this, note that:

At~ AT'B(A+ BAT'B)'BA™!

=AY (A+ BA'B)(A+ BAT'B)"' — A"'B(A+ BAT'B) 'BA™!
=([+A'BA'B)(A+BA'B)' — A'B(A+ BA'B)"'BA™!
=(A+BA'B) ' +A'BA'B(A+ BA'B)"' —A"'B(A+ BA'B)"'BA™!

Therefore, the desired condition is met if A-'BA™'B(A + BA™'B)™! = A™'B(A +
BA7'B)"'!BA~L. To show that this is the case, note that:

AT'BAT'B(A+ BA'B)' = (B'AB'A) 1 (A+ BA'B)!
= ((A+ BA~ lB)B”AB”AY1
(AB 'AB7'A+ A)!

A'B(A+ BA'B)'BA™ = (BT'A) N (A+ BAT'B) {(ABT1) !
= (AB™Y(A+ BA~ 1B)(B*1A))*1
= (AB'AB'A + A)!
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Therefore, W ~! has the desired form. ]

We also need this auxiliary result relating the parametrization of the TG distribution 7'G(7) to
the parametrization 7'G (1)(¢)) as specified in equations [5.2and
Lemma E.2.6. Assume © ~ TG(n). Then, © ~ TG2(¢) for ¢; = m;, ¢ij = 3[(mi)" +
()", = (mis)* + (mig)®, (i)' = (m3)*s (i) + (135)°), where (;)* denotes the kth component
of 1ij-

Proof. From basic properties of trig functions:

cos(6; — ;) cos 6; cos b, cos(6; + 6;) + cos(0; — 0;)
7 |sin(¢; —0;)| 7 |[cosb;sin€;| 1 5 |sin(6; +6;) —sin(0; — ;)
& cos(0; +60;)| i | sin 0; cos 0;1 2" | sin(6; + 6;) + sin(6; — 0;)
sin(6; + 6,) sin 6; sin 6, cos(6; — 0;) — cos(0; + 6;)

1

— ¢ij = 2[(%) + (i)Y = ig)* 4 0i3)*, (i) = (i)™, (mi)* + (m35)°)

The proof then follows by comparing the PDFs. O]

E.2.5 Proof of Theorem

Proof. Let ¥ = Cov((ReX,ImX), (ReX,ImX)). From (Picinbono, |1996), we have that
Y11 = %%ef, Yo = Z0ml, Yy = %3mF, Yoo = %9%1“. Therefore, > is of the the form
specified in lemma and so 7! is as well. Note that ¥~! meets the conditions of theorem
since (Y71 = (X Yitaira and (X700 = (7Y ias = 0 (the second fact follows
from the observation that the diagonal of any antisymmetric matrix must be zero to achieve

antisymmetry). Therefore, O|R = r ~ TG(n) where n;; = Strir;[S; ], 57 jl+d, Eljd], Ewldﬁd]
Therefore:

()" + (i)*, = (i) + (i), (i)' = (0i)", (063)* + (05)°)]

—1
(77%‘7’]') [2(571)i5, —2(57 )i 44, 0, 0]

ij

[\3|>—t[\3|>—~

Which is exactly the form desired (i.e. (¢;;)® = (¢;)* = 0). Note then that all parameters are
zero except for those on terms of the form cos(¢; — ;) and sin(#; — 6;). Clearly, these terms are
invariant to a circular shift since (6, + €) — (6; + €) = 0, — 0, for all e. Therefore, © is circularly
symmetric. U

E.2.6 Proof of Corollary

Proof. We have the same setup as in theorem [5.4.3| so ¢;; has the same form. In addition, from
theorem we have n; = r;[(X '), (X7 1)s4.q) and from lemma n; = ¢; so therefore
since p1 = E[(ReX,ImX)] = 0 we have ¢; = 0 in addition. O
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E.3 Fitting Procedure for Latent Variable Model

As discussed in the text, the model we aim to fit is the following:

Z(” NCN(O, )
ﬁr‘Z?gn (n),r
) ~ CN(0, )

To alleviate identifiability issues in the estimation of I', we constrain (37)* 3" = 1 and further
that Jm(/3]) = 0 where ] denotes the first element of 3”. The likelihood function for this model

is the following:

L(O: 2}, =) = ] LR T BT
- 1 (n) (n)\H (n) (n)
L (@™ ) ) gt >>] }
TH |:7TR( ) det(n")

We use expectation-maximization to fit the model. First, we define auxiliary variables L(t) €
CRXR7 W(t) c CRXR’ V(n)(t) c Chx1

INH (=187 & _ -

L0 = {Ef I
177
W(t) = (D7H(t) + L)~
[V(") (t)]r — (/6T)H(77T)_1:B(n)’r
W 1) = W V()
We note that ZM|X ™ ~ CN(W (t)V™(t),W(t)). We then compute the following “Q”
function:

o Z { —IndetT" + Z (—Indetn,) — Te(T*(W(t) + M(”)(M("))H))

30| = ) a0 )

(2™ () LB — (B ()BT (W (8) + ™)

Note that since the model’s parameters are complex-valued, we must use Wirtinger calculus
to take derivatives (see Adali et al.|(2011) for an introduction to Wirtinger calculus). By taking
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derivatives according to the Wirtinger calculus and setting them equal to zero, we achieve the
following update steps:

l (e — @Y7+ 1) (S (1))

- Mmt 1)@ 4 B+ 1B+ D) (W (8) + 1 (™ (8)) 1, (1)

To satisfy the constraints (37)%(3") = 1 and Jmf3] = 0, we renormalize 3" at the end of each
iteration and multiply it by a complex scalar of norm one such that Jm3" = 0. We then apply the
opposite transformation to the appropriate column/row of I'. This transformation will not change
the marginal likelihood L(#; X'), which is the objective for EM.

E.4 Table of Examples Comparing PLV, Amplitude Correla-
tion, and Complex Correlation
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Explanation

Setting

Result

PLV, amplitude covariance
and complex means are zero,
but complex covariance is nonzero

Another example in which
PLV, amplitude covariance
and complex means are zero,
but complex covariance is nonzero

PLYV, and amplitude covariance
are zero, but complex means
and complex covariance are nonzero

PLV, amplitude covariance
are complex covariance are zero
but complex means are nonzero

@1, @2 ~ Umf((), 271')
Rl = @2
RQ - @1

@1, @2 ~ Umf(O, 271')
R, =06, 4+ 6, mod 27
RQ = @1 — @2 mod 27

@17@2 ~ Umf((), 271')
R, =0, +0,
R2 = @1 - @2 -+ 21

@1, @2 ~ Umf(O, 271')
Rl = @1
RQ = @2

PLV(©1,02) =0
COU(Rl,RQ) =0
EXi=FEXy=0
|Cov(X1, X35)| >0

|PCov(Xy, Xs)| > 0

PLV(0,,0,) =0
COU(Rl,RQ) =0
EX1 - EXQ == 0
|Cov(X1, X5)| >0

PLV(©1,02) =0
COU(Rl,RQ) =0
EX1#0, EX,#0
|Cov(X1, X35)| >0

PLV(01,0,) =0
COU(Rl,RQ) =0
EX, #0, EXo#0
|Cov(X1, X5)| =0
|PCO’U(X1,X2)| =0

Table E.1: Examples of various ways in which complex covariance and means can capture
associations not captured by PLV or amplitude correlation. In all cases, assume that variables are
independent unless otherwise stated. We define X; = R exp(i©;) and X3 = Ry exp(iOs).
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