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Abstract

The main application motivating this thesis is the design of a high-speed crystal growth

process, called the Horizontal Ribbon Growth (HRG), that can reduce the costs of manu-

facturing silicon wafers by 50%. Silicon wafers serve as the primary photovoltaic material

for solar cells, therefore, innovations in HRG can make solar energy more affordable for

everybody.

The main challenge with HRG is that stable operating conditions for the process are not

very well known. In addition, the process is not economically viable due to low production

speeds. To add to this, current models of crystal growth cannot predict the limitations in

production speed. Without a predictive model, it is not possible to diagnose the limitations

of the HRG process.

The main goal of this thesis is to develop models that can predict limitations to the HRG

process. As we do so, we build on a wider set of mathematical tools, which can be used to

model other kinds of solidification processes, like crystal growth and droplet freezing, as

well.

To find the stable operating conditions, we develop a parametric free energy formula-

tion and use Weierstrass’ variational theory to analyze stable ribbon growth configurations

under static conditions. The parametric formulation allows us to find multivalued menis-

cus shapes which are currently not known in the crystal growth field. The stability of the

meniscus shapes is analyzed using second order variation to the free energy. The systems

exhibits saddle node bifurcations and shows no solution for the meniscus in the horizontal

ribbon configuration. The range of stable operating conditions is plotted as a function of

pull angle and melt height. We also perform a simple proof of concept “kitchen” experi-

ment to illustrate the instability of the HRG configuration.

A novel numerical algorithm based on energy conservation is developed to model the
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heat transfer and phase transition near non-smooth interfaces. The algorithm uses a con-

servative discretization scheme to simulate non-smooth interface motion, for e.g., in the

case of crystal growth. Simulation of the HRG process demonstrates the phenomena of

pull speed limitation observed in experiments. A series of simulation studies are per-

formed to quantify the effects of active cooling on the ribbons’ growth rate and thickness.

A linear scaling relationship between the limiting pull speed and the total heat removed is

derived empirically for a family of Gaussian cooling profiles. These scaling relationships

show that the intensity and spread of a cooling profile are directly tied to the growth rate

limit and the ribbon’s thickness, respectively.

Conservation laws are used to find constraints on the angles at the solid-liquid-gas triple

junction. Energy and mass conservation imply a 90◦ angle for the solid and liquid phase.

The problem of pull speed limitation is directly attributed to the perpendicular shape of

the solid-liquid interface. The perceived advantage of the HRG process with vertical heat

transfer is found not true. The experimental observations of a 55◦ facet angle are reconciled

with the theoretical 90◦ angle using a multiple-scale theory. A cellular automata simulation

algorithm is outlined to explain this point of view. Results from the simulations exhibit a

55◦ solid angle at the triple junction, in line with the multiple-scale theory. The formation

of a facet angle at the triple junction is shown to have a negative effect on the pull speed

limitation. Results also include the first simulation evidence for the formation of a dual

facet at the triple junction.
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Chapter 1

Why improve silicon wafer production?

1.1 Introduction

According to the Renewables 2021 Global Status Report [1], fossil fuels represent 80% of

the total energy consumption worldwide. Fossil fuels are limited in supply and unequally

distributed across the globe, which require complex supply chain networks to meet global

demand [2]. When these networks are disrupted, like during COVID-19 and the Russian

Ukrainian conflict of 2022, they can lead to concerns of energy security around the globe

[3, 4]. Moreover, burning fossil fuels releases carbon and greenhouse gases into the atmo-

sphere. The buildup of greenhouse gases in the atmosphere has caused climate change, a

trend that will worsen with more fossil fuel consumption [5].

Solving problems of energy security and climate change is a complex task. One approach

taken by countries like United States, China, India, Japan, Germany and many others is to

encourage the development of electricity generation using renewable energy. Renewable

energy sources like wind, solar, geothermal, etc. are abundant and can be found in some

capacity almost everywhere. They are also naturally replenishing and cause less environ-

mental damage. In the coming decades, renewable energy will play a key role in providing

security along with decarbonization of our energy systems [6].

Solar energy is the fastest growing renewable energy source—accounting for nearly half

of the new U.S. electric generating capacity in 2022 [7]. Figure 1.1 illustrates the growth of

solar capacity in U.S and the decrease in the cost of electricity generation due to innova-

tions in photovoltaics. The National Renewable Technology Laboratory (NREL) estimates

a 450 GW increase in U.S solar capacity by 2050 in the absence of any government lead
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1.2 DIRT IS NOT DIRT CHEAP

Figure 1.1: Left: Increase in solar capacity in the US. Right: Decrease in the cost of electric-

ity generated by solar. Source: Michael O’Sullivan, Senior VP, NextEra Energy Resources

climate initiative [8]. The estimates are double in the presence of government support. As

a point of comparison we note that a large coal plant provides about 1 GW per turbine-

generator pair. 90% of this demand is expected to come from silicon based photovoltaics.

To meet this demand, existing silicon wafer technology are not enough [9]. Faster and more

efficient processes are needed to ramp silicon wafer production to reach multi-gigawatt

scale.

1.2 Dirt is not dirt cheap

Silicon is the most abundant element on the Earth’s crust and can be found naturally as

oxidized sand (SiO2). The silicon-oxygen bond in SiO2 is broken using carbothermic reduc-

tion to obtain metallurgical grade silicon (MG-Si). MG-Si is further purified using chemical

methods to make it suitable for photovoltaic applications. The resulting product is poly-

crystalline silicon (poly-Si) and costs ∼$10/kg, which is 2 orders of magnitude higher than

the cost of sand ∼$0.05/kg. The process of converting sand to poly-Si is highly optimized

and provides little opportunity for innovations in cost reduction [10].

The next most significant cost in manufacturing solar panels comes from producing sili-

2
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1.2 DIRT IS NOT DIRT CHEAP

con wafers from poly-Si. Figure 1.2 provides a breakdown of the solar panel supply chain.

The poly-Si is melted in large furnaces and carefully solidified to produce mono-crystalline

silicon (mono-Si). This process is energy and labor intensive increasing the price of silicon

wafers to ∼$65/kg [11].

Figure 1.2: Breakdown of the solar panel supply chain.

Traditionally mono-Si is grown through the Czochralski process where silicon is solid-

ified into large log-like ingots. The mono-Si ingots are then squared and cut along the

length to make silicon wafers. The process of shaping and sawing produces significant

amount of material loss (up to 55% [12]). The material losses alone present an opportunity

to cut the cost of silicon wafers by half. In addition, the Czochralski is a batch process,

which makes it slow and labor intensive. This make the Czochralski process difficult to

scale-up to meet the global renewable energy demands.

In the next chapter we look at some proposed high-speed wafer production processes

that can avoid material losses due to sawing and also scale to meet the global demand

for silicon wafers. These processes have the potential to reduce the cost of silicon wafer

manufacturing, making solar energy more affordable for everyone.
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Chapter 2

Overview of the Ribbon Growth Process

2.1 Introduction

Silicon ribbon growth technology was conceptualized in the 1960s as an alternative to ingot

based crystal growth techniques such as the Czochralski or the Bridgman process [13, 14].

These ribbon growth processes were aimed at manufacturing thin single crystal silicon

sheets for applications in solar and semiconductor industries. Since there was no squaring

or wire sawing of ingots involved, these processes could reduce the cost of manufacturing

silicon wafers by 30-50% in material savings alone. The most successful of them were

the family of vertical ribbon growth (VRG) processes like the Edge-defined Film Growth

(EFG), the Dendritic Web Growth (WEB) and the String Ribbon Growth (SRG) process [15].

In a vertical ribbon growth process, sheets of single crystal are pulled from the melt in

the vertical direction with the aid of a shaper to maintain the meniscus shape and stability.

The sheets produced in this manner could be extracted continuously. They were 100-

200µm in thickness, and flexible due to the absence of mechanical sawing [16, 17, 18].

Despite their notable advantages, the vertical ribbon growth processes could not com-

mercially compete against the Czochralski process. This was partly due to their low pro-

duction speeds and difficulty in scaling up the process [19, 20]. Around the same time,

Horizontal Ribbon Growth (HRG) processes like the Ribbon Growth on Substrate (RGS),

Low Angle Silicon Sheet (LASS), and Melt quenching were also being developed [21]. The

belief was that a horizontal mode of withdrawing a sheet from the melt would allow for

an increase in latent heat removal from the solidification interface. This was coupled with

the notion that the longitudinal rate of crystal growth is faster than the rate of advance
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of the interface by a factor of cosec(θ) [22]. Figure 2.1 provides a schematic of the ideas

discussed. Theoretical estimates on the growth speeds of the horizontal ribbon growth

process predicted its throughput (m2/h) to be 40 times faster than the EFG process and 10

times faster than the Czochralski process for similar wafer dimensions [23, 24]. However,

these estimates were later proved false in experiments [25]. The disparity between theoret-

ical estimates and experimental results serves as the starting point for this research work.

in the next section, we look into the history of the HRG process.

Figure 2.1: The contrast in the heat transfer mechanism between vertical and horizontal

ribbon growth techniques as is currently known.

2.2 History of the Horizontal Ribbon Growth (HRG) Process

The HRG process was first invented by William Shockley [14] in 1962. The invention was

intended for reliably growing thin sheets of single crystal silicon to replace the traditional

batch process of slicing single crystal cylindrical ingots. The main idea of the process was

to crystallize a thin film of crystal on top of the melt by careful surface cooling and seeding

operation. The crystal would float on top of the melt due to buoyant forces and have

CHAPTER 2. OVERVIEW OF THE RIBBON GROWTH PROCESS
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minimum mechanical stress on the ribbon leading to fewer defects.

In 1969, Carl Bleil was the first to utilize Shockley’s idea to produce ice and germanium

ribbons by placing the heat sink directly in contact with the surface of the wedge [26, 27].

Bleil provided three conditions for the process to be viable: “(1) the new growth does not

adhere to the heat sink, (2) the seed does not melt away and (3) the new growth does

not become so thick that the crystal cannot be extracted from the crucible.” Despite his

success, the crystals produced exhibited many visible structural irregularities. As Bleil

suggested, these irregularities may be produced because of the difficulty in maintaining

and controlling a constant thermal heat flux, which arises due to the improper solid-solid

contact between the ribbon and the heat sink. To circumvent this, Bleil proposed to use a

water cooled plate for radiative cooling or a gaseous/liquid conductive medium.

Following Bleil, Kudo [28] proposed a new design for the HRG process by replacing the

heat sink with a gas cooling system above the melt. This enabled high speed growth of

crystals. In his patent Kudo mentions, “Bleil also suggests in another paper ‘soft’ cool-

ing through radiation only or by means of a gaseous medium or a liquid medium for the

purpose of realizing uniform crystal growth, but says nothing about how to increase the

rate of crystal growth. It is supposed that the crystal growth velocity of the Bleil patent is

about 3mm/min at the most [29].” The gas cooling system designed by Kudo provided

the necessary cooling required for latent heat extraction. Kudo claimed that this facilitated

growth speeds of up to 7mm/sec for monocrystalline ribbon and 14mm/sec for polycrys-

talline ribbon. Kudo also mentioned that the ribbons obtained were of a maximum length

of 2m, which suggests that the process was not being operated at steady state.

At the same time, John Zoutendyk at the Jet Propulsion Laboratory, provided theoretical

analysis of the heat flow for HRG under simplifying assumptions [30]. His heat transfer

model evaluated the geometries of the ribbon cross section for different cases of heat sinks.

Zoutendyk [31] was the first to develop an expression correlating the ribbon thickness,

pulling speed and the thermal gradients in the melt. A simplified interpretation of his

6
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equation (17) in [31], which can also be seen in fig. 2.2, can be written as,

ρLVpullt = Qtot, (2.1)

where ρ is the density, L is the latent heat of fusion, v is the pulling speed of the ribbon

from the furnace, and t is the thickness of the ribbon. Equation (2.1) equates the latent heat

released on the left hand side to the total heat (Qtot) removed from the system. It will be

useful to keep this equation in mind since it has lead to significant misconception in the

HRG literature [28, 27, 32, 33, 31, 34]. Based on equation (2.1), Zoutendyk recommends

pull speeds of 1cm/sec to make ribbons of 100 µm thickness.

Figure 2.2: The heat transfer model proposed by Zoutendyk. Zoutendyk arrives at the

given shape by equating the rate of ribbon growth with the heat flux in the vertical direc-

tion.

Glicksman and Voorhees [34] complemented Zoutendyk’s theoretical model by assum-

ing a parabolic shape for the ribbon wedge. The models provided by Zoutendyk and

Voorhes did not provide any pull speed limit for the ribbon. However, Voorhes pointed

out a singularity problem at the tip of the ribbon due to conflicting boundary conditions.

This singularity problem is also encountered by Helenbrook [35].

The issue of melt spill-over was first investigated by Rhodes et al. [36]. In particular, they

proposed to model the shape of the meniscus formed between the ribbon and the crucible

using the free energy of the system. This work would be later extended by Oliveros et al.

[37] and Noronha et al. [38]. They analyze the stability of the meniscus using a variational

formulation. Oliveros et al. [37] and Noronha et al. [38] discover what was observed by
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Kudo in his experimental operation—“the hydro-statically feasible configurations require

the meniscus to be ‘taller’ than the melt height, and that a ribbon be pulled at a slight angle

to provide stability.”

The concept of pulling ribbons at a slight angle to the horizontal is the main motivation

behind the Low Angle Silicon Sheet (LASS) process. The LASS process developed by Jew-

ett et al. [32] around 1979 was a modification of the HRG process. Of all publicly available

literature on HRG to date, LASS was the most successful in producing silicon ribbon with

continuous growth rates of about 7.5mm/sec. A few samples of the ribbons produced are

illustrated in fig. 2.3. The process operated at steady state and produced ribbons over 30m

in length with a ribbon width of 6.7cm and 0.5mm thickness. Jewett attributes the success

of his process to the design of the furnace and its operating procedure, both of which are

mentioned [39]. Jewett [40] also designed a jet cooling system which is comparable to the

design of Varian Semiconductors.

Daggolu et al. [41, 42, 43] established a multi-physics model on how fluid flow, heat

transfer and solute segregation interact in the HRG system. The key finding is that the

Marangoni convection influences the classical segregation profile, which concentrated un-

derneath the solid-liquid interface.

With the aim of commercializing the HRG process, Peter Kellerman [25] spearheaded

the Floating Silicon Method (FSM) at Varian Semiconductors. FSM was based on the theo-

retical models of Zoutendyk and Kudo which predicted the formation of a long triangular

wedge over the length of the crucible. Latent heat dissipation was thought to happen along

the entire length of the thin ribbon, which could lead to larger cooling area and thus high

production rates. In fact, based on (2.1) it was thought to be possible to produce thinner

ribbons with lower heat removal rates [44]. However, Kellerman’s experiments did not

match the theory. An intense amount of heat removal was required to produce sheets at

the low speed of 0.5 mm/sec. A pull speed limit was observed experimentally, beyond

which the ribbon would be pulled out of the furnace and the process would halt. This up-

8
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Figure 2.3: (left) The pull speed v.s. thickness data for the LASS process. We see that

the thickness of the sheet from the LASS process is comparable to the ones produced by

Kudo. However, the cooling provided in the LASS process was much more focused which

allowed for better results. (right) Two experimental samples from the LASS process with

aligned dentrites (top right) and random dentrites (bottom right).

per limit to the pull speed was documented for the first time in HRG literature and could

not be explained by any of the traditional heat transfer models known at that time. An ob-

servation from experiments at Varian was the formation of a {111} facet at the growth tip

of the crystal as shown in 2.4. The limitation to pull speed was attributed to the existence

of this facet since the triangular wedge model of Zoutendyk was no longer applicable. In-

terestingly, Ciszek [45] had already documented the effects of seed crystal orientation on

the facet angle at the growth tip in 1984.

In consultation with Varian Semiconductors, Helenbrook [33] proposed to incorporate

crystal growth dynamics in his model to simulate the flat facet at the solidification front.

Using initial conditions close to the faceted solution, his models converged and he was
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Figure 2.4: Side view of sheet pulled slowly from the furnace. Growth direction is to the

left. {111} facet is observed at the leading edge.

able to demonstrate pull speed limit in his simulations. In addition, Helenbrook [35] uses

his linear stability analysis to explain the formation of dendrites while operating HRG near

the pull speed limit.

Alison Greenlee [46] at MIT developed a heuristic heat transfer model for the faceted

edge consistent with Kellerman’s experimental observations. Her calculations estimated

that majority of the latent heat ( 70%) was dissipated to the liquid in front of the melt,

which help support the high growth rate of the ribbon. Furthermore, her model revealed

that it was not possible to make ribbons thinner than 200 microns to be used in solar appli-

cations. This instigated patents that involved remelting the solidifying ribbon in order to

accomplish desired thickness control [47, 44]. Alison Greenlee would later launch a startup

with Peter Kellerman, now called Leading Edge Equipment Technologies, and purchase

the intellectual property rights for FSM from Varian.

2.3 Challenges and thesis overview

Despite the proposed advantages, the HRG process faces three major challenges towards

successful commercialization. The first one is the problem of melt spilling over from cru-

cible during ribbon extraction [25]. Melt spill over leads to material loss, which increases

costs and disrupts the stable operation of the process. In addition, the full range of sta-

ble and unstable modes of the HRG process are not known. Chapter 3 uses Weierstrass’

variational theory to calculate stable operating ranges for ribbon growth processes.

10
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The second challenge is producing good quality silicon wafers at high production speed.

Currently, wafers produced using the HRG process are thick and do not meet industry

standards. On top of that, the economic viability of the process is highly dependant on

increasing the production speed of the process beyond a certain threshold limit. Experi-

ments show a strict limitation on the production speed, below the threshold limit. Current

models of crystal growth cannot explain the observed limitations in pull speed and thick-

ness. Chapter 4 develops a numerical model based on conservation laws to simulate the

observed limitations. Results from the simulations are used to develop inverse models for

scaling and control applications.

The third challenge is that the physics at the triple junction, which is also the first to

solidify point, is not well understood. A guided physical understanding can help to ex-

plain the experimental limitations, providing a mechanism to improve high-speed crystal

growth. In Chapter 5, we derive constraints imposed by conservation laws at the triple

junction. A cellular automata model is proposed to simulate the single and dual facet

shapes observed in experiments.

This thesis serves as a guidebook—with the history, current limitations, suggestions for

improvement—for silicon wafer production using the Horizontal Ribbon Growth process.

Moreover, the thesis builds on a wider set mathematical tools, which can be used to model

other kinds of solidification processes as well. The following chapters look at the three

major challenges and the proposed solutions in greater detail.
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Chapter 3

Weierstrass’ variational theory for analyzing

meniscus shape and stability

We use the method of free energy minimization to analyze static meniscus shapes for crys-

tal ribbon growth systems. To account for the possibility of multivalued curves as solu-

tions to the minimization problem, we choose a parametric representation of the meniscus

geometry. Using Weierstrass’ form of the Euler-Lagrange equation we derive analytical so-

lutions that provide explicit knowledge on the behavior of the meniscus shapes. Young’s

contact angle and Gibbs pinning conditions are analyzed and shown to be a consequence

of the energy minimization problem with variable end-points. For a given ribbon growth

configuration, we find that there exist multiple static menisci that satisfy the boundary

conditions. The stability of these solutions is analyzed using second order variations and

are found to exhibit saddle node bifurcations. We show that the arc length is a natural

representation of a meniscus geometry and provides the complete solution space, not ac-

cessible through the classical variational formulation. We provide a range of operating

conditions for hydro-statically feasible menisci and illustrate the transition from a stable

to spill-over configuration using a simple proof of concept experiment.

3.1 Introduction

These investigations, which have found their confirmation in striking agreement with careful ex-

periments, are among the most beautiful enrichments of natural science that we owe to the great

mathematician.
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— Carl Fredrich Gauss on Laplace’s theory of capillary action, which was later refined

by him into its modern variational form.

The Young-Laplace equation was developed by Thomas Young [48], who provided a qual-

itative theory for surface tension, and Pierre-Simon Laplace [49], who mathematically

formalized the relationship described by Young. This theory was later refined by Carl

Fredrich Gauss [50] using Bernoulli’s principle of virtual work. Using the fundamental

principles of dynamics, he derived the Young-Laplace equation and Young’s contact angle

condition from a single variational framework. He argued that the energy of a mechanical

system in equilibrium is unvaried under arbitrary virtual displacements consistent with

the constraints. This spirit of variational analysis is still used in practice to describe the

meniscus shape in interface problems.

The existence of a static meniscus plays a critical role in capillary-shaped ribbon growth

systems such as the Dendritic web growth [51], Edge-defined Film Growth [52], Low An-

gle Silicon Sheet growth [53], and the Horizontal Ribbon Growth process [37]. In these

processes, the ribbon shape is supported by the formation of a stable meniscus and grows

without touching any external surface like the crucible wall. This prevents the formation

of defects during solidification and allows for the formation of single crystal ribbons [20].

Figure 3.1 describes the schematic of a Horizontal Ribbon Growth (HRG) process which

will serve as an example to illustrate the application of our theory. A bath of molten sub-

strate is cooled from the top to form a thin ribbon of single crystal which is continuously

extracted. A narrow helium cooling jet is used to provide intense cooling for solidification

and keeps the starting point of the ribbon almost fixed for all feasible pull speeds [33]. A

seeding process takes place at the outlet while the melt is being continuously replenished

at the other end. Thin sheets of single crystal can be pulled at relatively high speeds due

to enhanced heat transfer with the surroundings [54]. This provides an advantage over

the present crystal growing methods, like the Czochralski process, where the sheets are

prepared by slicing a single crystal boule followed by tedious, time consuming grinding
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Figure 3.1: Schematic for a horizontal crystal ribbon growth process. The formation of a

meniscus at the end of the crucible is essential for steady state operation

and lapping operations which result in a large percentage of the original crystal being

wasted [14]. The weight of the ribbon is supported by the melt, which forms a meniscus

between the ribbon and the edge of the crucible, thereby reducing the mechanical stresses

on the crystal.

Several well known ribbon growth techniques can be characterized by the angle (β) at

which the ribbon is pulled from the melt as illustrated in Figure 3.2. For the case when

β = 90◦, the ribbon is pulled perpendicular to the surface of the melt and relates to the

family of vertical ribbon growth techniques such as the Edge-defined Film Growth (EFG),

and the Dendritic web (WEB) growth processes. In the EFG process, the role of the crucible

in the previous example is substituted by a melt-wettable die which provides a pinning

boundary for the meniscus. The die determines the shape of the meniscus and thus the

cross section of the growing crystal ribbon [55]. This makes it important to understand the

meniscus geometry in order to study its effect on crystal shape and quality.

Another family of ribbon growth methods, characterized by their low pull angles, are

the Low Angle Silicon Sheet (LASS) process, and the Horizontal Ribbon Growth (HRG)

process [56, 44]. These methods have the advantage of having a large solid-liquid inter-

facial area making it easier for the latent heat to dissipate and leading to higher produc-
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Figure 3.2: Characterization of the ribbon growth family based on pull angle (β)

tion speeds. However, two technical issues appear while operating these processes: the

ribbon freezing onto the crucible (down-growth) and the melt spilling-over the crucible

(spill-over) [28, 26, 25]. These two issues are directly related to the formation of a short or

unstable meniscus between the ribbon and the crucible edge [43, 42, 37].

The main objective of this paper is to analyze these instabilities of the meniscus for the

horizontal ribbon growth processes, while at the same time keeping the analysis general

enough to be extended to other problems of physical or engineering importance.

The meniscus profiles for HRG were first investigated by Rhodes et al. [36] around the

same time as Kudo [28] performed his first HRG experiments with silicon. They devel-

oped a mathematical model based on hydrostatics, to describe the shape of the meniscus

that must be formed between the ribbon and the crucible edge. They found that the hydro-

statically feasible configurations require the meniscus to be “taller” than the melt height,

and that the ribbon be pulled at a slight angle, which coincided with Kudo’s experimen-

tal operation. In 2012, Daggolu et al. [43, 42, 41] constructed a thermal-capillary model

describing the interaction between fluid flow and heat transfer in a HRG system. In their

results they captured the critical nonlinearities in the system, such as the existence of multi-

ple steady states for a given pulling speed. The problems of melt spilling over and freezing

to the crucible were assessed by doing a sensitivity analysis on the length of the meniscus

as a function of melt height and pull angle [42]. Multiplicity of steady states with respect to

pull speeds have also been observed in the case of EFG process [57, 58]. This multiplicity is
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manifested as two states of the ribbon thickness for the same pull speed but with different

failure limits [59].

Classical variational analysis has proven useful in the study of meniscus stability for

capillary based processes. For the Czochralski process, Mika and Uelhoff [60] used free

energy minimization along with the concepts of variational calculus to numerically de-

termine instability conditions for the meniscus. Mazuruk and Volz [61, 62] addressed the

static stability problem for the Bridgman process using numerical simulations to calculate

the sign of the second order variations for the governing free energy formulation. Using

the observation that the angle between the crystal and the melt should converge towards a

constant value, 11◦ for the case of silicon, Surek [63] developed a theory for shape stability

in capillary shaped crystal growth systems based on deviations from this angle. Dynamic

and static stability was numerically addressed by Tatartchenko [64] using Lyapunov based

techniques and variational principles.

Outside the area of crystal growth, variational principles have been used to prove the

existence and stability of menisci shapes for different capillary geometries [65]. A similar

approach has been used by Pitts [66] and Vogel [67] to study the shape of liquid pendant

drops and identify regions of stability before the drop breaks. Soligno et al. [68] imple-

mented a numerical method to minimize thermodynamic potential function and calculate

the interface shape of liquids for various wall geometries. Lawal and Brown [69, 70] used

polar coordinates in their variational formulation to obtain multiple critical solutions for

their drop geometries on an inclined surface. They observed that for a fixed Bond number,

axisymmetric sessile shapes on horizontal surfaces lose stability at a drop volume that cor-

responds to a point of bifurcation into a family of asymmetric shapes. As we shall see in

Section 3.6, the ribbon growth configuration also admits a point of bifurcation into stable

and unstable families of menisci.

Very recently Oliveros et al. [37] used the classical variational approach to find existence

and stability conditions for menisci in a HRG process. The analysis showed that stationary
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menisci arising as solutions to the classical Euler-Lagrange equation were stable as long

as the solution satisfied the existence conditions. Due to the well known complexity and

non-linearity of the ribbon growth systems, we were left with the question of whether or

not the system had any unstable configurations that can’t be captured by the traditional

variational tools. In Weierstrass’ variational theory this limitation is overcome by formu-

lating the geometry of the meniscus in parametric form [71]. This approach allows for

the possibility to find stationary curves described by multi-valued functions (Figure 3.3),

which help expand the solution space. We refer the readers to Oliveros [72] for further

details on the development of the theory.

It is important to note that heat transfer and fluid flow also play a critical role in capillary

shaped crystal growth processes [73, 74]. However here we decouple these phenomena

and focus only on the static stability of the meniscus in absence of heat transfer. In doing

so, we are able to provide explanations to phenomena like multiplicity of steady states as

observed in the EFG and HRG processes [42, 57] and the existence of destabilizing multi-

valued menisci in crystal growth systems [75, 76], among others, using a first principles

approach.

3.2 Problem Statement

The free energy (∆U ) of the three phase system consisting of a rigid fixed ribbon, a gas

and a liquid bounded by the interface x = x(y), as seen in Figure 3.3, is given by the

expression [37]:

∆U =

∫ H

0
−∆P xdy + γ

√
1 + x′dy =

∫ H

0
F (x, y, x′)dy. (3.1)

The right-hand side is divided into two terms. The first term represents the potential en-

ergy due to hydrostatic pressure (∆P ). The second term represents the free surface energy

of the interface due to surface tension (γ). H is the maximum height of the meniscus

and corresponds to the length of integration in the vertical direction in the Cartesian co-
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ordinate system. The Euler-Lagrange equation for the variational problem that results

from minimizing the free energy gives the Young-Laplace equation:

∆P + γ
x′′

(1 + x′2)3/2
= 0. (3.2)

Analytic solutions have been developed for the Young-Laplace equation (3.2) in 2 and 3

dimensions using Legendre elliptic functions [37, 77]. However, in some cases the solution

to geometric problems that use the classical variational formulation cannot be described

by functions of the form x = x(y) in a Cartesian coordinate system. For example, the

multi-valued meniscus of a non-wetting sessile drop on an incline plane cannot be de-

scribed using single-valued functions [78, 70]. A similar problem exists in describing the

full spectrum of minimum energy curves for ribbon growth systems. The stationary curves

arising from free energy minimization are often multi-valued and therefore require a less

restricting and more “natural” representation. By choosing the arc length as a parametric

variable, we see the emergence of a natural representation of the meniscus shape which

allows us to find the complete solution space. These interface curves are also shown to

share similarities with the family of Euler’s elastic curves.

3.3 Free energy reformulation in parametric form

Instead of denoting the interface in a Cartesian frame as y = y(x) or x = x(y), we represent

them in parametric form x(s), y(s). The parameter s is chosen such that x(s) and y(s) come

out as single valued functions with respect to the parameter. The reformulated free energy

expression with respect to the parameter s is

∆U =

∫ st

0
−∆P xy′ds+ γ

√
x′ + y′ds =

∫ st

0
g(x, y, x′, y′)ds, (3.3)

where st is the total length of integration. The first term accounts for the hydro-static

energy of the system. Due to the presence of gravity, the pressure in the liquid is given as

a function of height, ∆P = ρgr(h − y), where ρ is the density of the liquid and gr is the
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Figure 3.3: (left) Stationary curves arising from the solution of the classical Euler-Lagrange

equation yield single valued functions of the type x(y). (right) Weierstrass’ variational ap-

proach expand the solution space to account for multi-valued stationary curves, described

by curves of the type x(s) and y(s).

acceleration due to gravity. The second term represents the surface energy of the interface

due to interfacial tension γ.

In performing this transformation, the value of ∆U must remain invariant for any type

of parametric form chosen for x and y. Weierstrass showed that the necessary and suf-

ficient condition for the invariance of ∆U is that the function g be homogeneous and of

degree one in the variables x′ and y′ [71, p. 118], i.e.

g(x, y, kx′, ky′) = kg(x, y, x′, y′), (3.4)

where the prime represents differentiation with respect to s. From this homogeneity con-

dition, there follow several relationships between the partial derivatives of G, which are

useful in constructing the expressions for the first and second variation of ∆U .

Non-dimensionalizing length scales with respect to the capillary length, λc =
√
γ/(ρgr)

yields,
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U(X,Y ) =

∫ St

0
(Y −H)XY ′dS +

√
X ′ + Y ′dS

=

∫ St

0
G(X,Y,X ′, Y ′)dS,

where ∆U = γλc U , x = λcX, y = λcY, st = λcSt and h = λcH . The homogeneity condition

is not affected by non-dimensionalization.

3.4 Stationary curves via the first variation

The objective is to find conditions on the stationary curves X(S), Y (S) that set the first

variation of U to zero. This exercise leads to the well known Young-Laplace equation in

parametric form. However, we briefly provide some important steps in the derivation as

they will be useful in developing the forthcoming stability analysis.

Let ϵ ξ(S) and ϵ η(S) be small perturbations to the curvesX(S) and Y (S), with ϵ as small

as desired. The end points on the curve are kept fixed i.e. ξ and η are taken to be zero at

the end points. The energy of this neighbouring curve is given by

U(X + ϵ ξ, Y + ϵ η) =

∫ St

0
G(X + ϵ ξ, Y + ϵ η,X ′ + ϵ ξ′, Y ′ + ϵ η′)dS.

Applying Taylor’s formula to the integrand, we obtain that

U(X + ϵ ξ, Y + ϵ η) = U(X,Y ) + ϵ δ U +
ϵ2

2
δ2 U + O(ϵ3)

δ U =

∫ St

0

(
ξGX + ξ′GX′ + ηGY + η′GY ′

)
dS.

We call ϵδ U the first variation of the energy functional U . For X(S), Y (S) to be a critical

point of U , we infer that δ U = 0, i.e.,∫ St

0

(
ξGX + ξ′GX′ + ηGY + η′GY ′

)
dS = 0, (3.5)

for otherwise, we could increase or decrease the value of U by choosing ϵ to be of the same

or a different sign of the integral in (3.5), respectively.
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Using integration by parts and assuming continuous derivatives of the functions in-

volved, we arrive at the Euler-Lagrange equations:

GX +
dGX′

dS
= 0, GY +

dGY ′

dS
= 0 (3.6)

Due to the homogeneity condition (3.4), the two equations in (3.6) are not independent of

each other, as we proceed to show. Differentiating (3.4) with respect to k, and substituting

k = 1, yields

X ′GX′ + Y ′GY ′ = G. (3.7)

Differentiating this expression with respect to X ′ or Y ′, we obtain

1

Y ′2GX′X′ = − 1

X ′Y ′GX′Y ′ =
1

X ′2GY ′Y ′ = G1, (3.8)

where G1 is the common value of these expressions. Differentiating (3.7) partially with

respect to X and Y we get

GX = X ′GXX′ + Y ′GXY ′ , GY = X ′GX′Y + Y ′GY ′Y . (3.9)

Using (3.8),(3.9) in the Euler-Lagrange equation and assuming that X ′ and Y ′ don’t vanish

simultaneously in the interval [0, St] we arrive at

GXY ′ −GY X′ −G1(Y
′X ′′ −X ′Y ′′) = 0. (3.10)

This equation is the Weierstrass’ form of the Euler-Lagrange equation. Evaluating the neces-

sary terms we have that

G1 =
1

(X ′2 + Y ′2)3/2
, (3.11)

GXY ′ = Y −H, GY X′ = 0. (3.12)

So the Euler-Lagrange equation becomes:

H − Y =
X ′Y ′′ −X ′′Y ′

(X ′2 + Y ′2)3/2
. (3.13)
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3.4.1 Analytic form and family of solutions

The differential equation (3.13) together with an initial condition determines the critical

curve, but not the functions X(S) and Y (S). In order to find these functions we must add

a second equation or differential relation between S,X, Y . This additional relation should

be such that X and Y come out as single valued functions of S. In order to find analytic

solutions to the parametric Young-Laplace equation, we make the transformation

X ′(S) = cosΩ(S), Y ′(S) = sinΩ(S), (3.14)

where Ω is the tangential angle to the meniscus. These substitutions define the indepen-

dent variable S to be the arc length of the meniscus and turn the Young-Laplace equation

into

Ω′(S) = H − Y. (3.15)

This transformation splits the Young-Laplace equation into a system of 3 ODEs. We set the

initial conditions of the meniscus to have general pinning conditions

X(0) = 0, Y (0) = 0, Ω(0) = θ.

To find an analytic solution to the system of ODE’s we differentiate (3.15) and substitute

(3.14) to find

Ω′′(S) = − sin
(
Ω(S)

)
. (3.16)

We observe that the dynamics of the tangent angle (Ω) are similar to the dynamics of a

pendulum or an elastic rod [79, p. 265]. Multiplying (3.16) with Ω′(S) and integrating, we

get,
1

2
Ω′2 − cosΩ = A, (3.17)

where A is the constant of integration. For a simple pendulum, A defines the energy of

the system. In our case, A represents the horizontal force balance of hydrostatic pres-

sure, 1
2ρg(h − y)2, and surface tension, σ cosΩ, along any longitudinal cross section of the
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meniscus. Using the initial conditions Ω(0) = θ and Ω′(0) = H , we evaluate the integration

constant as,

A =
H2

2
− cos θ. (3.18)

Using the trigonometric identity cosΩ = 1− 2 sin2Ω/2, we arrive at

Ω′(S) = 2

√
A+ 1

2
− sin2

Ω

2
. (3.19)

The solution to this differential equation can be explicitly written down in terms of Legen-

dre elliptic and Jacobi amplitude functions,

Ω(S) = 2 am
(√1 +A

2
S + F

(θ
2

∣∣∣ 2

1 +A

)∣∣∣ 2

1 +A

)
, (3.20)

where F (u|m) is the incomplete elliptic integrals of the first kind and am(u|m) is the Ja-

cobi amplitude function. Y (S) can be calculated directly using (3.15) and the identity

am(u, k) =
∫ u
0 dn(u′, k)du′ to be

Y (S) = H −
√
2(1 +A) dn

(√1 +A

2
S + F

(θ
2

∣∣∣ 2

1 +A

)∣∣∣ 2

1 +A

)
, (3.21)

where dn(u|m) is the Jacobi delta amplitude function. Using the result (3.15), (3.17) and

(3.21) into the expression for X ′(S) in (3.14) we obtain

X(S) =
√
2(1 +A) E

(
am

(√1 +A

2
S + F

(θ
2

∣∣∣ 2

1 +A

)∣∣∣ 2

1 +A

))∣∣∣ 2

1 +A

)
−
√
2(1 +A) E

(θ
2

∣∣∣ 2

1 +A

)
−AS. (3.22)

E (u|m) is the incomplete elliptic integral of the second kind.

Using these analytic expressions, we plot the interface for different values of pinning

angle θ as shown in figure 3.4. For the purpose of this illustration, we consider the non-

dimensional melt height H to be 1 as the pinning angle θ is varied. Figure 3.4 shows

parametric plots of X(S) and Y (S) at H = 1 and for some chosen values of θ using (3.21)

and (3.22). The curves are periodic and can extend in length from (−∞,∞). The origin can

therefore be taken to be any point where the curve makes an angle θ with the horizontal.
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Figure 3.4: Family of solutions for the parametric Young-Laplace equation

Plotting forA > 1 might require certain inversion transformations. These along with other

identities in this section can be found in Abramowitz and Stegun [80].

Certain sections of the curves in Figure 3.4 closely resemble pendant or droplet like

shapes. The similarity of these solutions also extend to the family of elastic curves dis-

covered by Euler as a part of his elastica problem [81]. Depending on the second order

stability condition, a portion of these curves will form a stable meniscus to the ribbon

growth process. This condition will be derived in the following section.

3.5 Stability analysis via the second variation

In this section we consider the stability of the critical curves when the end-points are con-

sidered fixed. Using Taylor series representation, the second variation in parametric form

is expressed as:

δ2U0 =

∫ St

0
δ2GdS, (3.23)
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where

δ2G = GXXξ
2 + 2GXY ξη +GY Y η

2 + 2GXX′ξξ′ + 2GY Y ′ηη′+

2GXY ′ξη′ + 2GY X′ηξ′ +GX′X′ξ′2 + 2GX′Y ′ξ′η′ +GY ′Y ′η′2.
(3.24)

In order for the curve described by Y (S) and X(S) to be a minimum—and therefore

stable—its second variation should be positive; so the value of the integral above must

be always positive in the range of integration. Using a lengthy factorization, Weierstrass

transformed the second variation into the classical quadratic functional

δ2U0 =

∫ St

0

[
G1

(
dω

dS

)2

+G2ω
2

]
dS. (3.25)

In our application we find from (3.24)

ω = Y ′ξ −X ′η,

and G2 satisfies the following relationships:

G2 =
L2

Y ′2 =
M1

−X ′Y ′ =
N1

X ′2 ,

with

L2 = GXX − Y ′′G1 −
dL1

dS
,

M2 = GXY +X ′′Y ′′G1 −
dM1

dS
,

N2 = GY Y −X ′′2G1 −
dN1

dS
,

L1 = GXX′ − Y ′Y ′′G1,

M1 = GXY ′ +X ′Y ′′G1 = GY X′ + Y ′X ′′G1,

N1 = GY Y ′ −X ′X ′′G1.

The form of the integral (3.25) allowed Weierstrass to apply the classical results of the cal-

culus of variations. Namely, Legendre’s necessary condition and Jacobi’s test. Legendre’s

necessary condition for a minimum requires that

G1 ≥ 0, (3.26)
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along the stationary curve described by X(S) and Y (S).

Jacobi’s test requires that the solution to the differential equation,

G2u− d

dS

(
G1

du

dS

)
= 0, (3.27)

must not have conjugate points in the integration interval, i.e:

u(S) ̸= 0 0 < S < St.

For otherwise if u(S) = 0, it is possible to find a perturbation centered around S such that

the second variation is negative.

The Legendre test is satisfied by virtue of (3.11). In order to have the Jacobi test satisfied

we require that the solution to the differential equation

G2u− (G1u
′)′ =

Y ′′′

Y ′ u− u′′ = 0, (3.28)

must not have conjugate points in the interval of integration. Equation (3.28) is equivalent

to:

(Y ′u′ − Y ′′u)′ = 0.

Thus, we obtain that for some constant K1,

Y ′u′ − Y ′′u = K1.

Dividing the expression above by Y ′2 we get:

Y ′u′ − Y ′′u

Y ′2 =
( u

Y ′

)′
=
K1

Y ′2 .

So the condition for stability becomes

u(S) = K1Y
′(S)

∫ S

0

dS

Y ′(S)2
̸= 0 for 0 < S < St. (3.29)

The integral in (3.29) is always positive as long as Y ′(S) ̸= 0 in the interval 0 < S < St

(given St > 0), otherwise the integral does not converge. The term K1Y
′(S) does not
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change sign as long as Y ′(S) does not change sign in the (0, St) interval. Therefore the

issue of stability reduces to finding the range of values for which Y ′(S) crosses zero in the

range (0, St). This is easier to analyse recalling from (3.14) the fact that Y ′(S) = sinΩ(S),

where Ω(S) is the tangential angle of the meniscus with respect to the horizontal axis. If

sinΩ(S) is always positive or always negative in the integration interval, the function u(S)

will have no conjugate points and the Jacobi test is satisfied. Thus we simplify our stability

criterion (3.29) to the following expression:

sin(Ω(S)) ̸= 0 ∀ S ∈ (0, St), (3.30)

3.6 Results

We apply the theory developed in the previous sections to study the menisci of silicon

ribbon growth while keeping in mind that they can be applied to a range of other problems

of physical and engineering importance such as finding the size and stability properties of

droplets. To characterize figure 3.1 in more detail, the edge of the crucible is considered

to be rectangular (ϕ = 90◦). One end of the meniscus is considered to remain pinned at

the edge of the crucible and the other end to intersect the ribbon at a fixed angle (σ). The

nature of the angle (σ) depends on whether solidification or melting takes place at the

triple point, in which case σ is either the growth angle or the contact angle respectively. To

maintain consistency in our analysis and for the sake of convenience, we assume σ to be a

constant value of (11◦) across all operating conditions. The pull angle (β) and the height of

the melt (h) serve as degrees of freedom. It is of interest to find stable operating regimes

for the meniscus over the parameter space of β and h. The required material properties are

summarized in table 3.1 and are used to dimensionalize the equations and the results.

The plot on the left in Figure 3.5 describes the various stationary meniscus shapes for a

representative pulling angle of β = 5◦ and melt height h = 5.35mm (H = 1). We use the

analytic expressions for x(s) and y(s), with different θ values to plot the interface curves
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Figure 3.5: (left) Stationary meniscus shapes obtained using the analytical solution in para-

metric form. Curves correspond to a value of β = 10◦ and h = 5.35mm. (right) The sine of

the tangent angle Ω(s) for different pinning angles. The curves crossing zero correspond

to the unstable modes.

Parameter Symbol Value

Density of liquid silicon ρ 2570 [kg m−3]

Acceleration due to gravity gr 9.8 [m s−2]

Surface tension of silicon γ 0.72 [J m−2]

Triple point angle σ 11◦

Melt-graphite wetting angle θe 30◦

Table 3.1: Material properties and parameters used in the illustrative example.
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and stop when the interface reaches the angle of σ + β. In order to show the concept of

static stability, we focus on the results obtained from Jacobi’s test (Legendre’s condition

for a minimum is always satisfied for all meniscus shapes). The plot on the right in Figure

3.5 shows the sine of the tangential angle as a function of the arc length. As we mentioned

before, the sine of the tangential angle must not vanish between 0 and st. From the figures

we show that menisci in which the pinning angles are greater than zero are statically stable,

whereas the curves for values of pinning angle lower than zero cross the horizontal axis.

The family of stable and unstable curves converge in the limit θ → 0.

Let x∗ and y∗ be the parametric coordinates describing the equation for a ribbon. We

assume the shape of the ribbon to be a straight line starting from lc = −5.35cm (Lc = −10)

and represented by

L(x∗, y∗) = (y∗ − h)− tanβ(x∗ − lc) = 0.

The desired solution is then given by any curve described in Figure 3.5, whose end point

lies on this line. This can be formulated as a boundary value problem:

x(0) = 0 y(0) = 0

Ω(st) = β + σ L(x(st), y(st)) = 0 (3.31)

We use a Newton-Raphson solver to find curves that satisfy (3.31). Two curves, one

stable and one unstable, are found and illustrated in Figure 3.6 along with a diagram of

the system (to scale) to better visualize the concept of hydro-static stability.

3.6.1 Effect of pull angle

The shape of the meniscus is influenced by the pull angle (β) through the boundary condi-

tions described in (3.31). To get a better description of the meniscus multiplicity observed

above, we vary the pulling angle to evaluate the feasibility of stationary menisci. Figure 3.7

provides a description of the solution space for a melt height of h = 5.35mm as a func-

tion of the pulling angle. The choice of meniscus length as the Y-axis was motivated from
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Figure 3.6: Hydro-statically stationary configuration for a melt level of 5.35mm and a

pulling angle of 5◦. The solid curve corresponds to a statically stable configuration and the

dashed curve corresponds to an unstable configuration.

literature on elasticity and bifurcation theory [82].

Representative meniscus shapes are drawn along the solution curves to describe their

geometry for a few choice of pull angles. The dashed curves describe the family of unstable

solutions, characterized by a point of zero slope where the Jacobi condition is not met. In

the neighbourhood of this point, it is possible to perturb the curve such that the second

order variation is negative and the solution is not a minimum. Vice versa, the solid curves

describe the statically stable solutions which minimize the thermodynamic energy of the

system. The pinning condition at the crucible edges due to Gibbs has not been considered

here and is commented on separately in Appendix A.

We observe that it is not always possible to find a feasible solution for any given value

of pull angle. Such an operational limit was also observed in the thermal-capillary simu-

lations performed by Daggolu et al. [42], however their analysis was limited to the narrow

stability region on the left. Two saddle node bifurcations are observed in our analysis that

divide the feasible solution space into two disjoint regions. The feasible region on the left

has a smaller range of pull angles available for stable operation. The crucible limit shown
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Figure 3.7: Saddle node bifurcations in the meniscus length St and pull angle β solution

space. Inset: A zoomed up diagram of the solution space for negative pull angles. Solid

lines represent stable solutions for which the Jacobi test is satisfied.

CHAPTER 3. WEIERSTRASS’ VARIATIONAL THEORY FOR ANALYZING MENISCUS SHAPE AND
STABILITY 31



3.6 RESULTS

inset is the limit at which the meniscus length goes to zero. Decreasing the pulling angle to

this limit causes the bottom part of the ribbon to get closer to the crucible edge and result

in ribbon freezing onto the crucible. On the other hand, increasing the pull angle beyond

the bifurcation point results in the meniscus becoming unstable and causing the melt to

spill-over from the crucible.

Given the narrow range of operation for negative pull angles, it would be desirable to

operate the ribbon growth process at positive pull angles, beyond 4.5◦ for the case of H =

1, as there is no upper limit to the height of the pulling angles. The feasible region on the

right illustrates the variety of meniscus shapes that can be achieved for positive pull angles.

The low-angle silicon sheet (LASS) growth process, where the ribbon is extracted from the

melt at a slight positive angle with the horizontal takes advantage of this idea. [32].

3.6.2 Effect of melt height

A successful design for a ribbon growth process requires understanding the effect of the

melt height (H) on the stability of the meniscus. It is therefore useful to study how the

melt height influences the landscape of the solution space described in Section 3.6.1.

Figure 3.8 shows the range of feasible pull angles as the melt height is varied. For ex-

ample, the portion of the shaded region at H = 1 can be thought of as a projection of

the feasible pull angles (solid curves) in Figure 3.7 onto the X-axis. Therefore, the entire

shaded region in Figure 3.8 describes the existence of a stable meniscus at every point over

the parameter space of H and β.

Representative meniscus shapes have been drawn for some chosen values of H and β.

At some places, a plus symbol has been used to denote the point where the menisci belong.

For H < 2 (h < 10.7mm) we see that it is possible to find a stable meniscus for pull

angles as large as 90◦. At this point the arrangement corresponds to vertical ribbon growth

techniques like WEB, EFG. What is interesting to note is that as the pull angle increases, the

meniscus becomes longer and the meniscus-ribbon triple point moves further away from

32
CHAPTER 3. WEIERSTRASS’ VARIATIONAL THEORY FOR ANALYZING MENISCUS SHAPE AND

STABILITY



3.6 RESULTS

Figure 3.8: Stable meniscus region (shaded) over the parameter space of melt height and

pull angle. Representative meniscus shapes have been drawn for melt height and pull

angles.
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the crucible edge. This observation is the guiding principle behind low-angle silicon sheet

(LASS) growth process and circumvents the problem of ribbon freeze-over by moving the

triple phase contact point on the ribbon away from the crucible edge.

As the melt height increases, we see that above H = 0.2, the feasible solution space

splits. The portion in between the regions is the melt spill-over region. In this region

it is not possible to form a stable meniscus to support the melt from spilling over the

crucible. Since the solution space for positive pull angles is much larger than the negative

pull angles, the scale for the negative pull angles has been increased to meaningfully show

the feasible solution space. Notice also that there is an upper limit to the height of the melt

that the meniscus can accommodate. Beyond this height, a meniscus can no longer exist

and the melt spills over from the crucible edge.

The feasibility region shown in Figure 3.8 does not consider the Gibbs inequality condi-

tion that arises at the crucible edge. Gibbs’ inequality provides a range of pinning angles

(θ) at the crucible edge for which the meniscus remains stable. Since the Gibbs limit is a

material property and also depends on the geometry of the crucible edge, we provide con-

tours for some chosen pinning angles to find a subset of the feasible (shaded) region that

satisfies Gibbs’ inequality. The Gibbs pinning condition is derived in appendix A.

3.7 Practical considerations on meniscus shape

We develop a simplified model to determine the shape of upper and lower meniscus for

an angled ribbon growth configuration. An explicit formula for approximating the shape

of the free surfaces and the length of the solid-liquid interface is derived by using the ge-

ometric properties of the syntractrix curve. Results show that the length of the interface

decreases with an increase in pull angle, which may provide an additional degree of free-

dom for controlling ribbon thickness.

Figure 3.9 illustrates a schematic of two free surfaces typically involved in direct growth

of ribbon from melt. In this process the ribbon is being withdrawn continuously from a
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pool of melt while it is simultaneously being cooled either through radiation or through

the use of cooling jets. The ribbon is being pulled at a distance away from the lip of the

crucible in order to prevent complications of ribbon freezing onto the crucible/dye lip or

the melt spilling over. For this reason, we assume the size of the melt to be infinite. The

description of the process has been kept general enough to consider the different ribbon

growth processes based on their pull angle (β).

Figure 3.9: A schematic highlighting the quantities of interest to evaluate the distance

between the contact points (L)

To reduce model complexity, we assume the ribbon to grow from a pool of melt that is

large enough in the horizontal dimension such that the pool appears infinite to the growing

ribbon. This assumption may also be practically advantageous, as it if found that growing

ribbons close to the crucible walls may cause problems of ribbon freeze-over or meniscus

asymmetry. Imagine an infinite pool of melt. A solid sheet of material is held in place on

top of the melt such that the sheet induces capillary effect at the upper and lower surface

of the sheet. Depending on the angle of inclination (β) chosen and the wettability of the

sheet with respect to the melt, the upper and the lower menisci can be above or below the

base height, as shown by the dotted gray line in fig. 3.9.

The boundaries of the free surface dictate the length of the ribbon in contact with the

melt at equilibrium. We will thus aim to provide a mechanism to determine the process

parameter (pull angle) based on the required operating conditions (Length of the ribbon,
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shape of the free surfaces etc). Additionally, we assume that the thickness of the ribbon

remains fixed for all configurations of ribbon growth considered. This assumption may

not be true. However, the dimension of the ribbon thickness is too small to affect the

length calculations in a significant way except when the length is of the same order as the

thickness.

3.7.1 Theory

Given the condition, y = h, Ω = π. We use (3.18) to get the value of the constant A as 1.

We can therefore substitute this into (3.17) and arrive at

y = h± 2λc cos

(
Ω

2

)
(3.32)

Substituting (3.14) into (3.17), we get,

Ω′(s) = ±2 cos

(
Ω

2

)
(3.33)

We integrate (3.33) to re-arrange to obtain,

cos

(
Ω

2

)
=

1

cosh(s)
, (3.34)

with s = 0 defined as the point when Ω = 0. Since Ω ∈ [−π, π], only the positive solution

to (3.33) is considered.

Figure 3.10: The graph of a syntractrix curve with h = 0. The axes are in units of capillary

length
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Now that we have Ω as a function of s, we can substitute this into equation (3.32) and

(3.14) to obtain

Y = H ± 2

cosh (S)

X = S − 2 tanh (S) (3.35)

The graph for (3.35) is shown in figure 3.10. The curve extends along the arms of the

x-axis so it would seem like the ribbon is inside a pool of infinite melt. In practise, a

distance of six capillary units from the crucible edge should be sufficient for a reasonable

approximation.

3.7.2 Applications

An important equation of interest for the purpose of this paper is the energy equation

(3.18) of the convict curve given by:

1

2
h2 − cosΩ = 1, (3.36)

here h is the height of the curve and Ω is the tangent angle of the curve with the horizontal.

Using this relation, we can find the meniscus height as a function of the contact angle.

Figure 3.11: Reference schematic for calculating distance between contact points (L)
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hB(αB) =


√

2 + 2 cos(π − αB) αB > 0

−
√
2 + 2 cos(π − αB) αB < 0,

(3.37)

hA(αA) =
√
2 + cos(αA), (3.38)

here hA and hb are the height of the meniscus on the right (lower) and left (upper) side of

the sheet respectively. αA and αB are the angles of the two menisci with the horizontal.

These angles depend on the inclination angle of the sheet (β) and the growth angle (σ), as

given by

αB = σ − β, (3.39)

αA = σ + β. (3.40)

We see that for β < σ, αB is positive and the left meniscus dips below the zero level of

the liquid. When β > σ, the left meniscus rises and behaves similar to the meniscus in the

EFG process.

Figure 3.12: Length of the ribbon exposed to the melt as a function of pull angle

Explicit knowledge on the height of the menisci provides us with sufficient information

to deduce the distance between the contact points of the two menisci (L). Figure 3.11
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provides an illustrative guide to calculate L using the Pythagorean theorem.

L(β) =
√

(h cotβ + t/ sinβ)2 + h2, (3.41)

where h = hA + hB . t is the thickness of the ribbon, which is assumed to be constant. The

thickness of the ribbon is predominantly a consequence of heat transfer. So in the presence

of high convective cooling, the thickness of the ribbon can be justified to be fixed.

Figure 3.13: Representative diagrams for meniscus shapes in crystal ribbon growth

We use the values provided in table 3.1 to dimensionalize the length scales for a silicon

system. Figure 3.12 provides a graph for the relationship between the length of the ribbon

in contact with the melt (L) as a function of the pull angle (β).

The graph illustrates an inverse relationship between L and β. For vertical pull angles

(β = 90◦), the distance between the contact points is the lowest and is equal to the thickness

of the ribbon. As the pull angle is decreased the distance increases until a point where the

assumption of an infinite melt is practically no longer valid. The graph is therefore not

suitable to predict the interface length for very low pull angles. Figure 3.13 provides to-

scale diagrams of the free surface shapes and the interface length for chosen values of pull

angles.
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Figure 3.14: A sequence of photographs showing the meniscus spilling over from the cor-

ner of the plastic bath. Spill-over is induced by decreasing the angle of the sheet with the

bath.

3.8 Experimental Design

A miniature proof-of-concept experiment is used to study and illustrate the mechanism

of melt spill over in a HRG configuration when the pull angle is varied. A polyethylene

ribbon (ρpe = 0.93g/cm3 < ρwater) rests completely on top of the water contained in a

plastic bath such that the inclination with respect to the top surface of the water can be

varied.

From Section 3.6.2, we observed a range of infeasible pull angles around the horizontal

position (β = 0) when H was greater than 0.2. To test this hypothesis, we induce spill-over

by slowly decreasing the angle of inclination with the water surface while photograph-

ing the changes in the shape of the water meniscus. Figure 3.14 displays a sequence of

photographs showing the bulking of the meniscus as the pulling angle decreases. The top

left-most photograph shows the shape of a meniscus in which the ribbon is inclined at a

positive angle (a stable configuration). This configuration would make it least likely for

the ribbon to freeze on top of the crucible edge. The right-most bottom photograph is the
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shape of a meniscus prior to spilling over the crucible (an unstable configuration) as the

ribbon becomes horizontal. Despite the difference in materials, we see that the stability

analysis from our theory agree qualitatively with the experimental observations.

3.9 Conclusions

This chapter provides a parametric formulation and a solution to the generalized static

stability problem for the meniscus in a ribbon growth process. Due to the geometric na-

ture of the meniscus problem, we observe that the method of parametric representation is

not only preferable but also one which furnishes a complete solution. Using Weierstrass’

variational theory, we found analytic expressions describing the shape of the meniscus

and compared it with the family of Euler’s elastic curves. This similarity can be used to

exchange concepts from elasticity theory in order to study stability and bifurcations of

menisci shapes in liquids and vice versa.

The stability of the meniscus is evaluated using Legendre and Jacobi test conditions. A

range of stable operating conditions are provided over the parameter space of melt height

and pull angle. Two bifurcation points are observed which divide the solution space into

two regions. The infeasibility zone between the two solution spaces, which include the

horizontal position of the ribbon, didn’t have a stable meniscus solution to support the

ribbon. Growing a ribbon in this region leads to melt spilling over from the meniscus

until the melt height decreases to the stable region. This argument is supported by doing

a simple proof of concept experiment, in which the phenomena of spill-over is created

using a polyethylene ribbon resting on a bath of water. Given the vast range of stable

positive pull angles, we conclude that it is appropriate to incline the ribbon above a certain

threshold angle to ensure stability of ribbon growth as the horizontal configuration was

statically unstable.
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Chapter 4

Weak Stefan Formulation for Bulk Crystal

Growth with Non-smooth Interfaces

Most heat transfer models for bulk crystal growth rely on the classical (strong) Stefan for-

mulation to evaluate interface motion during phase change. However, when the interface

is non-smooth the use of the classical Stefan formulation introduces singularities and am-

biguity in direction and speed of crystallization. To address this problem, we propose to

use a the weak formulation of the Stefan problem in problems with non-smooth interfaces.

This approach, which has not been applied previously to this class of problems, provides

an energy conserving discretization scheme that accurately evaluates heat transfer using

a modified energy phase rule. We apply the weak Stefan formulation to numerically sim-

ulate the solidification of silicon in the horizontal ribbon growth process. Results using

a finite volume approach show that the ribbon’s pull speed is limited as observed in the

experimental studies summarized Chapter 2. A comparison of heat transfer between ra-

diation and gas cooling shows that gas cooling increases the pull speed limit for the same

amount of heat removed.

4.1 Introduction

Heat transfer modeling and numerical simulation play important roles in the design and

control of crystal growth processes [83]. At their core, crystal growth models describe

phase transition taking place across a moving interface. The physics of phase transition

are complex and depend on the scale of the process and the properties of the materials
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involved. Still, a first order macroscopic model for phase transition can be developed,

based on the basic principles of mass and energy conservation. Such models belong to a

well known class of mathematical formulations known as Stefan problems [84].

Solving a Stefan problem in 2 or 3 dimensions is challenging since the shape of the inter-

face is not known beforehand. Therefore, crystal growth models often rely on numerical

techniques to obtain accurate solutions [85]. Methods based on Galerkin finite element

combined with arbitary Lagrangian-Eulerian (ALE) approaches have been used due to

their high spatial accuracy [86, 87]. Helenbrook and Hrdina [88] developed an adaptive

mesh algorithm to track the interface using a triangular, ALE moving mesh representation

to tackle large, unsteady interfacial deformations. Finite volume methods using interface

tracking algorithms are used in [89, 90] to build 3D models for the Czochralski process.

Weinstein et al. [91] applied a Lattice Boltzmann model to track interface evolution while

accounting for anisotropic interface attachment kinetics. Other approaches that track the

interface evolution implicitly, such as the phase field models, are also used to model crys-

tal growth [92]. However, they are best suited to model phase transition at the microscopic

level based on thermodynamic considerations, such as dendrite growth and phase bound-

aries [93, 94].

Despite the ubiquity of Stefan problems in modeling crystal growth processes, certain

problems exist. One major problem is the use of the strong formulation, also known as

the classical formulation, of the Stefan problem to model non-smooth interfaces. An inter-

face is termed non-smooth if the unit normal at any point on the interface is not uniquely

defined. On a smooth interface the strong form of the Stefan condition based on energy

conservation is given by [
kl∇Tl − ks∇Ts

]
· n̂ = −ρL v⃗ · n̂, (4.1)

where n̂ is a unit vector normal to the interface; ks, kl are the thermal conductivities and

∇Ts,∇Tl are the temperature gradients for the solid and liquid phase. ρ denotes the den-

sity of the solid phase, L is the latent heat of fusion and v⃗ · n̂ denotes the velocity of the
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Figure 4.1: Examples of ill-defined interface velocity at non-smooth corners in bulk crystal

growth

interface from solid to liquid. Equation (4.1) holds point-wise everywhere on the interface.

The assumption of smoothness (differentiability) of the interface puts a restriction on

the applicability of the classical Stefan formulation. This is especially relevant for crystal

growth systems since the non-smooth interfaces occur in many applications [95, 92, 96].

Figure 4.1 provides two examples of frequently encountered situations in crystal growth

where the classical Stefan formulation is not applicable. Figure 4.1a is a close-up of a crystal

growth configuration around a triple point. The solidification interface makes an angle θ

with the free surface. In the case of a faceted growth, θ can be a fixed angle [97, 98, 99].

The unit normal is uniquely defined everywhere on the interface except at the triple point.

At the triple point, the tip grows with a velocity of either v, if measured from the direction

of n̂1; or v sin θ, if measured from n̂2. This presents an ambiguity in the choice of the

normal velocity in the Stefan condition (4.1). A similar problem exists in systems with

facet growth [100, 101, 102], as shown in figure 4.1b, where the normal component of the

interfacial velocity likewise cannot be uniquely defined and is characterized by a sub-

rather than regular derivative. This gives an ambiguity in the strong formulation which
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requires the imposition of additional conditions to determine physical properties of the

system such as direction and speed of crystallization.

Using the classical Stefan formulation to model interfaces that are non-smooth can,

therefore, lead to incorrect results [103, 104, 105]. This is because the limit of the energy

balance equation on an arbitrarily small neighbourhood of a non-smooth interface does

not exist. In the context of bulk crystal growth systems, the use of the classical formula-

tion has created singularities around triple points and facet corners, which has made the

analysis of heat transfer difficult.

In the Bridgman process, theoretical and numerical solutions have shown singularities

in many applications at the intersection of crucible walls with the interface [106, 107]. This

has lead to the phenomenon of “Interface effect”, which makes it difficult to control the in-

terface shape [108, 109]. Singularities have also been observed near the triple point in the

Czochralski process [110, 111]. Asymptotic analysis shows that the order of these singular-

ities depend on the angle prescribed by the triple point or the facet corners [112, 113]. As

a result, the use of numerical techniques that rely on piecewise polynomials do not model

heat transfer at such points accurately [114].

One particular crystal growth method where singularities have made it difficult to pro-

vide robust predictions is the horizontal ribbon growth (HRG) process [34, 115, 116]. Fig-

ure 4.2 provides a schematic of the growth zone in the horizontal ribbon growth furnace

near the triple point. Cooling is applied at the top surface of a molten bath and a seed

crystal is inserted horizontally to nucleate the growth process [117]. The thickness of the

growing crystal is controlled by manipulating the cooling rate and the pull speed (v). A

higher pull speed provides less exposure to cooling and thus produces thinner ribbons.

However, experiments have shown that the HRG process exhibits a limitation on its pull

speed, which also constraints the size of the ribbon’s thickness [118, 44]. Theoretical mod-

eling and simulations have not provided any conclusive explanation for the pull speed

limit [119, 120, 121, 122, 41, 123]. This has hindered the scale up of the process, since it has
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not been possible to increase production speed to meet industrial standards [46].

The aim of this chapter is to develop a theoretical framework for simulating crystal

growth based on the weak formulation of the Stefan problem. We apply this theory to

the numerical simulation of the horizontal ribbon growth process. At the same time, we

keep the formulation general enough to be applicable to other areas of crystal growth.

Although fluid flow, meniscus stability and impurities play important roles in the stable

operation of the horizontal ribbon growth process [124, 125, 126, 127], here we decouple

these phenomena and focus only on the conductive heat transfer aspect of the process. In

doing so, we provide quantitative estimates on the limitation on pull speed and ribbon

sheet thickness as observed in experiments.

Figure 4.2: Schematic of the horizontal ribbon growth process around the growth zone

4.2 Mathematical Formulation

Consider a process of solidification taking place inside a closed domain Ω, belonging to

a subset of the Euclidean space Rn (n = 2, 3). We shall assume that the process occurs

at constant volume, i.e., no volume change associated with phase change. In practise, the

46
CHAPTER 4. WEAK STEFAN FORMULATION FOR BULK CRYSTAL GROWTH WITH NON-SMOOTH

INTERFACES



4.2 MATHEMATICAL FORMULATION

volume change upon solidification for silicon is about 3.5%. The domain is occupied by a

pure material capable of attaining two phases, liquid and solid, at a sharp melting point

Tm. The analysis is carried out in a Lagrangian frame of reference, so that the solid material

moving at a constant velocity v appears stationary.

The time interval for analysis is set to ]0, τ [, where τ is a constant. The domain of interest

is therefore Q := Ω×]0, τ [. An energy balance carried out over any volume V with surface

area A gives ∫
Γ

[
∂

∂t

∫
V
UdV +

∮
A
f⃗ · n̂ dA

]
dt = 0 ∀ V × Γ ⊆ Q (4.2)

where U is the density of internal energy within volume V and f⃗ · n̂ is the flux of the en-

ergy transferred through the boundaryA. The energy balance holds over any time interval

Γ ⊆]0, τ [. The use of the integral form (4.2) is advantageous as it reduces the requirements

on the regularity of the interface shape. Since we carry out our analysis in a Lagrangian

reference frame, conduction is the only main source of energy transport within the ma-

terial. Therefore, the energy flux at any point inside the domain is given by the Fourier

law:

f⃗ = −k∇T. (4.3)

Additional information on the nature of U is needed for (4.2) to be suitable in practice. This

will be given by an energy-phase rule that takes into account the possibility of metastable

states. The phase rule we use for the weak formulation is a modification of the temperature-

phase rule used for the strong formulation proposed in [84].

4.2.1 The Energy-Phase Rule

We define a solid fraction field, χ ∈ [0, 1], to denote the phase of the material at any point

in Q. χ = 1 corresponds to the material in the solid phase and χ = 0 to the material in the

liquid phase. An intermediate value of χ denotes a solid-liquid mixture at the macroscopic

length scales. In the crystallization literature χ ∈ (0, 1) is referred to as a mushy zone. For

our formulation, we require that the phase change only occurs at the melting point Tm,
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Figure 4.3: Energy-Phase rule

during which the temperature remains constant until χ changes phase to either 0 or 1.

The formulation allows for the existence of supercooling in absence of nucleation during

extreme cooling. These features are captured through the energy-phase rule of the form

given below:

U =


ρcs(T − Tm) χ = 1

ρLχ χ ∈ (0, 1), T = Tm

ρL+ ρcl(T − Tm) χ = 0.

(4.4)

Figure 4.3 illustrates the essential features of the energy-phase rule. The internal energy

is considered to be a multi-valued function of the temperature that branches at two points.

The choice of the branch depends on whether a phase change is initiated as the tempera-

ture approaches the melting point. The criteria for initiating a phase change is determined

by a set of rules discussed in section 4.1. Metastable states, like a supercooled melt, are of-

ten observed in practise, this energy-phase rule (4.4) allows us to approximate the physics

of crystal growth in a manner representative of experimental systems.
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Substituting (4.4) in (4.2), the energy balance equation can be re-written as:∫
Γ

[
∂

∂t

∫
V
(ρcχ(T − Tm) + ρLχ)dV +

∮
A
f⃗ .n̂dA

]
dt = 0 ∀ V × Γ ⊆ Q, (4.5)

where cχ is equal to cs in the solid phase and equals to cl in the liquid phase. V and A refer

to the (Lebesgue) measure in 3 and 2D respectively.

4.3 Numerical Simulation Model
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x
1
 (mm)

0

0.5

1

x 2 
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Figure 4.4: Simulation domain and initial seed configuration of the HRG process

To test the utility of the weak formulation, we carry out finite volume simulations to

model the growth of a silicon ribbon in a horizontal ribbon growth process. The simula-

tion is carried out in a rectangular domain of size 1mm×10mm around the growth tip of

the ribbon. The shape and size of control volumes are chosen based on the geometry of the

domain and the accuracy needed for the required engineering application. For our simu-

lations, we divided the domain into rectangular control volumes (Vi) of size ∆x = 5µm.

The time interval for simulation will be divided into equal open intervals Γn of size ∆t.

Each cell element Vi × Γn of Q is categorized to belong to one of the three domains:

solid Qs, liquid Ql or interface QI . Phase change will be restricted to take place only in the

interface domain QI . In the solid Qs or liquid Ql domain, no phase change occurs so the

energy balance equation (4.5) reads∫
Γn

[
ρcj

∂Ti
∂t

∆x−Dfi

]
dt = 0 ∀ Vi × Γn ⊆ Qj , j = {s, l}, (4.6)
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where Ti is the temperature field averaged over the control volume Vi. D is the difference

operator and Dfi = fR − fL + fT − fB denotes the intensity of the heat flux removed from

the control volume Vi. fR, fL, fT and fB represent the heat fluxes from the right, left, top

and bottom walls of Vi respectively.

The interface is characterized as a region of phase change with constant melting point

Tm. Therefore, the energy balance equation (4.5) in the interface domain (QI) is written as∫
Γn

[
ρL

∂χi

∂t
∆x−Dfi

]
dt = 0 ∀ Vi × Γn ⊆ QI (4.7)

where χi is the solid fraction averaged over the control volume Vi. Equation (4.7) equates

the intensity of latent heat released due to phase change to the intensity of heat removed

from a control volume of size ∆x.

Equations (4.6) and (4.7) are conservative discretizations of the balance equation (4.5),

in the sense that the flux on the boundary of one cell equals the flux on the boundary of

the adjacent cell. Since conservation holds at the discrete level; if the numerical method

converges, they can be proven to converge to a weak solution of the conservation law (4.5)

using the Lax-Wendroff theorem [128].

In a Stefan problem, the solid-liquid interface behaves like a moving boundary that

evolves continuously over time. Due to this, the proposed simulation scheme proposed

relies on the categorization of each cell element at the beginning of every time step. There-

fore, a capture rule is required to determine the propagation of the interface for numerical

simulations.

4.3.1 Interface Propagation

In the classical Stefan formulation, phase transition occurs only at the interface, between

the boundaries of the solid and liquid phases. This condition serves as a useful abstraction

to model solidification processes involving metastable states, namely, supercooling and

superheating. In contrast, the enthalpy based methods for solidification assume thermo-

dynamic equilibrium at all points in the domain.
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Keeping this in mind, we constrain local thermodynamic equilibrium to occur only

along a small band of size ∆x between the solid and the liquid phase. Physically, this

would signify the proximity of the liquid to nucleation sites for phase transition. This

region of size ∆x is defined as the interface. Away from the interface, we allow for the

possibility of metastable states. All of this is governed by the energy phase rule described

in (4.4).

Figure 4.5: Interface propagation rule for solidification.

Initially, each cell in Ω × {0} is categorized as either a solid, liquid or interface. At

the end of each time interval, an interface propagation step is carried out. In this step,

any cell belonging to the interface that exceeds its solid fraction beyond [0, 1] changes its

label to either liquid or solid appropriately. This transformed cell acts as a nucleation

site for its nearby cells to become a part of the interface. Figure 4.5 shows an example

of a ∆x radial neighbourhood, also called the Von Neumann neighbourhood, used for

interface propagation. In general, crystals have anisotropic surface energy, so the interface

propagation may be preferred along certain directions. However, in the simulation we

consider the case when the crystal growth is isotropic.

The interface propagation step is carried out at the end points of the discretization

scheme. Due to this, additional steps need to be taken to ensure that energy is conserved
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when the labels on the cells are changed. When a cell transforms from a solid or liquid

phase to an interface, the temperature of the cell is updated to Tm and the residual thermal

energy is transferred into the solid fraction using

L∆χi = cχ(Tm − T i), (4.8)

where ∆χi is the change in the solid fraction of cell i. A similar strategy is applied when

the solid fraction of an interface cell exceeds [0, 1] and changes to either a solid or a liquid

cell.

4.3.2 Numerical Method

Applying the equation for heat flux (4.3) to each wall in the control volume Vi, the flux can

be discretized using the central difference scheme, which is substituted into equations (4.6)

and (4.7). Combined with the boundary conditions, the system of equations describing

the evolution of the temperature and phase fields is complete and can be solved using

any standard method of numerical integration. For this paper, we found the Douglas-

Gunn Alternating Direction Implicit (ADI) scheme to be stable and efficient in solving the

integral equations. The implementation of the ADI scheme is standard and we refer the

readers to McDonough [129] for more information.

Due to the Lagrangian nature of the simulation, the domain needs to be re-centered after

a fixed number of iterations to prevent the domain from leaving the area of interest. To do

this effectively, we re-center the simulation domain after every ∆x/v∆t iterations. This

approach restrict the choice of v so that ∆x/v∆t is an integer. The simulation is said to

reach steady-state when the solution becomes time independent within given tolerance.

At the initial stages of the simulation, the numerical integration starts with large step

sizes, ∆t ≈ 10∆x. The step size is then gradually decreases to ∆t = ∆x, until steady

state is reached. In some situations, it was observed that the interface would oscillate for

a large number of iterations and would not reach steady state. This was attributed to the

explicit nature of the interface propagation step. The conversion of residual solid fraction

52
CHAPTER 4. WEAK STEFAN FORMULATION FOR BULK CRYSTAL GROWTH WITH NON-SMOOTH

INTERFACES



4.4 APPLICATION: HORIZONTAL RIBBON GROWTH

into thermal energy based on (4.8) could sometimes cause the algorithm to not converge

due to the large value of latent heat L. In this case, further decrease in the step size of the

simulation or distribution of the excess solid fraction to the nearby transformed cells was

found to be sufficient to stop the oscillations.

4.4 Application: Horizontal Ribbon Growth

To determine the boundary conditions required for our simulations, we refer to Figure 4.2

for a cross-sectional schematic of the horizontal ribbon growth furnace. A cooling mech-

anism at the top surface of the melt drives the solidification process which causes single

crystal silicon to grow. Cooling takes place either through a passive mechanism, such

as radiation or through an active cooling system, such as cold gas injection on the sur-

face. [118, 130, 39, 115].

For the case of radiation, the top surface heat loss is given by the Stefan-Boltzmann law

qt(x1) = ϵσ(T 4 − T 4
c )F (x1), (4.9)

where σ is the Stefan-Boltzmann constant, ϵ = χϵs + (1 − χ)ϵl is the weighted emmisivity

of solid (ϵs) and liquid (ϵl) emmisivities. Tc = 300K is the temperature of the water cooled

walls of the furnace surrounding the crucible. F (x1) is called the view-factor and takes

into account the area exposed by an opening, like a slit, to the water cooled walls of the

furnace from any point x1 on the surface of the melt. We consider the slit width to be

variable and placed above the top surface of the melt at a height h. The width of the slit is

parameterized using the variable w. The view-factor at any point x1 on the surface of the

melt is given by the formula [131]:

F (x) =
sinϕ2 − sinϕ1

2
, (4.10)

where sinϕ1 and sinϕ2 are

sinϕ1 =
−(w + x)√
(w + x)2 + h2

sinϕ2 =
(w − x)√

(w − x)2 + h2
. (4.11)
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For the base case, a value of w = 5mm is chosen. A small value of h, say h = 0.1mm,

allows a smooth transition in the radiative heat flux near the slit edges. The variable w will

be used as a parameter to study the effects of radiation length on pull speed.

To model the gas cooling jet, a scaled down version of the experimental conditions in

Helenbrook et al. [123] will be used. For gas cooling (hereon referred as Gaussian cooling),

the top surface heat removal rate is modeled using a Gaussian curve, parameterized by

peak intensity qpeak and spread σ.

qt(x) = qpeak exp
(−x2
2σ2

)
. (4.12)

An approximate fit to the experimental data in Helenbrook et al. [123] was found at

σ = 0.8. qpeak was chosen to be 40W/cm2, to ensure the heat removed using the Gaussian

cooling profile was of the same order of magnitude as the heat removed using radiation.

These values of σ and qpeak will serve as the base case for Gaussian cooling and provide us

with a comparative study of the two cooling mechanisms.

A positive thermal gradient in the melt is found to provide a stable environment for

crystal growth [100]. For this reason, a small heat flux is applied on the bottom boundary

of the domain, supplied from the heaters on the underside of the crucible.

qB = 2 W/cm2 (4.13)

In a reference frame moving at a constant velocity v, the top and bottom boundary con-

ditions appear to drift in the opposite direction. To account for this, we introduce a time

dependent drift on the top boundary condition.

qT (x1, t) = qt(x1 − vt).

Since the bottom flux is a constant, it remains unchanged.

Preceding the growth zone is a replenishment zone that provides a constant supply of

melt. This is done by means of heaters inside the crucible walls that melt silicon feed

chunks. Experimental conditions maintain the temperature of the silicon melt at 1690K [123].
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Figure 4.6: Temperature maps for radiation cooling at ribbon pull speeds of 0.3, 0.5, 0.7, 0.9

mm/sec from top to bottom, respectively. The solid black line describes the position of the

solid-liquid interface.

This bulk melt at 1690K is assumed to be 5cm away from the simulation domain. We also

assume a linear temperature profile inside the replenishment zone with respect to the mov-

ing reference frame. The left boundary condition is therefore calculated to be

qL = −kl
∆T

∆x
=

67× 10−4

5× 10−2
(1690− T ) = 0.134× (1690− T ) W/cm2 (4.14)

As the ribbon is pulled out of the simulation domain, it exits into a stabilization zone.

In this region, the temperature in the solid and liquid phases are maintained so that con-

duction only occurs in the vertical direction [123]. Although convective heat transport still

exists in the horizontal direction, in a moving reference frame this effect is not realized and

therefore the heat flux at the right boundary equals zero, i.e.

qR = 0. (4.15)
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Parameter Symbol Value

Density of liquid silicon ρ 2530 [kg/m3]

Thermal conductivity of silicon melt kl 67 [W/mK]

Thermal conductivity of silicon solid ks 22 [W/mK]

Heat capacity of silicon melt cl 1000 [J/kgK]

Heat capacity of silicon solid cs 1060 [J/kgK]

Latent heat of fusion L 1.8× 106 [J/kg]

Emmisivity of silicon melt ϵl 0.2

Emmisivity of silicon solid ϵs 0.6

Table 4.1: Material properties of silicon used for simulation

The initial condition for simulations was found to be robust to any appropriate choice of

seed crystal shape and temperature field. The first simulation was initialized using a rect-

angular seed crystal of width 250µm and length 5mm, covering the top half surface of the

melt as shown in figure 4.4. The melt was initialized with a uniform temperature of 1690K

and the solid was chosen to be at a 1680K. Subsequent simulation for different operating

condition were initialized from the steady state solution of the previous simulation.

4.4.1 Results

We begin the simulation study by applying the finite volume discretization to the base

cases of radiation and Gaussian cooling. The values of the physical constants required for

simulation are summarized in Table 1.

We first consider the base case when the top surface of the melt is cooled by radiation.

For this case, the slit only allows the center 5 mm of the melt to radiate heat, which acts

as the sole mechanism of latent heat removal. We perform simulations at pull speed in-
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crements of 0.05 mm/sec, starting from 0.3 mm/sec. Figure 4.6 illustrates the steady-state

temperature fields at pull speeds of v = 0.3, 0.5, 0.7 and 0.9 mm/sec. The solid black line in

the figures denotes the shape of the ribbon. For all pull speeds, the ribbon shape is found

to approximate a wedge shape. This can be attributed to the near constant heat flux at the

top surface of the solid [119]. Figure 4.7 illustrates the top surface heat flux for radiation

and Gaussian cooling. The radiative heat flux was plotted at a steady-state pull speed of

v = 0.5 mm/sec. The heat flux appears constant in solid and liquid phases and shows a

jump in between due to their difference in emmisivities.
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Figure 4.7: Comparison of top surface heat flux for radiation (v = 0.5mm/sec) and Gaus-

sian cooling

For the base case involving Gaussian cooling, simulations performed at 0.1 mm/sec

increments, starting from a pull speed of 0.2 mm/sec. Unlike the radiation case, the heat

removed by Gaussian cooling does not depend on the position of the ribbon tip. The

temperature field and ribbon shape at pull speeds of v = 0.2, 0.4, 0.8 and 1.6 mm/sec are

displayed in Figure 4.8. In this case, the ribbon shape is curved due to the non-linear shape

of the Gaussian cooling profile.

Comparing figures 4.6 and 4.8, we observe certain similarities and differences between

CHAPTER 4. WEAK STEFAN FORMULATION FOR BULK CRYSTAL GROWTH WITH NON-SMOOTH
INTERFACES 57



4.4 APPLICATION: HORIZONTAL RIBBON GROWTH

-5 -4 -3 -2 -1 0 1 2 3 4 5
x
1
 (mm)

-1

-0.5

0

x 2
 (

m
m

)

1678
1680
1682
1684
1686
1688

-5 -4 -3 -2 -1 0 1 2 3 4 5
x
1
 (mm)

-1

-0.5

0

x 2
 (

m
m

)

1678
1680
1682
1684
1686
1688

-5 -4 -3 -2 -1 0 1 2 3 4 5
x
1
 (mm)

-1

-0.5

0

x 2
 (

m
m

)

1678
1680
1682
1684
1686
1688

-5 -4 -3 -2 -1 0 1 2 3 4 5
x
1
 (mm)

-1

-0.5

0

x 2
 (

m
m

)

1678
1680
1682
1684
1686
1688

Figure 4.8: Temperature maps for gas cooling at ribbon pull speeds of 0.2, 0.4, 0.8, 1.6

mm/sec from top to bottom, respectively.

the two cooling mechanisms. In both cases, we observe the ribbon tip moving to the right

as the pull speed increases. This creates a U-shaped pool of supercooled melt in front of

the ribbon tip that grows larger in size. It is worthwhile to note the larger pool size in

radiation compared to Gaussian cooling. Another important observation is the motion of

the ribbon tip to the center in the Gaussian case, and to the edge of the slit in the radiation

case.

The information on the pull speed and ribbon thickness for radiation and Gaussian cool-

ing is summarized as a graph in figure 4.9. This relationship is governed by the total energy

balance equation

Lρvtr = Qtot, (4.16)

where tr is the thickness of the ribbon and Qtot is the total heat removed from the domain.
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Radiation case 
pull speed limit

Gaussian case
pull speed limit

Figure 4.9: Thickness vs pull speed plot for radiation and Gaussian cooling. The dashed

lines signify the pull speed limitation observed in simulations.

The two curves intersect at a pull speed of v = 0.63 mm/sec. Therefore, the point where

the two curves intersect denotes equal heat removal Qtot for the two cases. Below this pull

speed the heat removed from the radiative case is higher and above this pull speed the

heat removed is lower due to the difference in emmisivities of the two phases. This causes

radiation to produce thicker ribbons at lower pull speeds and thinner ribbons at higher

pull speeds.

In Addition, we also observe a pull speed limitation for both mechanisms. For radia-

tion, the limit occurs at 0.9 mm/sec as the ribbon tip reaches the end of the slit. On the

other hand, the pull speed limit for Gaussian cooling occurs at 2mm/sec, as the ribbon tip

reaches the center of the cooling jet.

4.4.2 Discussion

The previous section, showed limitations in ribbon’s pull speed for radiation and Gaussian

cooling. To study this further, we take a closer look at the temperature profile near the
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ribbon tip. Figure 4.10 shows a close-up of the temperature contours near the ribbon tip

for the two base cases at their respective pull speed limit. The isotherms are vertical as they

approach the ribbon tip. This implies a predominantly horizontal mode of heat removal

at the ribbon tip. This is in contrast to the conventional notion of heat removal in the

horizontal ribbon growth process, which was considered to be in the vertical direction.

Figure 4.10: A close up of the temperature field around the ribbon tip for radiation (left)

and Gaussian cooling at limiting pull speeds of 0.9 and 2 mm/sec respectively. The thick

black line denotes the interface at Tm = 1685K. Thin black lines denote isotherms at 0.2K

intervals.

To explain this hypothesis, we study the variations in the temperature gradient around

the ribbon tip for increasing pull speeds. Figure 4.11 plots the temperature profile at the

top surface of the domain, T (x1, 0) for the two base cases. The multiple curves in each

plot, from left to right, denote the temperature profile for increasing pull speeds. The

position of the ribbon tip in these curves can be identified by the peak at Tm = 1685K.

At low pull speeds, almost all the heat removal required to maintain solidification at the

ribbon tip is from the solid side. As the pull speed is increased, the ribbon tip shifts to
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the right. This decreases the heat removed from the solid surface and increases the heat

removed form the liquid surface. The increase in the heat removed from the liquid side

creates a pool of super-cooled melt in front of the ribbon tip. The negative thermal gradient

in the melt provides the necessary source of heat removal to maintain growth at the tip.

Moreover, the decrease in the heat removed from the solid side causes the ribbon to get

thinner. Therefore, from the perspective of heat transfer, it is more efficient to remove heat

from the liquid side than the solid side because some portion of the heat removed from the

solid side is used to maintain the ribbon’s thickness.

Based on the above explanation we summarize the observation of pull speed limit as fol-

lows: increasing the pull speed of the ribbon requires an equal increase in the growth rate

of solid at the ribbon tip. If sufficient latent heat is not removed to maintain this growth

rate, the ribbon tip moves to the right. This increases the amount of heat removed from

the tip—by increasing the heat removed from the liquid side—and establishes a new equi-

librium position. As the pull speed is increased further, at some point the heat removed

from tip is at its maximum and the growth rate reaches its limits. For the Gaussian case

this limit occurs around the center of the cooling profile, while for the radiation case this

limit occurs at the edge of the slit.

4.4.3 Comparison Between Radiation and Gas Cooling

Simulations from the previous section suggest the pull speed limit for Gaussian cooling to

be higher than radiation. However, since the heat removed due to radiation varies with

pull speed, it is unclear if the advantage lies in the mode of cooling or the quantity of

heat removed. Figure 4.12 plots the total amount of heat removed Qtot, which includes the

sum of conductive and convective heat transport from all four boundaries, at different pull

speeds for the two base cases. The heat removed for Gaussian cooling is nearly constant

while the heat removed during radiation cooling decreases with increasing pull speed.

At the limit point, the heat removed in the radiation case is significantly lower than the
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Figure 4.11: Top surface temperature profile for radiation (left) and Gaussian (right) cool-

ing.

Gaussian case. Therefore, for a fair comparison it is reasonable to ask how radiation and

Gaussian cooling compare for the same amount of heat removed.

To do this, a parametric study of the top surface cooling profiles is performed by varying

the slit width w in radiation cooling and qpeak in Gaussian cooling. For the radiation case,

5 sets of simulations are performed with slit widths of w = 2.5 mm, 3.75 mm, 5 mm, 6.25

mm, and 7.5 mm. For Gaussian cooling, we choose qpeak = 12.48 W/cm2, 18.19 W/cm2,

23.96 W/cm2, 28.94 W/cm2, and 33.91 W/cm2. These values of qpeak were chosen to match

the total top surface heat removed from the radiation case.

Similar to the process of finding the limit points in figure 4.12, we find the pull speed

limit vlim in each case and mark them in figure 4.13. Interestingly, the points follow a

straight line with R2 value close to 1 upto 3 decimal places.

For both mechanisms, increasing the total heat removed from the system (Qtot), leads

to a proportional increase in the pull speed limit. For a given (Qtot), Gaussian cooling

achieved a higher maximum pull speed compared to radiation cooling. This can be at-

tributed to the narrow heat removal profile in Gaussian cooling. Therefore, we find that
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Figure 4.12: A graph highlighting the variability in total heat removed using radiation as

a function of pull speed. In contrast, the heat removed using cooling jet is almost constant.

a cooling jet provides better performance in producing high speed ribbons than radiation.

The improvement is larger at higher heat removal rates.

4.5 Active Cooling Design for Horizontal Ribbon Growth

Difficulty in producing thin ribbons at high production speeds has been a significant bar-

rier in the adoption of the horizontal ribbon growth process for manufacturing low-cost

silicon wafers. The use of active cooling devices, like helium jets, has allowed for intense

heat removal from the ribbon tip leading to higher pull speeds. However, at the same time,

this has also caused an increase in the thickness of the ribbon, making them unsuitable for

commercial applications. We analyze the results from a series of simulation studies and

outline a general process to the effects of active cooling on the ribbons’ growth rate and

thickness. A linear scaling relationship between the limiting pull speed and the total heat

removed is derived empirically for a family of Gaussian cooling profiles. These scaling

relationships show that the intensity and spread of a cooling profile are directly tied to the
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Gaussian cooling

Radiation cooling

Figure 4.13: A graph of maximum pull speed as a function of heat removed. The dashed

lines denotes the best fit lines.

growth rate limit and the ribbon’s thickness, respectively.

We outline a general procedure to compare the performance of a cooling system design.

We do this by solving the inverse problem of finding the limiting pull speed (vlim) for

a given cooling profile. For this, we begin with 3 scenarios for standard deviation, σ =

0.8, 0.5 and 0.2. For each scenario, 5 instances of simulation are performed with different

values of qpeak. Table 4.2 provides the numerical values for each instance. The values were

chosen such that the total heat flux at the top surface in each column is the same.

The pull speed limit vlim in each case was found and marked as a cross in figure 4.14. We

observe that for each scenario, the points naturally classify themselves into straight lines.

The best fit line for each case was determined using the form

vlim = α(Qtot +Qc), (4.17)

where α and Qc are the regression parameters of the best fit line. The numerical values of

α and Qc for each scenario of Gaussian cooling are summarized in table 4.3. The R2 value

for each scenario was equal to 1 within 3 decimal places.
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Table 4.2: Numerical values for simulation instances

Spread, Peak Intensity,

σ [mm] qpeak [W/cm2]

0.2 49.90 72.75 95.85 115.75 135.65

0.5 19.96 29.10 38.34 46.30 54.26

0.8 12.475 18.19 23.96 28.94 33.91

The scale factor α in (4.17) denotes the change in the pull speed limit due to a unit change

in the amount of heat removed from the system. Qc takes into account the non-linear be-

haviour of the process as Qtot approaches to 0. The linearity of (4.17) was not found to

be applicable for values Qtot an order of magnitude lower than Qc. Separate simulations

were performed with larger values of heat supplied from the bottom heater, under the

presumption that decreasing Qtot would lead to thinner ribbons. However, increasing the

heat supplied below the ribbon lead to insufficient heat removal at the growth tip. Addi-

tionally, the solution was found to be very sensitive to the initial position of the growth tip

and the temperature field. Further analysis of this system was found to be difficult and

therefore not reported here.

For each scenario in figure 4.14, we observe that increasing the total heat removed from

the system (Qtot), leads to an increase in the pull speed limit. For a given (Qtot), the cool-

ing mechanism with a narrower cooling profile yielded a higher pull speed limit. This is

because a narrow cooling profile induces larger temperature gradients around the tip of

the ribbon. This makes it possible to maintain a larger growth rate of the ribbon tip for the

same amount of heat removed from the system.

The advantage of using a narrow cooling profile goes beyond increasing the pull speed

limit of the ribbon. By substituting (4.17) into the overall energy balance, Lρvt = Qtot, we
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Figure 4.14: Scaling relationship between maximum pull speed limit and total heat re-

moved for different Gaussian cooling profiles.

Table 4.3: Best fit parameters

σ [mm] α [µm/J] Qc [W]

0.2 4.91 135.78

0.5 3.37 101.59

0.8 2.99 84.46

arrive at the equation

tlim =
Qtot

Qtot +Qc

1

Lρα
, (4.18)

where tlim is the minimum thickness limit of the ribbon that can be produced for a given

cooling scenario. L is the latent heat of fusion, ρ is the density of solid, t is thickness.

Equation (4.18) shows that it is possible to produce thinner ribbons from the same amount

heat removedQtot, if we choose a cooling system with a higher value of α. Figure 4.15 plots

the limiting thickness of the ribbons produced for each scenario. Often, the ribbon interface

would show dendritic behaviour near the limit point and so the thickness calculations had

to be averaged.
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Figure 4.15: Minimum thickness as a function of total heat removed for different Gaussian

cooling profiles

The dashed lines in figure 4.15 represent the curves generated from (4.18) for different

modes of cooling. We observe that the curves flatten out at larger values of cooling pro-

vided to the system. This is apparent from (4.18), when Qtot ≫ Qc

tlim ∼ 1

Lρα
. (4.19)

Equation (4.19) explains why it has been difficult to reduce the thickness of ribbons in

the presence of intense heat removal devices like cooling jets. In the high speed operation

of the horizontal ribbon growth process, the minimum thickness limit of the ribbons pro-

duced is directly tied to spread of the cooling profile used to solidify the ribbon. Using

a narrow cooling profile focuses the heat removal at the growth tip. This prevents any

portion of the cooling jet from thickening the ribbon. Therefore a cooling jet with a higher

value of α allows for the high speed production of thin ribbons.

4.6 Conclusions

The main goal of this paper is to provide an alternative theoretical framework for simulat-

ing crystal growth models involving non-smooth edges. We find that around non-smooth
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interfaces, like the triple point in a horizontally grown ribbon, the classical models do not

satisfy energy conservation. Therefore, a weak formulation of the Stefan problem is needed

to relax the requirements on the regularity of the interface. A modified energy-phase rule

is derived to account for the existence of metastable states. We choose a finite-volume

discretization scheme to maintain the conservative form of the weak formulation. This al-

lows us to come up with an easy to implement simulation scheme, which satisfies energy

conservation and provides sufficient accuracy for engineering applications.

As an application, we perform a simulation study of the horizontal ribbon growth pro-

cess. Unlike the classical Stefan formulations, the weak formulation demonstrates a pull

speed limitation as observed in experiments. We explain the pull speed limit based on a

local heat transfer arguments. During experiments, this limitation may be compounded by

other physical constraints like the formation of a stable meniscus or solidification kinetics

[122, 123]. However, from the perspective of heat transfer alone, insufficient heat removal

from the growth tip is shown to be the fundamental reason for pull speed limitation.

Two different mechanisms of heat removal are analyzed. We find that a diffuse cooling

profile, like radiation, is less effective than a narrow cooling profile, like a cooling jet, in

producing thin ribbons at high speed. A linear relationship was discovered between the

total heat removed from the furnace and the maximum pull speed in both cooling mecha-

nisms. This relationship provides an interesting insight into the heat transfer occurring in

the horizontal ribbon growth furnace and would require further analysis beyond the scope

of this simulation. All of this aids in our understanding of the heat transfer conditions re-

quired for the high speed operation of the horizontal ribbon growth process.

We also discuss an approach in the design of active cooling system. Multiple simulations

were carried out for varying peak intensities and spread of the Gaussian coolinng profile.

Through these simulations, a linear scaling relationship was discovered between the pull

speed limit and the total heat removal rate. These scaling relationships serve as a lookup

chart and may reduced the requirement to carry out expensive simulations. The spread
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of the cooling profile was found to be directly related to the ribbons thickness. Therefore,

we find in order to produce thin ribbons at high pull speeds, a narrow cooling profile with

high intensity should be used.
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Chapter 5

A theory on interface propagation at the

solidification triple junction

In this chapter we are interested in identifying the physics of solidification at the solid-

liquid-gas triple point. Importantly, we would like to know the limitations of using con-

tinuum models in describing the horizontal ribbon growth process. Since the problem

is not limited to horizontal ribbon growth alone and may have a big overlap with other

areas of multiphase physics, it will be of interest in knowing more about the generality

of this problem and the mathematical tools used to solve them. An example of this is

the paper by Amy Novick Cohen [132] where the triple junction motion of Allen-Cahn

and Cahn-Hillard type equations are studied using asymptotic analysis. The motion of

the triple junction for solidification has also been studied experimentally by Surek and

Chalmers [133] and using simulations by Virozub et. al [134]. However, there is no con-

sensus between experimental, simulation, and theoretical values of the triple point angle,

and existing works often contradict each other.

Our analysis shows that energy conservation at the triple point requires the solid angle

to be 90◦ when the length scale is very small. At larger length scales, the result for the 90◦

solid angle still holds, but its effect decreases with increasing length scales as more physics

may come into play. Experimental observations for horizontally grown silicon crystals

show the solid angle to be 55◦.

Combining the solid angle result with mass conservation adds another constraint of 90◦

for the liquid angle. However, these two results again do not satisfy the surface tension

force balance at the triple point and are also not in line with experimental observations
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for a liquid growth angle of 11◦. We show that it is possible to accommodate all these

experimental and theoretical observations using a multiple-scale model.

5.1 Introduction

The motion of the triple junction plays an important role in solidification processes. Ex-

amples of this include casting [135], sintering [136], welding [137], coating/painting [138],

and crystal growth [112, 115]. A typical solidification process near the triple junction in-

volves three phases. The interface separating the solid and the liquid phase interests the

third phase, which could either be a free boundary formed by the gas phase or a fixed

boundary supported by a solid. The configuration of the three phases, including the angle

formed by each phase at the triple junctions as well as the heat and the mass transfer pro-

file, are fundamental in understanding the motion of the triple junction. However, there

is little consensus in the literature on the phase angles at the triple junction angles. The

purpose of this chapter is to investigate this phenomena at a detailed level using energy

and mass conservation.

From a theoretical and numerical point of view, phase angles at the triple junction pro-

vide the boundary conditions for the interface. To see this, we consider again the strong

form of the Stefan condition on the interface,[
kl∇Tl − ks∇Ts

]
· n̂ = −ρL v⃗ · n̂, (5.1)

where n̂ is a unit vector normal to the interface; ks, kl are the thermal conductivities and

∇Ts,∇Tl are the temperature gradients for the solid and liquid phase. ρ denotes the den-

sity of the solid phase, L is the latent heat of fusion and v⃗ · n̂ denotes the velocity of the

interface from solid to liquid.

Consider a function g ∈ C1, such that S = {(x, t) : g(x, t) = 0} denotes the interface.

Then (5.1) can be equivalently written as,[
kl∇Tl − ks∇Ts

]
.∇g = −ρL ∂g

∂t
on S. (5.2)
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Equation (5.2) is a partial differential equation determining the motion of the interface.

Without additional information on the phase angles, it is not possible to theoretically or

numerically solve the Stefan problem given by equation (5.2). The inclusion of phase an-

gles as boundary condition for the interface is often ignored in numerical simulations of

crystal growth systems [43, 123, 139, 140].

To this end researchers have attempted to theoretically and numerically calculate the

shape of the solid-liquid interface near the triple junction. Kuiken [107] and Bolling and

Tiller [141] analytically calculate the shape of the solid-liquid interface under static con-

ditions. They conclude that the interface approaches the external boundary at an angle

of 180◦ asymptotically, irrespective of material. Helenbrook [115] found that the solid an-

gle at the triple junction is primarily a function of the jump in the radiation heat flux.

Edge smoothing is also found to play a role in shaping the solid tip near the triple junc-

tion [142, 143]. Mazuruk et al. [144] explains the angles at the triple junction as a bulk

phenomenon using bulk free energy potentials. Bardsley et al. [145] provides an explicit

formula for the liquid angle and the solid angle using Herring’s equilibrium conditions

[146]. The formula calculates the liquid angle and the solid angle for silicon as 100◦ and

111◦, respectively.

Tatarchenko [147] provides an extensive experimental literature on the liquid angle for

silicon, with values ranging between 90◦ − 110◦. Ciszek [45] photographed silicon sheet

growth in the horizontal direction with different seed crystal geometries. He found the

solid tip at the triple junction aligned along the lowest energy Wulff shape. Kellerman et al.

[99] reported the formation of a dual facet near the triple junction in a horizontal growth

configuration. Figure 5.1 shows a photograph of the dual facets observed in experiments

by Kellerman et al. [99]. The origin of the dual facet formation at the triple junction is not

yet understood [148].

Experimental results are much more consistent in water-ice systems due to the relative

ease in performing experiments compared to silicon. Experiments of water droplet solidi-
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Figure 5.1: A photograph of dual facet formation using antimony demarcation.

fication show the solid and the liquid angles at 90◦ [149]. The 90◦ solid and liquid angles

were also verified theoretically by Anderson and Davis [112] and Anderson et al. [150].

Schultz et al. [151] performed numerical simulations of a solidifying water droplet and

came to the same conclusions.

In this chapter we take a closer look at the physics that drives the motion of the triple

junction. The theory will be used to estimate the solid and the liquid angles at the triple

point. We will also numerically simulate the horizontal ribbon growth process and verify

results with experimental observations. Although the main application of this research

is for the horizontal ribbon growth process, the analysis is quite general and can be ap-

plied to other areas of solidification, including ice. In fact we recover the same 90◦ angle

reported in the experiments referenced above as the only possible solution under steady

state operating conditions.
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5.2 Constraints due to Mass and Energy Conservation

Energy Conservation: We begin our analysis by modeling the interface propagation of a

solid growing in the horizontal direction near the triple point. A key physics that drives

the solidification process is the transport of energy from the solid and liquid phases away

from the interface. From the principle of energy conservation, the amount of latent heat

released due to solidification is equal to the amount of energy that is transported away

from the interface. This imposes a constraint on the dynamics of the interface at the triple

point.

We assume the solid-liquid interface to be a continuous curve with zero width. We also

assume the solid and liquid phase to behave as a continuum. These assumptions are not

valid as we approach the atomic scale. Most bulk crystal growth models rely on these

assumptions. Note that the analysis does not assume steady state, is independent of the

crystallization kinetics, and does make any assumption on the shape of the liquid interface.

Under these assumptions, the goal is to find constraints that energy and mass conservation

impose on interface propagation at the triple point.

(1)

(2)

O

Figure 5.2: A schematic showing the energy flux across the solidification interface at the

growth tip.

Figure 5.2 shows the energy transport at the interface near the triple point O at a time

instant t. We assume the interface is differentiable near the triple point and makes an
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angle θs with the horizontal. Let ∆x be the length of an interval starting at the triple point

O and stretching along the interface. The average energy flux normal to the interface from

the liquid phase and solid phase is denoted by fl and fs, respectively. v is the average

speed of the interface at the triple point, moving in the horizontal direction. The average

is calculated over the interval [0,∆x] and [t, t+∆t].

Consider two intervals along the interface given by (0,∆x] and [0,∆x]. We term these

intervals as region (1) and region (2), respectively. Energy balance for along region (1) over

the time interval (0,∆x] gives us,

(fs − fl)∆t∆x = Lρsv sin θs∆t∆x, (5.3)

where L is the latent heat of fusion per unit mass and ρs is the solid phase density. The

expression on the right hand side is the energy released due to the propagation of the

interface and is represented by the blue box in fig. 5.2.

On the other hand, an energy balance carried over region (2) in the interval [0,∆x] gives

us,

(fs − fl)∆t∆x = Lρsv sin θs∆t∆x+ Lρsv
2 cos θl (∆t)

2. (5.4)

The expression on the right-hand side is latent heat released due to the growth of the solid

phase shown by the red box in fig. 5.2. Subtracting (5.3) from (5.4) and dividing by ∆x∆t

we get the identity,

Lρsv
2 cos θs

∆t

∆x
= 0. (5.5)

The left-hand side denotes the additional energy flux per unit time that is liberated due to

growth of excess solid at the triple point. Energy cannot be spontaneously created, so the

expression on the left-hand side should be zero in the limit ∆t,∆x→ 0. Since the limit does

not exist, the identity can only be true if either v = 0 or θs = 90◦. These complementarity

constraints impose restrictions on the motion of the triple point and shape of the solid

angle. When θs < 90◦, there is not enough heat removal at the triple point. Therefore, the

triple point does not move and waits till the solid angle becomes perpendicular from the
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interface motion away from the triple point. When θs = 90◦, the triple point is free to move

and its motion depends on the energy transport in the horizontal direction given by

v =
fs − fl
Lρs

. (5.6)

The difference in the energy balance equations (5.3) and (5.4) can also be resolved if

(fs − fl) and v are singular. The singularity occurs when θs > 90◦. In this case, the heat

removed from any finite interval of space and time around the triple junction is larger than

the amount of latent heat liberated. This causes the triple point moves faster than the rest

of the interface till θs = 90◦. An analytic approach to calculate heat transfer and triple

junction speed is carried out in section 5.3 and leads to the same conclusion. Thus we

conclude that at the tip the angle θs equals 90◦ under steady state operating conditions.

Mass Conservation: The motion of the interface during the solidification process can be

seen as the consumption of liquid material on one end of the interface and the genera-

tion of solid material on the other end. Following the mass conservation principle, the

two quantities need to be equal over every choice of the interface region. This imposes a

condition on the motion of the liquid material close to the interface and the liquid angle.

Similar to the energy conservation analysis, we consider the solid phase and liquid phase

to behave like a continuum. The width of the interface will be assumed to be zero. We do

not make any assumption on the crystallization kinetics, surface energy of liquid or steady

state. In addition, based on the energy conservation analysis, we work with the case when

the solid angle θs = 90◦ and v ̸= 0. The case with v = 0, leads to a static system at the triple

point. In this case, the range of liquid angles may be calculated in a fashion similar to the

Gibbs pinning condition in appendix A.

Under these assumptions, a schematic for the interphase boundaries at a time instant t

near the triple point given in fig. 5.3. The location of the triple point is marked as O and is

considered to be the origin. The analysis is carried out in a Lagrangian frame of reference,

such that the interface appears fixed and the liquid phase moves in and the solid phase

moves out of the interface. The average speed of the material near the triple point O in
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(1)

(2) O

Figure 5.3: A schematic showing the mass flux at the interface from liquid to solid phase.

The solid angle θs is considered to be 90◦.

a direction perpendicular to the interface is given by vs for the solid phase and vl for the

liquid phase. ρl is the average density of the liquid phase close to the triple point. Similar

to the energy conservation case, we define region (1) as (0,∆x] and region (2) as [0,∆x].

A mass balance carried out over region (1) in the time interval [t, t+∆t], gives us:

ρlvl ∆t∆x = ρsvs∆t∆x. (5.7)

The expression on the right-hand side is the amount of material that changes to solid phase

due to the motion of the interface. The motion of the interface is governed by energy

balance and determines vs. The expression on the left-hand side is the amount of liquid

consumed during phase change. This is illustrated by the blue box in fig. 5.3.

On the other hand, a mass balance carried over region (2) in the time interval [t, t+∆t]

gives us,

ρlvl ∆t∆x+ ρlv
2
l cot θl (∆t)

2 = ρsvs∆t∆x. (5.8)

The expression on the left-hand side is given by the red box shown in fig. 5.3. The second
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term in this expression is the excess liquid mass consumed by the interface, which can be

geometrically represented by the difference between the red and blue box. Subtracting

(5.7) from (5.8) and dividing by ∆x∆t we get the identity,

ρlv
2
l cot θl

∆t

∆x
= 0. (5.9)

The expression on the left-hand side of (5.9) denotes the additional liquid mass flux per

unit time that is consumed at the triple point O. Since matter cannot be destroyed this

quantity needs to be equal to zero in the limit ∆t,∆x → 0. The limit for this expression is

path dependent. Therefore, (5.5) is only true when vl = 0 or θl = 90◦. vl = 0 leads to the

case when the interface at the triple point is static and governed by Gibbs thermodynamics.

When the interface is moving, we get θl = 90◦ as the only possible solution to the steady

state problem. The path dependence of (5.5) and (5.9) in the limit ∆t,∆x → 0 provides

a clue to the multiple-scale nature of the triple point. It also indicates the possibility that

growth may not be at steady state in the HRG process [99]. This will be explored further

in section 5.3.

5.3 Heat Transfer and Fluid Flow near a Triple Junction

Another approach to understand the interface motion at the triple junction is to solve the

steady-state heat equation and the Navier-Stokes equation near the triple point. Analytic

methods to solve these equations are well known and can be used to characterize the local

behaviour in the solid and liquid phase. The goal of this section is to determine the thermal

and the flow field near the triple junction and compare the results to the observations made

in the previous section.

We assume that the liquid and the solid phases can be treated as a continuum. The solid-

liquid interface is assumed to be a continuous curve of zero width and differentiable at the

triple point. In addition, we also assume the liquid-air free surface is differentiable at the

triple point. We assume the temperature and the velocity field to be at a steady state.
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O

Figure 5.4: A schematic of the three inter-phase boundaries between solid, liquid and gas

phases intersecting at the triple point O.

Figure 5.4 provides a schematic of the inter-phase in a typical crystal growth system,

which are approximated as straight lines close to the triple point. The origin is at the triple

junction point and is denoted by O. The co-ordinate axis is now chosen such that the

solid-gas interface is in the horizontal direction and the solid-liquid interface is stationary.

The solid is withdrawn to the right with velocity v. The heat removal at the solid-gas and

liquid-gas interface can be approximated as a constant heat flux with magnitude qs and ql,

respectively. The growth angle is denoted by ϕ as shown.

Within the solid and the liquid phase, we use the energy balance equation to describe

the temperature field,

u⃗i · ∇Ti − ki∇2Ti = 0, (5.10)

where i = s, l represent the solid and the liquid phases respectively. u⃗i is the velocity field,

Ti is the temperature field, and ki is the thermal conductivity. By choosing the length scales

to be of O(ϵ), we see that the diffusion term dominates at small length scales, so that we

get a singularly perturbed system

ϵ u⃗i · ∇Ti − ki∇2Ti = 0, (5.11)

CHAPTER 5. A THEORY ON INTERFACE PROPAGATION AT THE SOLIDIFICATION TRIPLE JUNCTION

79



5.3 HEAT TRANSFER AND FLUID FLOW NEAR A TRIPLE JUNCTION

by taking ϵ→ 0. The resultant equation that needs to be solved is the Laplacian:

∇2Ti = 0. (5.12)

We assume local thermodynamic equilibrium at the solid-liquid interface. The boundary

conditions close to the triple junction are given by

T = 0 on θ = 0, (5.13a)

−ks
∂T

r∂θ
+ kl

∂T

r∂θ
= Lρsv sin θs on θ = 0, (5.13b)

−ks
∂T

r∂θ
= qs on θ = θs, (5.13c)

−kl
∂T

r∂θ
= ql on θ = −θl. (5.13d)

(5.13a) describes the equilibrium condition along the solid-liquid interface. (5.13b) equates

the latent heat released due to solidification to the heat transported away. (5.13c) and

(5.13d) represent the heat removal flux from the solid-gas and liquid-gas interface, respec-

tively. To make (5.13c) and (5.13d) homogeneous, we choose a particular solution of the

form

T p
i = − qi

ki cos θi
r sin θ. (5.14)

The solution to the homogeneous temperature profile can be calculated using the Fourier

basis functions [152]. Locally, the solutions behave as

T h
s = As r

λs sin(λsθ) +O
(
rλs+1

)
, (5.15)

T h
l = Al r

λl sin(λlθ) +O
(
rλl+1

)
. (5.16)

where λs, λl are the dominant eigenvalues of the Laplacian (5.12) in solid and liquid phase,

respectively. The eigenvalues and the wedge angles satisfy the relationship

λs θs = λl θl =
π

2
. (5.17)
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The coefficients As,l depend on the external boundary conditions of the application do-

main. Finally, we superimpose the particular and the homogeneous solution to obtain the

local temperature profile near the triple junction,

Ts = − qs
ks cos θs

r sin θ +Asr
λs sin(λsθ) +O

(
rλs+1

)
, (5.18)

Tl = − ql
kl cos θl

r sin θ +Alr
λl sin(λlθ) +O

(
rλl+1

)
. (5.19)

When θs,l is less than π/2, λs,l must be greater than 1. In this case, the particular solution

is dominant and the heat flux contribution from the homogeneous terms is zero at the triple

point. When θs or θl is greater than π/2, either λs or λl is less than 1, respectively, and the

homogeneous term dominates close to the origin. As r → 0, the heat flux at the origin is

singular and the interface velocity grows unbounded. These results match our conclusions

from the energy conservation in section 5.2. A steady state solution to the growth speed at

the triple point cannot be unbounded. Therefore, we restrict the values of θs and θl to be

less than equal to π/2.

The equation of motion for fluid velocity provide further insights into the choice of solid

and liquid wedge angles. To calculate the velocity field u⃗, we solve the steady-state Navier-

Stokes equation for in-compressible fluids around the growth tip,

u⃗ · ∇ω − µ∇2ω = 0 (5.20)

ω = −∇2ψ.

The equations are written in terms of the vorticity ω, which is defined as ω = ∇× u⃗ and

the stream function ψ. For the 2D case, the velocity field u⃗ = (ur, uθ) can be calculated

from the stream function as,

ur =
1

r

∂ψ

∂θ
, uθ = −∂ψ

∂r
. (5.21)

Similar to the energy balance equation, we are interested in solving the velocity field in

a small neighbourhood of the triple junction point. The effect of convection close to the
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triple point is negligible at such small length scales. This is apparent when we choose the

length scales as x→ x
ϵ .

ϵu⃗ · ω = µ∇2ω. (5.22)

The resulting equation in terms of the stream function is given as:

∇4ψ = 0. (5.23)

Equation (5.23) is also known as the Biharmonic equation. A general solution to the Bihar-

monic equation (5.23) in 2 dimensions is given by the Michell solution,

ψ(r, θ) = A0r
2 +B0r

2 ln(r) + C0 ln(r)

+
(
I0r

2 + I1r
2 ln(r) + I2 ln(r) + I3

)
θ

+
(
A1r +B1r

−1 +B′
1rθ + C1r

3 +D1r ln(r)
)
cos θ

+
(
E1r + F1r

−1 + F ′
1rθ +G1r

3 +H1r ln(r)
)
sin θ

+
∞∑
n=2

(
Anr

n +Bnr
−n + Cnr

n+2 +Dnr
−n+2

)
cosnθ

+

∞∑
n=2

(
Enr

n + Fnr
−n +Gnr

n+2 +Hnr
−n+2

)
sinnθ.

(5.24)

We choose three basic boundary conditions for the liquid near the triple point,

uθ = −∂ψ
∂r

=
ρs
ρl
v sin θs on θ = 0 (5.25a)

ur =
1

r

∂ψ

∂θ
= v cos θs on θ = 0 (5.25b)

uθ = −∂ψ
∂r

= 0 on θ = −θl (5.25c)

Equation (5.25a) is a mass balance condition in the normal direction to the interface. Equa-

tion (5.25b) is a no-slip condition. Equation (5.25c) imposes that there is no liquid flux

across the gas-liquid interface. In addition to these boundary conditions, we require that

the fluid velocity is not singular and independent of θ at the triple point O. Therefore, the

contributions from terms involving ln(r) and θ are not considered.
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Using (5.25a) and (5.25b) a local solution to the stream function is obtained as,

ψ = r

(
−ρs
ρl
v sinα1 cos θ + v cosα1 sin θ

)
+O(r2). (5.26)

This is a simple uniform flow feeding into the solid-liquid interface. The no flux condition

at the free surface leads to the condition,

ρs
ρl

sin θs cos θl + cos θs sin θl = 0. (5.27)

When the solid and liquid densities are the same, i.e., ρs = ρl, the wedge angles satisfy

θs + θl = π. So the free surface is horizontal and the growth angle ϕ = 0◦. When ρs ̸=

ρl, (5.27) is true only if at least one wedge angle is greater than π/2. The heat transfer

conditions require that θs, θl ≤ π/2. Therefore, θs = θl = π/2 is the only configuration

where (5.27) is satisfied close to the triple point under steady state conditions.

5.4 Interpretation: Multiple Length Scales Point of View

In section 5.2, we concluded that energy and mass conservation impose a 90◦ constraint on

the solid and liquid angles. However, experimentally the angles do not appear perpendic-

ular and depend on the physical properties of the material under consideration. Crystal

growth process have also shown a wide variety of solid angles depending on the orienta-

tion of the seed crystal [97, 45]. In the case of silicon and germanium, the observed liquid

angles are 101◦ and 98◦, respectively [133].

Theoretical justifications for the observed growth angle and solid angle are based on the

principle of free energy minimization. Herring’s growth angle formula, used in simulation

models of crystal growth, uses a balance of surface tension and torque at the triple junction

point [145]. The solid angle is determined by the shape of the minimum energy facet at the

solid-liquid interface. The shape of the facet is determined geometrically using the Wulff

construction [153]. In both cases, the free energy F on the solid and the liquid surfaces can
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be written as,

F =

∫
γdS, (5.28)

where dS is an element on the interface. For the liquid-gas surface the integrand γ is

determined by hydrostatics and is given by equation (3.3) in chapter 3. For a solid surface,

the integrand is given by γ(θ̂), where γ is the gamma function and θ̂ is the angle made by

the normal vector to the solid surface. Figure 5.5 shows an example of a polar gamma plot

as a function of θ and also the corresponding Wulff construction of the low energy crystal.

gamma-plot Wulff shape

Figure 5.5: Typical polar gamma plot of surface energy of a crystal and the corresponding

Wulff shape.

A major assumption in the methods discussed above is the condition of static and ther-

modynamic equilibrium at the liquid-gas and solid-liquid interface, respectively. Near the

triple junction, the interface is continuously evolving, with liquid flowing and large ther-

mal gradients. Clearly, close to the triple junction the assumption of equilibrium does not

hold true. However, away from the triple junction the effect of liquid motion and large

thermal gradients diminishes with distance and one may find conditions satisfying the

assumption of equilibrium. Therefore, a multiple-scale point of view of the triple junc-

tion would reconcile the experimental and theoretical observations, while at the same time
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satisfying the 90◦ constraint due to energy and mass balance.

Figure 5.6: A multiple scales point of view of the angles at the triple point.

Figure 5.6 illustrates how the interface would look like near the triple junction at two

different length scales. At a length scale of O(ϵ), the angles of the gas-liquid-solid inter-

faces near the triple junction are determined by energy and mass conservation. The solid

and the liquid angles are constrained at 90◦, because any deviation from this shape leads

to a violation of conservation laws. At a more macroscopic length scale, the effect of triple

junction motion becomes negligible and physical/material properties are needed to deter-

mine the angles. The liquid-gas interface is in a state of static equilibrium, which lead to a

non-zero growth angle to minimize surface energy. A condition of thermodynamic equi-

librium is also achieved and the solid-liquid interface orients itself in the direction of a low

energy facet. This leads to the formation of facet angles typically observed in experiments

[97, 45]. The deviation from the minimum energy solution based on (5.28) is only O(ϵ).

Figure 5.7: An atomic scale interpretation of the 90◦ solid angle.
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How small is the length scale ϵ? From an energy minimization point of view, ϵ should

be as small as possible. As ϵ approaches the atomic scale, an interesting intuition can be

developed on the nature of interface motion at the triple junction. Figure 5.7 provides a

2D schematic of atomic lattice in the solid phase near the triple junction. During growth,

the atoms attach themselves along the low energy surface. Therefore, motion of the atomic

interface takes places in the direction perpendicular to the horizontal at the solid tip or in

the direction normal to the low energy facet. Such discrete level dynamics illustrates the

origin of the multiple length scale at the triple junction. Continuum scale models are not

directly capable of capturing these discrete dynamics. However, they are important when

the aim is to build a mono-crystalline sheet. In the next section, we show how a cellular

approach can naturally resolve the problem of multiple-length scales in numerical models

for crystal growth.

In reality the picture is more complex with curvature and nucleation effects involved.

An accurate estimation of the length scale ϵ requires knowledge of solute and temperature

distributions; energies of liquid-gas, solid-gas, and solid-liquid surfaces; and the proximity

to thermodynamic equilibrium at various regions of the interface. As a first step, the results

presented here takes energy and mass balance as the primary basis. Therefore, the 90◦

condition on the solid and liquid angles should be taken into consideration in any crystal

growth model for accurate predictions.

5.5 Cellular Automata Simulations for Facet Growth

A cellular model for simulating the facet formation provides a simple approach to resolve

the multiple length scale problem at the triple junction. The proposed approach extends

the weak Stefan formulation described in chapter 4. The domain will be discretized into

square grids of size ∆x. Each grid is categorized as a solid, liquid or interface. The width of

the interface is limited to one grid size ∆x and corresponds to the mushy phase introduced

in Chapter 4. Therefore, at the triple junction, the solid and the liquid angle always appear
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Figure 5.8: Mushy zone (0 < χ < 1) representing the interface.

to be 90◦. This is illustrated in fig. 5.8.

Figure 5.9: Three main mechanisms of crystal growth at the interface

To simulate the formation of flat facets at the solidification interface as observed in ex-

periments, crystallization kinetics need to be included in the simulation model. Flat facets

occur due to the inhomogeneity of growth rates on different crystal surfaces. The facet

planes tend to be smoother on a molecular scale, with fewer dangling bonds. During so-

lidification, molecules attach more easily to the rough surfaces that have more chemical

bonds compared to flat surfaces, hence the facet surfaces advance more slowly.
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We use a global assembling procedure as described by Weinstein and Brandon [154] for

interface motion and adapt it for our cellular automaton model. The finite growth kinetics

can be written down as,

∆x
∂χ

∂t
= V, (5.29)

V = β(θ,∆T )∆T, (5.30)

β(θ,∆T ) = min(βrough,max(β2DN , βstep)). (5.31)

χ ∈ [0, 1] is the solid fraction field. Equation (5.30) relates the growth rate V to the kinetic

coefficient β and the amount to undercooling ∆T = T−Tm. Tm is the melting point, which

for silicon is 1685 K.

As illustrated in 5.9, the kinetic coefficient (β) depends on three different mechanisms of

solidification: roughened growth, 2D nucleation and step growth. The roughened growth

is modeled as V = βrough∆T where, βrough has a constant value of 0.0126 m/sK. β2DN

models the nucleation of atoms on a low index surface. The driving force for 2D nucleation

is the degree of supercooling (∆T ) as can be seen from the expression:

V = β2DN∆T = B exp(
−A
∆T

)∆T (5.32)

whereA andB are constants with value 140 K and 1.5×1010m/sK respectively. Directional

growth of steps across a low index surface is modeled using

V = βstep∆T = βst| sin(θ − θ0)|∆T,

where θ0 = 54◦, is the angle made by the low energy facet to the horizontal and βst = 0.63

is the step growth parameter. The angle θ made by the interface with the horizontal is

calculated using a forward difference method illustrated in fig. 5.10. These equations are

combined in (5.31) to give a composite kinetic rate law.

The simulation domain is chosen as a 1× 10 mm rectangular box around the triple junc-

tion. Heat is removed from the top surface using a Gaussian cooling profile given by,

qt(x) = qpeak exp
(−x2
2σ2

)
. (5.33)
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Figure 5.10: Procedure to calculate the facet angle θ along the interface.

σ and qpeak values are based on experimental conditions described in Helenbrook et al.

[123] and taken as 0.8 and 400 W/cm2, respectively. The heat flux at the bottom surface is,

qB = 20 W/cm2. (5.34)

The right boundary is considered to be adiabatic and the left boundary heat flux is given

by,

qL = 0.134× (1690− T ) W/cm2. (5.35)

We refer the readers to chapter 4 for more information on the boundary conditions.

We solve the energy balance equation (4.5) inside every grid cell using an Alternating Di-

rection Implicit (ADI) scheme. After every energy balance iteration, the phase field is up-

dated explicitly using the kinetic law (5.29). The interface propagation proceeds anisotrop-

ically depending on the interface angle θ. An extensive description of the simulation pro-

cedure can be found in chapter 4.
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5.5.1 Simulation results

Two sets of simulations are performed with different phase update rules. One simulation

includes facet growth dynamics described using (5.29). The other simulation does not

include facet growth dynamics and uses (4.4) for updating the phase field. The latter will

serve as a base case for comparing the effect of facet formation at the triple junction.
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Figure 5.11: Steady state phase field at v = 4 mm/sec. The figure on the left includes

crystal growth dynamics and the figure on the right does not.
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Figure 5.12: A close-up of the solid angle at v = 4 mm/sec. The figure on the left shows

different stages of crystal growth dynamics at the interface. The figure on the right shows

the triangular wedge shape predicted by Zoutendyk’s theory.

Figure 5.11 shows the phase field solution obtained from simulations at a pull speed of

v = 4 mm/sec. The figure on the left includes crystal growth kinetics and has a much

larger solid angle compared to the figure on the right which does not include the kinetics.

A close-up of the solid as shown in fig. 5.12 demonstrates the different mechanisms of

crystal growth near the triple point. When the solid angle approaches close to a nearby

facet orientation, the dominant mechanism of crystal growth is 2D nucleation. As we
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move away from the triple point, the misalignment angle (θ−θ0) increases and the growth

mechanism switches to step growth. Further away from the triple point, the misalignment

angle becomes so large that the roughened growth dominates. The transition from facet to

roughened growth along the interface happens in the interval of 100µm.
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Figure 5.13: Simulation results for the temperature field with crystal growth dynamics

(left) and isotropic growth dynamics (right).
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Figure 5.14: Thickness vs. pull speed charts for simulations carried out with (left) and

without (right) crystal growth dynamics. The pull speed limitation is more severe when

crystal growth is included.

The crystal growth kinetics also have a significant effect on the temperature field near the

triple junction. At the triple junction point, the mechanism for growth is 2D nucleation.

The kinetic parameter β for 2D nucleation is an increasing function of the undercooling

∆T . Therefore, a large amount of undercooling is needed to maintain the same growth

rate as compared to the base case with the isothermal interface condition. This is visible in

fig. 5.13, where the undercooling is much larger in the kinetic case. The region of under-
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cooling for the base case is much smaller. Also, the solid tip extends deeper into the liquid

and make a solid angle of 4.8◦. The base case is more closely related to Zoutendyk [119],

which predicts the formation of a sharp triangular wedge at the triple point.

One consequence of undercooling is that it is difficult to remove heat from an under-

cooled solid tip compared to the tip maintained at melting point, since the rate of solidifi-

cation at the tip determines the limitations on the pull speed of the entire process. Figure

5.14 shows the thickness vs pull speed chart for the two simulation cases. The solid black

line denotes the results obtained from simulation. The simulations are carried out at inter-

vals of 1 mm/sec starting from 2 mm/sec. The dashed black line is calculated by equating

the total amount of heat removed from the boundaries to the amount of solid removed.

We observe that the pull speed limit in the presence of facet growth is severe compared to

the base case.

Figure 5.15: Formation of dual facets near the triple point in presence of impurities. A

close-up of the simulation result.

The cellular automata algorithm can also simulate the formation of a dual facet at the

triple point. Dual facets were found in crystal grown using the horizontal ribbon growth

apparatus [99]. Figure 5.15 is the first successful attempt at simulating the formation of

a dual facet using first principles. To simulate the dual facet, we manually depresses the

melting point of the top 20µm by 7◦C. The manual decrease in the melting temperature was

done to simulate the effect of constitutional undercooling that happens due to impurity
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segregation at the interface. This is not too far from experimental conditions which use

antimony demarcation to study the facet formation in crystal growth. Kellerman et al.

[99] uses an antimony concentration of 6.9 × 10−5 mole fractions which is equivalent to a

melting point depression of 7◦C.

5.6 Conclusions

The main goal of this chapter is to get a deeper understanding of the physics that drive

the motion of the solidification interface near the triple junction. We use the principle of

energy and mass conservation as our starting point and obtain constraints on the motion

of the interface. We observe that for energy and mass conservation to be satisfied the solid

angle and the liquid angle at the interface should be 90◦ at a small length scale.

From a numerical simulation perspective, we calculate the error in energy and mass

balance at the triple point in (5.5) and (5.9). From this we conclude, if the time step ∆t is

much larger than the grid length ∆x, then the error from a non 90◦ angle at the triple point

can be kept bounded.

We found analytic solutions to the heat transfer and fluid flow close to the triple junction.

At small length scales and steady state conditions, the temperature and the stream func-

tion are shown to satisfy the Laplace equation and the Biharmonic equation, respectively.

Simplified boundary conditions are used to obtain explicit solutions for the temperature

and velocity field. The solutions indicate that for the heat flux and the viscous stresses are

finite only when the solid and the liquid angle at the triple junction are 90◦ as found from

the mass and energy balances.

A multiple scale point of view puts together the 90◦ constraint found at the triple point

with the non 90◦ facet angles that are observed in experiments. The multiple scale point of

view breaks down the important physics and assumption that are valid at different length

scales. At small length scales, the motion of the interface is dominant and the assumption

of static and thermodynamic equilibrium is not valid. At this length scale, the solid and the
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liquid angle are 90◦ to satisfy energy and mass conservation. At larger length scales, the

effect of interface motion decreases and so the assumption of static and thermodynamic

equilibrium may become valid. At this length scale, the liquid-gas and solid-liquid inter-

face shapes are determined using the principles of free energy minimization. This leads to

the observations of growth angles and facet edges found in experiments.

The multiple scale point of view explains the limitation in solid pull speeds observed

in certain crystal growth processes [123, 139]. The heat transfer at the triple junction is

fundamentally in the direction of the crystal pull. This is also observed in numerical simu-

lations from chapter 4. In the context of the horizontal ribbon growth process, we see that

the advantages in vertical heat transfer perceived with the horizontal mode of pulling is

mathematically not true. The multiple scale point of view also explains why current some

numerical solvers cannot predict a pull-speed limitation [121, 122, 41, 115].

Finally, we motivate a cellular automata algorithm to resolve the multiple scale prob-

lem. The algorithm incorporates crystal growth kinetics to simulate the formation of a low

energy facet. Simulations are carried out for the horizontal ribbon growth process. Results

show that the formation of a low energy facet decreases the melting point at the triple

junction. This causes less heat to be removed from the triple junction compared to the case

without any crystal growth dynamics. Therefore, facet formation further lowers the pull

speed limit of the horizontal ribbon growth process. The cellular automata algorithm also

found the first numerical evidence for the formation of a dual facet at the triple junction

(experimentally observed in Kellerman et al. [99]).
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Chapter 6

Conclusions and Future Work

6.1 Summary and Contributions

Silicon wafer production is expensive and account for 48% of the total solar cell production

cost. In addition, the current technology used to manufacture silicon wafers is a batch

process, which is not scalable wastes more than 50% of the end product. As the demand

for solar energy increases in the future, a more scalable and efficient solution will reduce

the costs of manufacturing solar cells. This will make solar energy more affordable for

everyone.

The Horizontal Ribbon Growth (HRG) process provides a potential solution to manu-

facturing low cost silicon wafer. The advantages of this process are less material waste, in-

creased production speed, and better crystal quality. The main challenge with this process

is that the process cannot be operated at the desired operating conditions, which makes

the process economically infeasible. Theoretical explanations are given in this thesis for

the pull speed limitations observed in HRG process. This has remained an unsolved prob-

lem in the crystal growth field for more than 16 years. The results show, using simple

tools, that steady state operation of the process as described in current literature is not

technologically and economically feasible.

In chapter 3, we provide a parametric formulation and a solution to the generalized

static stability problem for the meniscus in a ribbon growth process. Using Weierstrass’

variational theory, we found analytic expressions describing the shape of the meniscus

and compared it with the family of Euler’s elastic curves. The stability of the meniscus is

evaluated using Legendre and Jacobi test conditions. A range of stable operating condi-
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tions are provided over the parameter space of melt height and pull angle. Interestingly,

the horizontal position of the ribbon growth configuration was found to have no solution.

This meant that the horizontal position is inherently unstable. The same observation was

made in a small scale “kitchen” experiment. We conclude that the ribbon should be pulled

above a certain threshold angle to ensure stability.

In chapter 4, we provide a weak Stefan formulation to simulate crystal growth mod-

els involving non-smooth edges. Non-smooth edges do not have a unique normal di-

rection. Therefore the strong form of the Stefan formulation used in current computer

simulations cannot be directly used for numerical simulations unless extra conditions are

imposed. We choose a finite-volume discretization scheme to maintain the conservative

form of the weak formulation. This allows us to come up with an easy to implement sim-

ulation scheme, which satisfies energy conservation and provides sufficient accuracy for

engineering applications. We perform a simulation study of the horizontal ribbon growth

process and demonstrate pull speed limitations as observed in experiments. We find that

insufficient heat removal from the growth tip is the fundamental reason for pull speed

limitation. This insight is used to design an active cooling system using inverse modeling.

A linear relationship is discovered between the total heat removed from the furnace and

the maximum pull speed. The thickness of the solid was found to be proportional to the

spread of the cooling profile.

In Chapter 5, we use the principle of energy and mass conservation as our starting point

and obtain constraints on the motion of the interface. We observed that for energy and

mass conservation to be satisfied the solid and the liquid interface angles at the interface

should be 90◦ at a small length scale. A multiple scale point of view puts together the

90◦ constraint found at the triple point with the non 90◦ facet angles that are observed in

experiments. We find that the heat transfer at the triple junction is fundamentally in the

direction of the crystal pull and the advantages in vertical heat transfer perceived with the

horizontal mode of pulling is mathematically not true. A cellular automata algorithm is
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developed to simulate the formation of a low energy facet. The algorithm could also find

the first numerical evidence for the formation of a dual facet at the triple junction. The

theory was found to correspond closely to published experiments.

6.2 Future Work

The original concept of the Horizontal Ribbon Growth process is found to be infeasible at

the rates needed to produce low cost silicon wafer. The next step to increase the produc-

tion yield using unsteady state periodic control is proposed in Ydstie and Noronha [155].

The main idea is to use oscillation for improving the heat transfer around the triple point

to increase the growth speed of the solid. In addition, the oscillation homogenizes the

melt, which may help to reduce the effects of impurity segregation close to the solid-liquid

interface.

From a computational standpoint, GPU acceleration can be used to carry out high-

fidelity simulations in the unsteady state. This can be especially important with cellular

automata algorithms, which are computationally irreducible. Advancements in GPU sim-

ulations and control of cellular automata process can also contribute to related areas of

crystal growth.

Active and concentrated cooling has the potential to improve production speed of all

crystal growth processes. Future directions of work should focus on developing active

cooling as an independent technology for high speed crystal growth applications.
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Appendix A

Young’s contact angle and Gibbs pinning

condition

The parametric Young-Laplace equation (3.13) derived in section 3.4 relies on contact angle

conditions at the boundary in order to find stationary curves that describe the meniscus

shape. By perturbing the end points of the meniscus, we show that the contact angle and

the Gibbs pinning conditions follow as a consequence of the free energy minimization of

the system.

Consider the free energy formulation for the meniscus x(s), y(s) as defined in section 3.3

and add the surface energy of the solid boundaries in contact with the air and the liquid.

For simplicity, we briefly consider the case where only the end point at the origin is varied

while the end point at st is considered fixed. In this case,

∆U =

∫ st

0
−∆P xy′ds+ γ

√
x′ + y′ds+A1γ1 +A2γ2,

where A1 and A2 are the areas of the solid crucible in contact with the melt and the air

respectively. γ1, γ2 are the interfacial energies of the melt and the air boundaries with the

crucible (see figure A.1).

As before, we introduce small perturbations of ϵξ(s) and ϵη(s) into x(s) and y(s). These

perturbations are fixed at st such that ξ(st) = η(st) = 0. Using the definition (3.3), the first

variation in energy is given by

δU =

∫ st

0
(ξgx + ξ′gx′ + ηgy + η′gy′)ds+ δr(γ2 − γ1),

where |δr| =
√
ξ(0)2 + η(0)2. Integrating by parts, we arrive at the following form of the
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Figure A.1: For the case of variable endpoints, the perturbation at the origin is consid-

ered to be δ⃗r. The aim is to find conditions on the meniscus shape such that δ⃗r = 0 is a

minimum.

Figure A.2: The shaded region displays the range of pinning angles for the inner and the

outer edges. The figure shows how the starting position of the meniscus would change as

the pinning angle is varied.

114
APPENDIX A. YOUNG’S CONTACT ANGLE AND GIBBS PINNING CONDITION



first variation,

δU =

∫ st

0

[
ξ
(
gx −

d

ds
gx′

)
+ η

(
gy −

d

ds
gy′

)]
ds− ξgx′

∣∣∣
0
− ηgy′

∣∣∣
0
+ δr(γ2 − γ1).

Setting the integrand to zero gives us the Euler-Lagrange equation for optimality. Sub-

stituting the expressions for gx′ and gy′ give us

δU = −γ ξx′ + ηy′√
x′2 + y′2

∣∣∣∣∣
0

+ δr(γ2 − γ1).

The first term can be interpreted as a dot product between δ⃗r = [ξ(0), η(0)] and t⃗ =

[x′(0), y′(0)], which can be written in terms of the cosine of the angle between them.

δU =


γδr

(
− cos(θ) + γ2−γ1

γ

)
δr > 0

γδr
(
cos(2π − ϕ− θ) + γ2−γ1

γ

)
δr < 0

We see that the first variation is minimized and becomes zero at δr = 0 when

θe ≤ θ ≤ π − ϕ+ θe ,

θe = arccos
(γ2 − γ1

γ

)
.

This range of θ values is known as the Gibbs pinning condition and is illustrated by the

shaded region in figure A.2. The Young-Dupre contact angle condition follows as a corol-

lary by setting ϕ = π.

When θ ≤ θe the meniscus recedes horizontally along the crucible boundary until it

gets pinned to the inner corner of the crucible. An extended range of pinning angles, as

illustrated by the shaded region in figure A.2 follows. The overall range for the pinning

conditions can be derived using a similar analysis.
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