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Abstract

This paper delves into the practice of stylometry, which involves analyzing writing samples to
attribute authorship of previously anonymous texts. With the advancement of machine learning
and artificial intelligence, stylometric predictions are becoming increasingly viable. However, the
complexities of adversarial authorship, ghostwriting, and adjustments to writing style based on
context make it imperative to apply stylometry with proper care.

The paper begins by reviewing publications on stylometry, including successful and unsuccessful
attempts to apply the concept and real-world use cases. The limitations and challenges of applying
stylometry are then discussed, including the technical acumen required to implement existing tools
or create new ones selecting which features of the writing to focus on, and collective viable data
sets to fuel analysis (Ding, Fung, Iqbal, & Cheung, 2017).

The paper also highlights significant privacy concerns associated with using stylometry to iden-
tify individuals on anonymous platforms. Stylometry could compromise individual privacy, track
individuals across different platforms and websites, and even lead to false accusations and mistaken
identities. As such, it is important to carefully consider the legal and ethical implications of using
stylometry to identify individuals, given its significant potential as a useful tool.

The experimentation conducted in this paper attempted to apply stylometry using a variety
of platforms for training and employing ML models. The purpose of the experimentation was
to identify whether an average user, without extensive knowledge of machine learning, powerful
computing hardware, or abundant funding, could reasonably use it to de-anonymize someone online.

Overall, while stylometry is still likely several years away from being a commonly available tool
in the commercial industry, it is a valuable area of study that will inevitably make its way to and
through the most relevant fields. It is critical to safeguard the privacy and personal data of indi-
viduals through regulations to ensure an appropriate balance between the benefits and drawbacks
of using stylometry to identify individuals on anonymous platforms.
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Introduction

Stylometry is the practice of analyzing various writing samples in an attempt to attribute

authorship of previously anonymous texts. Stylometry is not a concept that is unique to the digital

age, but with the advancements of technologies like machine learning and artificial intelligence, the

ability to parse mass amounts of data to fuel predictions is dramatically increasing the applicability

of the concept. That said, even with today’s technology, there are still limitations to stylometry,

and it should not be used to claim authorship definitively but rather provide a probability. In

the digital age, many people find comfort in the privacy they achieve through anonymity on online

platforms. With advanced capabilities becoming more accessible to everyday users, privacy through

anonymity may become a thing of the past. Through this project, we conducted a thorough review

of publications on the topic of stylometry, including both successful and unsuccessful attempts to

apply the concept and real-world use cases. We then conducted our own experiments to attempt

to conduct stylometry, using a variety of platforms for training and employing ML models. The

purpose of this experimentation will be to identify where the barrier to entry lies in applying

stylometry for average users. To do these, we conducted tests using techniques with varying levels

of difficulty in application and varying levels of expected and actual success. Finally, based on

both the literature review and our experiments, we will comment on what effects stylometry and

machine learning may have on intrusions to privacy for those using anonymous digital platforms,

now and in the future.

Types of Stylometry

Forensic Linguistics

This is a field that involves the analysis of language data to help solve crimes. Stylometry is

one of the techniques used in forensic linguistics to identify the authorship of disputed documents.

Forensic linguistics also includes other areas of analysis, such as discourse analysis and phonetics

(Coulthard, Johnson, & Wright, 2016).

Authorship Attribution

This is a sub-field of stylometry that focuses specifically on identifying the author of an anony-

mous or disputed text. It looks at various techniques such as word length, syllables, parts of speech

distribution, function words, and entropy, among others (Holmes, 1994).

Plagiarism detection

Stylometry can also be used to detect cases of plagiarism by comparing the linguistic style of

a text to that of other texts to identify similarities in language and writing style. One technique

is to use Latent Semantic Indexing (LSI) to identify relationships between words. For example,
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by finding the words ”dog,” ”cat,” and ”fish” together, one can assume the text is about animals

(Alsallal, Iqbal, Amin, & James, 2013).

IQ Estimation

Stylometry has been used to estimate a person’s IQ by analyzing linguistic features in written

texts. While this is not a direct application of stylometry, it demonstrates how stylometric tech-

niques can be used in other fields of study. Estimating IQ from written texts is reasonably new,

and stylometric analysis has been proposed to estimate an individual’s IQ by analyzing the number

of SAT words in a body of text (Adebayo & Yampolskiy, 2022).

Techniques

Markov Models

Markov models compare a text’s linguistic style sequence based on the preceding words in the

series. The likelihood of the next word only depends on the immediately preceding words. For

example, a first-order Markov model would predict the probability of the next word based on the

preceding word. A second-order Markov model would consider the two preceding words. Higher-

order Markov models are more complex and accurate but require more data and computational

resources. Speech recognition, machine translation, and data types all use Markov models. In

stylometry, it is another tool to determine the likelihood of an author’s word choices (Goldman &

Allison, 2008).

N-grams and Skip-grams

N-grams, are sequences of n items from a given text sample, where the items can be characters,

syllables, or words. Text mining, natural language processing, and stylometry all use N-grams.

For example, ”education” is a 9-gram of characters, and “need to know” is a 3-gram of words. In

specific applications, as with Twitter, determining authorship may prove even more challenging

due to the limited number of characters allowed in digital texts.

Skip-grams are an N-gram model where the focus is not on consecutive sequences of words but

on the co-occurrence of words within a particular space. Natural language processing uses skip-

grams for word embedding and text classification tasks. For example, a skip-gram with a window

size of 4 would consider the four words to the left and right of the target word (Sharon Belvisi,

Muhammad, & Alonso-Fernandez, 2020).

Hapax Legomenon

A straightforward method for attributing authorship of distinct texts to the same author is

through hapax legomenon analysis. Hapax legomena are words or phrases that appear only once

in a given text, and its name derives from the Greek for ”something said only once.”
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Several factors may influence the number of hapax legomena in a text, including its length,

topic, audience, and passage of time. The Token Type Ratio (TTR) is employed to evaluate the

linguistic richness of a text, and it is defined as the total number of unique words (types) divided

by the total number of words (tokens) in a specific segment of language. The TTR can provide

insight into the reading complexity of a text, which is linked to the number of unique words present

(SerHack, 2022).

Machine Learning

Stylometry analyses often use machine learning algorithms to extract features from the text.

Machine learning is a broader field that involves the development of algorithms that can learn

patterns in data without being explicitly programmed. While stylometry is a specific application

of machine learning to textual data, machine learning can also be applied to many other types of

data (Savoy, 2020).

Readability Index

The readability score of a written text is a quantitative measure of its ease or difficulty in reading.

The underlying concept is that readers possess varying levels of literacy. Professional writing

and editing firms that enlist ghostwriters and editors use readability indexes to standardize the

readability of each paragraph. By calculating the readability index of each sentence or paragraph,

one can assess the intended level of readability and identify differences in writing styles. One of the

most common readability indices is the Flesch-Kincaid Grade Level. It uses the average number of

syllables per word and the average number of words per sentence. Calculating using the formula:

0.39 × ( Total Words / Total Sentences ) + 11.8 × ( Total Syllables / Total Words ) − 15.59

gives the grade level. This particular readability formula stresses sentence length over word length

(Kincaid, Fishburne Jr, Rogers, & Chissom, 1975).

Stylometry utilizes readability indexes to contrast texts by various authors and distinguish their

writing styles. For instance, a high readability index in a text might indicate an author’s preference

for using intricate vocabulary and sentence structures, while a low readability index might imply a

tendency towards more straightforward words and sentences.

Distant and Close Reading

The term ”close reading” refers to a focused examination of the text, which includes an analysis

of word choice, syntax, and specific imagery, to reveal its intended meaning. The roots of this

approach can be traced back to New Criticism, which emphasizes an examination of the complexities

of the individual text and does not rely on historical or biographical research.

Franco Moretti introduced the concept of distant reading, which proposes that analyzing a

broader range of literature through computational or archival methods can provide a broader per-

spective, enabling us to identify significant trends and bring systems previously hidden within the
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literary study to light (Moretti, 2013).

History and Background

Stylometry is a computational linguistic approach to identifying the author of a written text

through the analysis of unique writing styles. This field of study is helpful when the author of a text

is unknown or disputed. Every writing style possesses subtle indicators or authorial fingerprints

determined through writing analysis. Researchers identify various features in stylometric analysis,

including lexical, syntactic, semantic, structural, and subject-specific features (SerHack, 2022).

The use of stylometry in authorship attribution has achieved high accuracy, even when the

number of candidate authors is high (Wang, Juola, & Riddell, 2022)(Brennan, Afroz, & Greenstadt,

2012). Some studies have found that stylometry can correctly identify the author of a text with a

success rate of over 90% (Ahmed, Javed, Jalil, & Iqbal, 2020). Stylometry is especially useful for

identifying differences in writing styles between authors and the similarities in writing techniques

between different texts written by the same author (Mahor & Kumar, 2022).

However, stylometry also has some limitations, including the requirement for a sufficient amount

of pre-existing writing data for the candidate author and the need to account for the stylistic

variations in writing that can occur over time and across different contexts (Wang et al., 2022).

Moreover, stylometric analysis cannot be 100% accurate in all situations since individuals can vary

their writing styles, and there can be confounding factors such as ghostwriting, co-authorship, or

plagiarism.

Stylometry successfully determines the author of a written text with high accuracy in many

cases, making it an essential tool for forensic and computational linguistics research. However, there

are limitations to the approach, and the writing analysis must be performed carefully, including

selecting appropriate features and using a sufficient amount of pre-existing writing data for the

candidate author.

Highlights

Wincentry Lutoslawski

Wincentry Lutoslawski was a Polish scholar and philosopher. He invented the term ”stylometry”

in his book Principes de stylométrie (Lutoslawski, 1898). Lutos lawski used stylometry to solve the

unresolved problem of periodizing Plato’s Dialogues. He developed his method based on comparing

stylistic text characteristics and believed their style could determine the order of Plato’s writings.

Lutos lawski’s method relied on several premises, including the existence of individual style in texts,

the possibility of deciding authorship based on style, and the analogy between stylometry and

graphology. He also emphasized the hierarchy of the importance of stylistic features and the

necessity of comparing samples of equal length.
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Lutos lawski used his stylometric method to establish a complete chronology of Plato’s works

by comparing disputed and undisputed texts based on their style. Despite the criticism and the

development of more advanced techniques, Lutos lawski’s proposition is still recognized in some

Hellenistic circles. However, modern published studies do not often cite Lutos lawski’s methodology

(Wincenty Lutoslawski , 2007).

Plato’s Dialogues

The principles behind Lutos lawski’s application of stylometry helped determine the chronolog-

ical order of Plato’s works. His method included the importance of identifying reliable information

about the dating of texts, the existence of individual style in an author’s writing, and the possibility

of identifying an author’s identity based on the stylistic properties of their writing. Some of the

limitations of Lutos lawski’s method include the difficulty of identifying a limited set of relevant

stylistic features and the problem of determining the hierarchy of importance of these features

(Keyser, 1992).

Federalist Papers

Frederick Mosteller and David Wallace applied statistical methods to the problem of authorship

attribution regarding the Federalist Papers. They determined the likelihood that each of several

possible authors (Alexander Hamilton, James Madison, and John Jay) wrote each paper. The

authors used a Bayesian approach to calculate the probabilities of each author being the actual

author of each paper. They also examine the reliability of their results using various statistical

tests, including a chi-squared test and a likelihood ratio test. They concluded that their approach

was effective in determining authorship attribution (Mosteller & Wallace, 1964).

Shakespeare

The authorship of William Shakespeare’s plays has been the topic of much debate among schol-

ars and enthusiasts for centuries (Shapiro, 2011). While there is no definitive answer to this

question, stylometric analysis has been used to determine whether Shakespeare was the author of

the plays attributed to him.

Stylometry is the study of writing style, which can be used to analyze the linguistic features

of an author’s work and compare them to other works. One common technique is to analyze the

frequency and patterns of words, sentence structures, and other aspects of language usage. In the

case of Shakespeare, scholars have used a range of stylometric methods, including word frequency

analysis, vocabulary analysis, and analysis of syntax and other linguistic features.

While stylometry has been used to make some claims about the authorship of Shakespeare’s

plays, there is still much debate among scholars about its validity and reliability. Some critics argue

that stylometric methods are unreliable enough to make definitive conclusions about authorship

and that the linguistic patterns used to identify Shakespeare’s work could also appear in the cre-
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ation of other writers. Others argue that stylometric analysis can provide valuable insights into

Shakespeare’s writing style and evolution (Aljumily, 2015).

Unabomber

The Unabomber’s capture was the result of linguistic analysis conducted by Kaczynski’s brother

and sister-in-law, not by a computer, as some computational linguistics and semantics stories

suggest. Computer analysis did not aid in obtaining a search warrant or prosecuting Kaczynski.

However, the FBI did hire a forensic linguist, James Fitzgerald, to compare Kaczynski’s writings

to the Unabomber’s manifesto. Fitzgerald’s testimony was presented in court during the trial,

including Kaczynski’s remark about modern philosophers not being “cool-headed logicians,” a

phrase his brother had never heard anyone else use (Storage, 2012).

Related Research

IQ Testing

Psychologists have sought to quantify intelligence for the last hundred years. Using stylometry

to estimate IQ with machine learning has been effective, but a lack of large data sets has limited

research in this area. Studies on IQ estimation from written text using stylometry can succeed with

a suitable data set (Adebayo & Yampolskiy, 2022).

Music

Musical stylometry is a branch that uses computational methods to analyze and characterize

music, including its authorship, genre, and period. Machine learning algorithms analyze musical

features. There is difficulty in identifying the unique features of a particular composer or time

period and the subjective nature of the musical analysis at this time (Kroonenberg, 2021).

Paintings

The developing field of visual stylometry of art aims to identify the creator of a painting through

machine learning applied to high-resolution digital images. In one study, tests on over 100 high-

resolution digital images of impressionist paintings by Van Gogh and contemporaries show good

separation between the paintings of Van Gogh and others. Using stylometric techniques can help

determine a painting’s actual authorship (Qi & Hughes, 2011).

Defeating Stylometry

Stylometry is a technique used to attribute authorship to anonymous or disputed texts. How-

ever, it is not always reliable and can be defeated. Some of the techniques and strategies include

the following:
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Altering writing style: One way to defeat stylometry is to alter one’s writing style deliberately.

This can be done by changing vocabulary, sentence structure, punctuation, or other stylistic fea-

tures. By doing this, an author can create a different “wordprint” less likely to match their known

writing style. However, it is necessary to note that this can be difficult to do consistently over a

long piece of writing.

Using ghostwriters or co-authors: Another way to defeat stylometry is to use ghostwriters or

co-authors to obscure the authorship of a text. They have someone else write the text entirely

or by having multiple authors contribute. This method can make it more difficult to discern the

unique writing style of a single author. This strategy is commonly used in ghostwriting or in the

case of a corporate or political speechwriter.

Adding noise: Adding random or irrelevant content to a text can make it more difficult to

discern the true authorship. One can do this by adding extra words or sentences that do not relate

to the content of the text or by intentionally introducing errors or misspellings. However, this

technique can also make the text more difficult to read and understand.

Limiting the amount of available data: Stylometry algorithms require a large amount of data

to attribute authorship to a text document accurately. Limiting the amount of data available can

make it more difficult for these algorithms to identify the author.

Using a style transfer algorithm: A style transfer algorithm can be used to change the style of

a text without changing its content. This can be done by training the algorithm on two texts: one

written by the actual author and one written by a different author. The algorithm can then be

used to change the style of the actual author’s text to match that of the other author, making it

more difficult to attribute authorship.

Using a language translation tool: A language translation tool can be used to translate a text

into a different language and then back into the original language. This can introduce errors and

stylistic changes that make attributing authorship more difficult.

It is worth noting that while these techniques can make it more challenging to attribute au-

thorship, none of them are foolproof. However, the techniques discussed above can be helpful to

those wishing to remain anonymous (Brennan et al., 2012).

Experiment

In order to effectively comment on the accessibility of applying stylometry using openly available

analysis tools, we attempted to implement multiple different techniques with varying levels of

complexity and technical understanding in order to deanonymize an individual or predict whether

the same author wrote two or more samples. Through the use of multiple techniques we attempted

to identify where the barrier to entry is in successfully applying this technique. Our experiment

did not seek to exhaust all potential options for deanonymizing an individual posting to social

media; instead, we sought to explore three separate technologies requiring varying levels of skill

and identify a potential barrier to entry required to utilize readily available technology solutions to
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deanonymize an individual based on social posts made on open social media platforms.

Methodology

Our methodology focused on the implementation and analysis of three technologies requiring

varying levels of configuration and a collection of 50 social media posts obtained from multiple

known users on two separate social media platforms, Reddit.com and Twitter.com. In addition

to testing an online AI/ML platform ChatGPT, and an open-source stylometry software suite,

we attempted to implement our own machine learning application in Python on readily available

consumer-grade user hardware with a foundational knowledge (less than six months) of python

application development education and no prior experience with machine learning application de-

velopment.

Technology Background and Limitations

As part of our experiment, we leveraged three technologies, the newly released ChatGPT Arti-

ficial Intelligence / Machine Learning (AI/ML) model for direct submission and queries, the Java

Graphical Authorship Attribution Program (JGAAP), and a custom python application developed

by our team leveraging imported natural language processing and machine learning modules. The

submission of all testing was performed within a Linux Mint or Ubuntu virtual machine config-

ured with 4 CPU cores, 8GB of memory, and no graphics acceleration hosted on consumer-grade

hardware. To maximize repeatability, all testing could be executed on any system with internet

connectivity and the ability to install a modern internet browser, the latest long-term release of

the Java Runtime Environment (JRE), and a Python interpreter.

ChatGPT

ChatGPT is an online chat service provided by the AI/ML research and deployment company

OpenAI (OpenAI, 2020, 2022). The model being used to support ChatGPT was refined from a

model in the GPT-3.5 series that was completed in early 2022. The ChatGPT model was trained

using Reinforcement Learning from Human Feedback (RLHF) using human AI trainers to refine

and tune the model (OpenAI, 2022). OpenAI (OpenAI, 2022) defines the following key limitations

of ChatGPT:

• Occasionally provides “plausible-sounding but incorrect or nonsensical answers” (OpenAI,

2022)

• Sensitivity to modifications of input phasing or trying the same prompt multiple times

• “Often excessively verbose and overuses certain phrases, such as restating that it’s a language

model trained by OpenAI” (OpenAI, 2022)

• Often guesses when the user request is ambiguous

• Occasionally responds to harmful or inappropriate requests
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In addition to these limitations, due to the model’s training period, the model and the fact that

it is not connected to the internet is not able to use internet look-ups to find information and has

limited information about events occurring after 2021 (Staud, 2023).

JGAAP

Java Graphical Authorship Attribution Program (JGAAP) is an open-source authorship at-

tribution tool developed by Evaluating Variation in Language (EVL) Lab at Duquesne University

(Evaluating Variation in Language Lab, 2021). Our team implemented the model using a download

of the open-source application, which was configured and executed using publicly available online

resources with no prior knowledge of stylometry terminology or the application’s functionality.

Researcher Developed Python Application

Due to the limited time frame in which our research could be conducted, and the intention

of determining if an individual with limited programming skills and no formal training in AI/ML

could deanonymize an individual by comparing posts from two social media sources, our model was

developed using python and by a student with introductory python knowledge, using only publicly

available and open source online resources. As part of the execution of our code, we implemented the

Python Natural Language Toolkit (NLTK) to implement natural language processing functionality

and the Scikit-learn (Sklearn) package to implement machine learning functionalities.

Process

To standardize our process across each technology, we collected, obtained, and input the same

raw text data set from multiple users. We had each technology analyze the data with the goal of

deanonymizing an individual.

User selection

Our process began with a selection of social media posts from popular social media accounts on

two platforms. We selected five users with an account on both platforms with at least 50 posts. To

simplify our experiment, we chose mostly public figures with the exception of one user under the

handle “iBleedOrange” who has a following on social media but is not a well-known public figure

like the others.

Data selection

From each user, we selected and captured 50 publicly available posts from each social media

account in a raw text file. While we trended toward longer posts in an attempt to obtain the most

data possible within our constraints, there were instances where some of the chosen post content

was quite small (< 50 characters). Each post was placed in a text file with one blank line between
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to delineate each separate post. We also validated that the user’s real name was not identified in

the file name or within the file during input to any application as a precautionary measure.

Data Normalization

All posting data was imported into each different application as raw data, and normalization

was applied using different methodologies. For ChatGPT, no normalization was applied as part

of the data ingestion; however, following submission, control of normalization was ceded to the

model. For JGAAP, the “Normalize ASCII,” and “Normalize Whitespace” options were applied

as canoncizers to remove non-text data and whitespace from the source material. For the custom

python application, the data was normalized by converting all text to lowercase, splitting the text

into a list of words (tokenizing). The list was then trimmed of all English stop words and non-

textual information found using the NTLK stop word English dictionary and text analysis. Finally,

each word was reduced to its base form or root (lemmatizing) using methods imported from the

NTLK toolkit and then rejoined into a complete string variable with a single space inserted in

between each word using the python join method (Prabhakaran, 2022). Data normalization tool

imports and methods used in the custom python application are illustrated below in Figure 1.

Figure 1: Python Input Data Normalization
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Data Ingestion

For input into ChatGPT, we implemented the following standardized process for each analysis:

1. The following text was input into the chat window: “Can you tell me who wrote this text

and give a percentage level of confidence:”

2. The raw text from each file was copied into the chat after the initial prompt surrounded by

quotations as shown below in Figures 2 and 4

3. In cases where the raw text was too large for input into the ChatGPT and caused an error

return, the text was reduced in size to meet submission requirements

4. In instances where ChatGPT did not provide an initial level of confidence, we prompted for

clarification by inputting ”Can you give a percentage level of confidence?” as shown below

in Figure 5

Results

Each subsection below provides a detailed report of our findings for each analysis tool.

ChatGPT

Using our standardized input for requesting the identification of the author of social media

posts, we were able to identify the social media posts from three public figures on both Reddit and

Twitter with a confidence level ranging from 95% to 100%, a public figure only on Twitter at a

greater than 99% confidence level, and were unable to identify the poster of a non-public figure.

Figures 2 - 5 below demonstrate the results obtained using ChatGPT, and Table 1 below shows

our findings of authorship attribution using ChatGPT.

Figure 2: ChatGPT Text Input - Bill Gates Reddit Posts
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Figure 3: ChatGPT Response - Bill Gates Reddit Posts

Figure 4: ChatGPT Text Input - Bill Gates Twitter Posts

Figure 5: ChatGPT Response - Bill Gates Twitter Posts
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Table 1: Attempting De-Anonymization Using ChatGPT

Name
Public
Figure

Reddit Twitter
Identified Y/N Confidence % Identified Y/N Confidence %

Chris Hadfield Y Y 100% Y 100%

Snoop Dogg Y Y 95-99% Y 95%

Bill Gates Y Y 99% Y 95%

Wil Wheaton Y N N/A Y >99%

iBleedOrange N N N/A N N/A

JGAAP

Java Graphical Authorship Attribution Program (JGAAP) is a Java-based tool built by the

Evaluating Variation in Language (EVL) Lab at Duquesne University (Evaluating Variation in

Language Lab, 2021). Per the application documentation, “JGAAP is a tool to allow non-experts

to use cutting edge machine learning techniques on text attribution problems” (Evaluating Variation

in Language Lab, 2021). While advanced knowledge of machine learning is not necessary to use

this tool, it is still helpful to get full use of it. In order to test whether this tool is both accessible to

and effective in allowing average people to use stylometry to identify authors, we input our data set

and conducted several hundred iterations of analysis and kept track of which settings and features

resulted in the highest success rate in pairing the samples from Reddit with the associated authors’

sample from Twitter.

To do this, we used examples from the source documentation on the program and experimen-

tation until we identified certain features, such as parts of speech, words, and sentence length, that

had a high informational return on the samples. Ultimately, by configuring the five Twitter samples

as known authors and the five Reddit samples as unknown authors, we were able to pair three of

the five writing samples successfully. Many experiments resulted in a worse return rate. This is

not to say that this tool is not capable of having higher success rates but that a more significant

knowledge of machine learning and stylometry is necessary for the most effective use of the tool.

In the figure below are the results of one of the five text samples analyzed, specifically Bill Gates.

The section marked “A” is the unknown text sample, “B” is the normalization of the data applied,

“C” is the specific features of the text analyzed, “D” is the analysis method used, and “E” is the

results of the analysis against the known author samples. Below the JGAAP Results graphic is a

table depicting the full results of the same test in the graphic, which was our most successful test.

In the section showing the order of predictions for each unknown sample, the names have been

abbreviated for ease of viewing.
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Figure 6: JGAAP Results - Bill Gates

Table 2: Attempting De-Anonymization Using JGAAP
Author of ID’d Prediction Order & Metric

Unk Sample Y/N #1 #2 #3 #4 #5

Chris Hadfield N Wil/.030 Bill/.075 Chris/.196 Snoop/.328 iBleed/.361

iBleedOrange N Bill/.211 Snoop/.224 Chris/.232 iBleed/.234 Wil/.265

Snoop Dogg Y Snoop/.212 iBleed/.301 Chris/.419 Bill/.440 Wil/.455

Bill Gates Y Bill/.129 Snoop/.176 Wil/.234 Chris/.255 iBleed/.328

Wil Wheaton Y Wil/.097 Bill/.101 Chris/.199 Snoop/.227 iBleed/.270

Custom Python Application

Using our custom-developed Python application, we compared the text from two files to deter-

mine if the authorship of social media posts aggregated as raw text in one file could be attributed to

the author of the social media posts aggregated as raw text in another file. After each revision, we

revised the code to add or modify functionality in an attempt to improve the results. To determine

similarity, each normalized word list was then converted to a vector using the SKLearn TfidVector-

izor fit transform method to calculate the “mean and variance of features” and then compared the

two vectorized results for cosine similarity using the SKLearn cosine similarity method (Khanna,

2020). Our test relied on a cosine similarity of 0.9 or greater to attribute the authorship of the

first file to the second. Figures 7 and 8 below illustrates the analysis and comparison of the text

samples and sample result output from a completed run. Table 3 below provides a record of our

comparison findings for each author using our custom-developed Python application.
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Figure 7: Python Data Comparison

Figure 8: ChatGPT Text Input - Bill Gates Reddit and Twitter Posts
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Table 3: Attempting De-Anonymization Using Custom Python Application
Name Identified Author (Y/N) Cosine Similarity

Chris Hadfield N 0.290

Snoop Dogg N 0.260

Bill Gates N 0.291

Wil Wheaton N 0.396

iBleedOrange N 0.110

Findings

Our original intent with experimentation was to identify an approximate barrier to entry for

average people to apply stylometry to de-anonymize people on online platforms. The higher the

barrier to entry is, the less risk there is of people being de-anonymized online using this technology,

and the lower it is, the more risk there is. ChatGPT, while being the easiest to implement, likely did

not exclusively use stylometry in order to identify the authors of the provided samples. It provided

high confidence of authorship attribution on three of five Reddit samples and four of five Twitter

samples, with the caveat being that it was not able to identify the author that is not famous in

the traditional sense. This leads us to believe that it was only able to identify these authors based

on context clues, writing style, and possibly by matching the samples directly to portions of the

internet that it scanned during training.

In the second level of difficulty, we used the pre-existing program JGAAP to apply stylometry

to our data set. This method had moderate difficulty and moderate success. In order to use this

software, you have to have at least some computer literacy to be able to get it up and running, and

then fairly advanced knowledge of machine learning to apply it at pique effectiveness. Our own

knowledge level of machine learning concepts is self-assessed somewhere between non-existent and

entry-level, and we were able to get some results from the program, but increased knowledge of the

various options available in the program would likely increase effectiveness.

Finally, we attempted to train and apply our own machine-learning models in python. This

method is by far the most technically demanding, both from a knowledge and time investment

standpoint. As evident by the background and history of this technology, many people and teams

across academia have been successful in training models to tackle different approaches to the prob-

lem of authorship attribution and overcoming challenges that make it difficult. That said, the vast

majority of these individuals are studying advanced degrees and concepts in the fields of machine

learning, computer science, and data science. Our attempts to apply our limited knowledge to build-

ing one were wholly unsuccessful. Indicating that for the average person with limited knowledge

and time to commit, it is likely unrealistic at this stage to de-anonymize someone online.

Generally speaking, software and tools that are easy to implement to de-anonymize individuals

online are probably years, if not longer, away from breaking out of academia into common commer-

cial use. So, while stylometry is very much possible, the first phases of real-world uses will probably

be limited to well-funded organizations on the cutting edge of technology and perhaps intelligence
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communities.

Limitations of Research

There are several limitations that both we and academia at large face when attempting to apply

stylometry for authorship attribution. Some universal challenges and limitations are going to be

having a sufficient number and size of samples, the technical acumen to implement existing tools or

create your own, and selecting which features of the writing you want to focus on. The limitations

of various use cases are broader. For example, arguably, the easiest method of application is when

you have two text samples, and you are attempting to identify whether one person authored both

(Ding et al., 2017)(Koppel, Schler, & Argamon, 2009). In this case, the sample size and technical

acumen required to come to a conclusion are relatively low. Taking the next step in terms of

difficulty is attempting to identify the author of a sample when you have a relatively small pool

of candidates (Ding et al., 2017). The challenges, in this case, would be narrowing down this

candidate pool, knowing when the author does not match any candidates at all, and having large

sample sizes for both the unknown works and the candidates. Another concept that is similarly

moderately difficult is using a writing sample to identify the characteristics of the author. In this

case, instead of identifying a specific person, the idea is to narrow the pool by using stylometry to

know the gender, age, personality traits, etc., of the author (Koppel et al., 2009).

Finally, the hardest method of application is taking a text sample and attempting to find the

author without anything else (Stolerman, Overdorf, Afroz, & Greenstadt, 2014)(Koppel et al.,

2009). For example, you might take a sample from a known social media platform, such as Twitter,

and attempt to find the user’s corresponding Reddit account. This would require a huge amount

of technical acumen, investment of time, and the assumption that the user has sufficient posts on

both platforms. Other complications also arise with this approach, such as the fact that a person’s

writing style may vary widely depending on the context, purpose, and audience of their posts, or

they may even intentionally alter it. Not only could this vary from platform to platform, but even

thread to thread within the same platform. This establishes a need for an even greater breadth and

depth of writing samples from the target. The concept of intentionally altering your writing style to

obfuscate authorship is considered adversarial though some have shown success in academic settings

with overcoming this (McDonald, Afroz, Caliskan, Stolerman, & Greenstadt, 2012; Brennan et al.,

2012).

There were also multiple limiting factors that we faced while conducting our own research. In

order to know if your attempt to identify authors is successful or not, you must have two samples

that you know to be from the same person. In order to increase the size of the data sets, other

researchers have artificially split samples from the same author to create pairs to match. Two

complications arise with this method. First, artificially splitting a sample likely means that both

halves will be samples from a similar or even the same context, i.e., two chapters from the same

book or a handful of posts on the same social media platform. The other complication is that it

ensures that when analyzing an unknown sample, there is a guaranteed match somewhere in the
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known sample data set (Koppel et al., 2009). In order to represent a real-world scenario that could

affect someone’s someone’s privacy achieved through anonymity on a platform such as Reddit,

we chose to use samples from two entirely separate platforms in order to capture the differences

between them, even among the same author. This meant we had to identify authors who used both

platforms manually, had at some point named themselves on both platforms and had sufficient

posts on each to meet a minimum threshold. This was further exacerbated by the fact that we

were only able to procure API keys for Reddit and not Twitter, which meant that we could only

automate the collection for half of the posts from each candidate in our data set.

Ability to De-Anonymize

Based on our research of the background and history, as well as our own experimentation, we

assess that using stylometry to de-anonymize is not yet a capability easily accessible to internet

users outside of those in specialized fields of research. This assessment comes at different levels

depending on exactly what methods are employed, but generally speaking, success rates without

advanced training are likely to be low. That said, specific scenarios in which people may be able to

find success are when they have a small number of but large sample sizes to compare. An example

of this may be attempts to identify the true author of a book that someone may suspect to be

written under a pseudonym, especially if they have a limited number of candidates which they

suspect. Another scenario that can increase success rates is if the stylometric analysis of a text can

be combined with other contributing factors, such as context clues. That said, if an individual was

concerned their coworkers might identify their Reddit profile among the tens of millions of others

on the platform, it would most likely not be possible, unless the individual in question had posted

specific and identifying data on the platform.

Implications to Privacy

The identification of individuals on anonymous platforms using stylometry is a complex topic

that raises a multitude of concerns regarding privacy and personal data protection. Although

stylometry may not be easily accessible to the average person, continued research suggests that

it could become more widespread among law enforcement and intelligence agencies, among others

(Ekambaranathan, 2018). While it can be beneficial in several areas, including historical research

and copyright purposes, it can also present privacy issues if used in specific contexts without

the user’s knowledge. Moreover, stylometry has been used in literary studies, forensic linguistics,

and digital forensics to attribute authorship to anonymous texts, detect plagiarism, and track

individuals’ online activities.

Despite its potential benefits, the use of stylometry to identify individuals on anonymous plat-

forms poses several privacy concerns that should not be overlooked. For one, individuals may

expect to remain anonymous when posting on these platforms. Using stylometry to de-anonymize

them may violate their privacy, particularly when they post sensitive or controversial information.
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Stylometry could also be used to track individuals across different platforms and websites by an-

alyzing text samples and creating a profile that reveals characteristics about the author, such as

gender, age, interests, beliefs, and behavior (Koppel et al., 2009). This could be problematic if

the information is used for nefarious purposes such as stalking or harassment. Writing style can

also vary from context to context, with factors such as mood, topic, audience, and purpose all

contributing to changes in one’s particular stylistic fingerprint. This could lead to false accusations

and mistaken identity, making it difficult to attribute authorship with certainty.

Furthermore, there is a risk of stylometry misuse by those who seek to harm or discredit others,

including impersonation by mimicking their writing style. This could result in damage to an

individual’s reputation or lead to miscommunications. The legal and ethical implications of using

stylometry to identify individuals require careful consideration. It raises several questions, including

whether its use by law enforcement should be regulated and require a warrant and how individuals

can be made aware of the potential risks and consequences of their online activity.

If stylometry were to become more accessible to the general public, it could further compromise

individual privacy. Posting on social media platforms would be riskier, and public figures such

as politicians and celebrities may face increased scrutiny. Additionally, the use of stylometry in

litigation could increase, as it could be employed to attribute authorship to anonymous texts or

detect plagiarism in legal proceedings. While stylometry has significant potential as a useful tool, it

is critical to consider its privacy concerns and implement regulations to safeguard the privacy and

personal data of individuals (Patergianakis & Limniotis, 2022). It is also crucial to raise awareness

of the potential risks and consequences of online activity and encourage individuals to take steps

to protect their privacy. Ultimately, the benefits and drawbacks of using stylometry to identify

individuals on anonymous platforms must be weighed carefully to ensure an appropriate balance.

Conclusion

The paper explores the practice of stylometry, which involves analyzing writing samples to at-

tribute authorship of previously anonymous texts. With the advancements in machine learning

and artificial intelligence, stylometric predictions are increasing in viability. However, given com-

plications such as adversarial authorship, ghostwriting, and adjustments to writing style based on

context, it should still be applied with proper care. The paper began with a review of publications

on the topic of stylometry, including successful and unsuccessful attempts to apply the concept and

real-world use cases. We then conducted our own experiments to attempt to apply stylometry using

a variety of platforms for training and employing ML models. The purpose of the experimentation

was to identify whether an average user, without extensive knowledge of machine learning, powerful

computing hardware, or abundant funding, could reasonably use it to de-anonymize someone online.

We then discussed the limitations and challenges of applying stylometry, including the technical

acumen required to implement existing tools or create your own and selecting which features of the

writing to focus on.
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We also highlighted the significant privacy concerns associated with using stylometry to identify

individuals on anonymous platforms. The use of stylometry could compromise individual privacy,

track individuals across different platforms and websites, and lead to false accusations and mistaken

identities. Furthermore, stylometry could be misused by those with malicious intent, including

impersonation, by mimicking their writing style. It is important to carefully consider the legal

and ethical implications of using stylometry to identify individuals, given its significant potential

as a useful tool. Safeguarding the privacy and personal data of individuals through regulations is

critical to ensure an appropriate balance between the benefits and drawbacks of using stylometry

to identify individuals on anonymous platforms.

Overall, stylometry is still likely several years away from being a commonly available tool in

the commercial industry. As it stands now, it is not a simple task for someone outside of the field

of data science or machine learning to reasonably build their own stylometric solutions. That said,

it is certainly a valuable area of study and will inevitably make its way to and through the most

relevant fields, such as law enforcement, intelligence, and publishing (Ding et al., 2017).
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Appendix

Appendix A: Custom Python Code

#!/usr/bin/env python3

# -*- coding: utf-8 -*-

"""

Purpose: Script reads the comments from two text files and attempts to see if author of comments in the first text file of post data is the same as the second text file of post data

Authors: Version 5 Initial Code Written by ChatGPT, refined and implemented by Arthur Neumann

Date: 02/25/2023

"""

import nltk

from nltk.corpus import stopwords

from nltk.tokenize import word_tokenize

from nltk.stem import WordNetLemmatizer

from sklearn.feature_extraction.text import TfidfVectorizer

from sklearn.metrics.pairwise import cosine_similarity

# Define a function to normalize the text

def normalize_text(text):

# Convert all words to lowercase

text = text.lower()

# Tokenize the text into words

words = word_tokenize(text)

# Remove stop words and punctuation

stop_words = set(stopwords.words(’english’))

words = [word for word in words if word not in stop_words and word.isalpha()]

# Lemmatize the words

lemmatizer = WordNetLemmatizer()

words = [lemmatizer.lemmatize(word) for word in words]

# Join the normalized words back into a string

normalized_text = ’ ’.join(words)
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return normalized_text

# Load the contents of the two text files

with open(’file1.txt’, ’r’) as f1:

file1 = f1.read()

with open(’file2.txt’, ’r’) as f2:

file2 = f2.read()

# Normalize the text in each file

file1_normalized = normalize_text(file1)

file2_normalized = normalize_text(file2)

# Calculate the TF-IDF vectors for the normalized text

vectorizer = TfidfVectorizer()

vectors = vectorizer.fit_transform([file1_normalized, file2_normalized])

# Calculate the cosine similarity between the two vectors

similarity = cosine_similarity(vectors[0], vectors[1])

# Determine if the texts have the same author based on the similarity score

if similarity > 0.9:

print("The texts have the same author.")

else:

print(’The cosine similarity between file1.txt and file2.txt is ’ + str(similarity[0][0]))

print("The texts do not have the same author.")
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